HUMAN POINT-TO-POINT REACHING AND
SWARM-TEAMING PERFORMANCE IN

MIXED REALITY

CHEN ZHAO

Submitted in partial fulfillment of the requirements for the degree of

Master of Science

Department of Computer and Data Sciences

CASE WESTERN RESERVE UNIVERSITY

January, 2021



CASE WESTERN RESERVE UNIVERSITY
SCHOOL OF GRADUATE STUDIES

We hereby approve the thesis/dissertation of

Chen Zhao

candidate for the degree of Master of Science*

Committee Chair

Michael Fu

Committee Member

Andy Podgurski

Committee Member

An Wang

Date of Defense

11/13/2020

*We also certify that written approval has been obtained

for any proprietary material contained therein



Contents

List of Tables 4

Abbreviations 9

Acknowledgments 10

Abstract 11

Introduction 12

1.1 3D Point-to-point reaching Task in MR and VR . . . . . . . . .. .. 12

1.2 Human-Swarm Teaming in Mixed Reality . . . . . . . .. .. ... .. 13

1.3 Outline. . . . . . . . . . 14
Evaluation of Point-to-point Reaching Performance in Mixed Reality

and Virtual Reality 15

2.1 Background . . . . .. .. 15

21.1 Fitts"Law . . . . . .o o 16

2.1.2 Virtual Reality . . . . ... ... ... 0. 19

2.1.3 Mixed Reality . . . . .. ... ... 20

2.1.4 Mixed Reality and Virtual Reality in Rehabilitation . . . . . . 22

2.2 Methods . . . . . . . 23

2.2.1 Experiment Paradigms . . . . . ... ... ... ... ... 24



2.3
2.4

2.6

222 Equipment. . . . ... ... oo 29
2.2.3 Software Design . . . . . . .. ... oL 32
2.2.4 Internal Review Board protocol . . . . .. ... .. ... ... 35
2.2.5 Participants . . . . . . ... 36
Study Objectives . . . . . . . . . . ... 36
Performance Measures for Analysis . . . . ... ... ... ... ... 37
2.4.1 Throughput . . . . ... .. ... .. . 37
2.4.2 End-point Error . . . . . ..o 37
2.4.3 Number of Corrective Movements . . . . . . .. .. ... ... 37
244 Efficiency . . . ... 38
2.4.5 Initial Movement Error . . . . . . ... ..o 38
24.6 Peak Velocity . . . . . ... ... oo 38
2.4.7 Pre-Processing . . . . . .. ... oo 39
2.4.8 Questionnaire . . . . . . .. ... 39
2.4.9 Statistical Analyses . . . . . . ... L oL 40
Results . . . . . . . o 40
2.5.1 Throughput . . . . . . ... .o 40
2.5.2 End-point Error . . . . . ... 42
2.5.3 Number of Corrective Movements . . . . . . .. .. ... ... 45
2.5.4 Efficiency . . . . ... 47
2.5.5 Initial Movement Error . . . . . . . . ... ... 49
2.5.6 Peak Velocity . . .. .. .. ... ... ... 51
2.5.7 Questionnaire . . . . . . ... L 53
Discussion . . . . . . ..o 56
2.6.1 Finger Pointing Task . . . . .. ... ... ... .. ... ... 58
2.6.2 Cup Placement Task . . . . ... ... ... ... ... .... 62
2.6.3 Trade-off between Reaching Motion Confidence and Accuracy 64



2.6.4 MR and VR Application Design Implications. . . . . . . . .. 64
2.7 Future Work . . . . . . ... 65

3 Human-Swarm Teaming Through Multi-user Interface With Mixed

Reality 66
3.1 Background . . . . ... 67
3.1.1 Human-Swarm Teaming and Human-Swarm Interactions . . . 67

3.1.2  Human Inputs for Human-Swarm Teaming . . . . . . . . . .. 69

3.1.3 Mixed Reality’s capabilities for Human-Swarm Teaming . . . . 70

3.2 Methods . . . . . . . 71
3.21 Hardware . . .. . . ... 71

3.2.2 Software Design . . . . . . . ... ..o 71

3.3 DARPA OFFSET Field Exercise 3 . . . . . ... ... ... ..... 83
3.4 Experiment Procedure . . . . ... .. ... ... . 83
3.5 Participant . . . . ... 85
3.6 Results and Discussion . . . . . . . .. ... L0 85
3.7 Future Work . . . . . . . ..o 87

4 Conclusions 90
Appendix A Questionnaire 92
Bibliography 94



List of Tables

2.1 Target List for the finger pointing task

2.2 Target List for the cup placement task



List of Figures

2.1

2.2

2.3

24

2.5

2.6

2.7

2.8

2.9

2.10

2.11

2.12

2.13

An example of the Fitts’ law experiment with target size W and dis-
tance to target D . . . . . ...
The Virtuality Continuum diagram with some commercially devices. .
The HoloLens 1 we used in our experiment . . . . . . . . . ... ...
First person view of the finger pointing task for the condition where a
fingertip cursor is visualized for the participant. . . . . . . . . . . ..
First person view of the condition where a virtual cup indicator is
visualized for the participant. . . . . . . .. .. ... ... ... ...
Examples of depth perception problem. . . . . . . . ... ... ....
Using HoloLens and shroud to simulate VR visualization . . . . . ..
Physical workspace setup. . . . . .. ..o oL
A system block diagram of components, communication contents and
protocols. . . . ..
A hollow cube with the exactly same size of Polhemus Liberty sensor
for calibration. . . . . . .. ..
Each participant’s linear fit from movement time data and effective
index of difficulty I D, across all 60 trials . . . . . ... ... ... ..
Histogram of R? values from all throughput linear regression showing

the density of the distribution of the R2. . . . . . . . ... ... ...

Bar plot with error bars for throughput measures of finger pointing tasks.

17

21

21

24

25

26

30

31

32

34

41

42
43



2.14

2.15

2.16
2.17

2.18

2.19

2.20

2.21

2.22

2.23

2.24

2.25

2.26

2.27

2.28

Each participant’s linear fit from movement time data and effective
index of difficulty 1D, across all 20 trials. . . . . . .. ... ... ... 44
Histogram of R? values from all throughput linear regressionshowing
the density of the distribution of the R%. . . . . . . ... ... ... . 44
Bar plot with error bars for throughput measures of cup placement tasks. 45
Bar plot with error bars for end-point error measures of finger pointing
tasks. . . oL 46
Bar plot with error bars for end-point error measures of cup placement
tasks. . . . L 47
Each participant’s linear fit from number of corrective movement with
corresponding target index of difficulty across all 60 trials. . . . . .. 48
Histogram of R? values from all number of corrective movements’ linear
regression which shows the density of the distribution of the R?. . . . 48
Bar plot with error bars for # of corrective movement measures of
finger pointing tasks. . . . . . ... oL 49
Each participant’s linear fit from number of corrective movement with
corresponding target index of difficulty across all 20 trials. . . . . . . 50
Histogram of R? values from all number of corrective movements’ linear
regression which shows the density of the distribution of the R?. . . . 50
Bar plot with error bars for # of corrective movements measures of
cup placement tasks. . . . . ... ... 51
Bar plot with error bars for efficiency measures of finger pointing tasks. 52
Bar plot with error bars for efficiency measures of cup placement tasks. 53
Bar plot with error bars for initial movement error measures of finger
pointing tasks. . . . . ... oo 54
Bar plot with error bars for initial movement error measures of cup

placement tasks. . . . . . ... Lo %)



2.29

2.30

2.31

2.32

2.33

2.34

2.35

2.36

3.1
3.2
3.3

3.4
3.5
3.6
3.7
3.8

3.9

An example showed one participant’s movement path for one of the
cup placement task. . . . . ... Lo
Each participant’s linear fit from peak velocity with corresponding tar-
get index of difficulty across all 60 trials. . . . . .. .. .. ... ...
Histogram of R? values from all peak velocities’ linear regression which
shows the density of the distribution of the R%. . . . . . ... .. ..

Bar plot with error bars for peak velocity measures of finger pointing

Each participant’s linear fit from peak velocity with corresponding tar-
get index of difficulty across all 20 trials. . . . . . ... ... .. ...
Histogram of R? values from all peak velocities’ linear regression which
shows the density of the distribution of the 2. . . . . ... ... ..

Bar plot with error bars for peak velocity measures of cup placement

Bar plots with error bars of six performance measure for finger pointing

tasks and cup placement tasks. . . . . .. ... ... L.

Project concept. . . . . . ..o

Project’s system block diagram . . . . . . .. ... ... ... ...

3D CWRU campus model in two different type. DARPA Distribution

Statement ”"A” (Approved for Public Release, Distribution Unlimited).

EMG controls. . . . . . . ...
User select menu . . . . . . .. ..o
Tactic planning simulation. . . . . . . . . ... ... .. ... .....
Tactic configuration process for SP and STR role . . . . . ... ...

First person view of swarm actions and mixed reality environment for

1:1 map overlaid on the physical environment. . . . . . . .. ... ..

56

57

57

o8

29

59

60

61

67
72

73
75
76
76
78

79



3.10 A miniaturized map view of 5 drones implement a “Surveillance” tactic
for STR. . . . . . . 81

3.11 A notification alert menu is waiting for STR’s decision on moving target. 81

3.12 Swarm hardware telemetry visualization at FX3. . . . . . . ... ... 84
3.13 Completion times of tactic planning process . . . . .. . . . .. ... 86
3.14 Conceptual direct swarm control. . . . . . . . ... ... ... ... 89



Abbreviations

HCI - Human-Computer Interaction
HMD - Head-mounted Display

VR - Virtual Reality

MR - Mixed Reality

VE - Virtual Environment

ANOVA - Analysis of Variance
HST - Human-Swarm Teaming

HSI - Human-Swarm Interaction

SP - Swarm Planner

STR - Swarm Tactician Rear

STF - Swarm Tactician Forward



Acknowledgments

Thank you, Dr. Michael J. Fu, for your patient guidance, encouragement, and the
great opportunity of letting me being the part of our great lab. I could not done all
these works without your help.

CWRU DARPA OFFSET Sprint 3 team, thank you guys for all the great team-
work and help on the project.

Thank you, my parents, for supporting me for so many years and still believing
in me.

This work was accomplished with the generous support of Case Western Reserve
University, the MetroHealth System, and the DARPA Contract No. N660011924023.

The views, opinions and/or findings expressed are those of the author and should
not be interpreted as representing the official views or policies of the Department of

Defense or the U.S. Government.

10



Human Point-to-point Reaching and Swarm-teaming

Performance in Mixed Reality

Abstract

by

CHEN ZHAO

Immersive mixed reality (MR) and virtual reality (VR) displays enable use of
hands to interact with virtual environments. Therefore, it becomes important to
understand hand reaching performance VR/MR. The first part of this thesis evaluates
human point-to-point reaching in VR /MR for finger and cup placement. Six measures
studied for both tasks under different experiment conditions to determine what factors
influence performance. A key finding was there is a trade-off between reaching motion
confidence and accuracy. These findings support VR/MR interface design. The
second part of this thesis focuses on the development of a multi-user MR interface
that allows humans to collaborate with swarms of robotic drones. We demonstrated
that this system can interface with a physical swarm test bed of 40 mobile and aerial

robots and with a person with upper limb amputation.
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Chapter 1

Introduction

In recent years, both Virtual Reality (VR) and Mixed Reality (MR) have not only
been used in many fields: education, rehabilitation, and military, etc. but are also
growing rapidly. Due to the difference between these two technologies, it is unknown
how human performance differs between MR and VR. In this thesis, we focus on
investigating Human performance in the context of i) three dimensional point-to-point
reaching performance in MR and VR, ii) task performance of human-robotic-swarm

teaming in MR.

1.1 3D Point-to-point reaching Task in MR and

VR

Point-to-point reaching tasks have been used for evaluating human motor performance
[1, 2]. Originally, the literature focused on models of point-to-point reaching tasks
performed in one dimension, but later studies expanded knowledge of reaching for
two and three dimensions [3, 4]. Since then, point-to-point reaching tasks have been
used to evaluate human performance on many computer interface platforms.

MR and VR are both 3D computer-generated virtual environment (VE) display
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modalities, and the newest technologies use the immersive head-mounted display for
them that enable people to use their hands to interact with virtual objects. There is
evidence that point-to-point reaching is affected by different VE display modalities
[5, 6], but it is not known how human motor performance differs between immersive
MR and VR head-mounted display modalities. Therefore, it is important for the
design of virtual environment human interfaces by understanding how human reach-
ing performance differs in VR/MR. Especially for applications that require speed or
precision, such as robotic surgery, robot teleportation, or aviation drone interfaces,
knowing the best virtual environment display modality is critical to safety and task
performance.

The first aim of this thesis focuses on evaluating point-to-point reaching perfor-
mance in various MR and VR conditions with both finger pointing and cup placement
tasks. Experiment conditions include: MR environment with the virtual indicator of
finger or cup, MR environment without the indicator, and VR environment simulated
from modified MR device. We hypothesize that task performance under MR condi-
tions will be better than VR condition for both finger pointing and cup placement

tasks.

1.2 Human-Swarm Teaming in Mixed Reality

Human-swarm teaming (HST) involves concurrent interactions among humans and
robot swarms. Swarms represent a group of distributed robots that can self-organize
and generate group-level emergent behaviors from local communication [7].

There are many studies about using VR to communicate with swarm robots [8, 9],
but the use of MR for human-swarm teaming is still innovative and novel. Immersive
MR headset can provide tactical information related to the mission while preserving

a person’s view of the physical environment around them, which may benefit human-
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swarm teaming. Also, the current literature has proposed methods for human-swarm
teaming with swarms consisting of a limited number of robots, but it is not yet known
how to best design human interfaces to allow humans teams with swarms consisting
of hundreds of robots. The second aim of this thesis is to develop an MR human-
swarm-interface to suit the operational needs of prototypical military personas and

be used by people with and without below-elbow amputations.

1.3 Outline

In this thesis, Chapter 2 covers the evaluation of point-to-point reaching performance
in MR and VR, which includes: a background of related previous studies, methods
showing how the study was implemented, results of performance measures, discussion,
and future work. Chapter 3 focuses on the implementation of an MR human-swarm
teaming interface and has a similar structure: background of prior work, methods, re-
sults, discussion, and future work. Finally, this thesis concludes with the implications

of these two aims in the field of virtual environment interaction.
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Chapter 2

Evaluation of Point-to-point
Reaching Performance in Mixed

Reality and Virtual Reality

This chapter will evaluate the point-to-point reaching performance in immersive MR
and VR head-mounted display modalities, as it is currently unknown which immersive
virtual environment (VE) display modality is more beneficial for point-to-point reach-
ing tasks. This chapter is in preparation for publication to the journal PRESENCE:

Virtual and Augmented Reality [10].

2.1 Background

This chapter will focus on topics that are relevant to human motor performance (Fitts’

law) in Mixed Reality (MR) and Virtual Reality (VR).
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2.1.1 Fitts’ Law

In 1954, Paul Fitts created a predictive model to determine the movement time for
human point-to-point reaching motion in one-dimension, called Fitts’ Law [1, 2]. In
the original Fitts’ task, the participants were asked to hold a stylus and tried to hit
the designed target as quickly as possible. According to Fitts’ law, an equation was

proposed that the index of difficulty (ID) can be defined as:
D
ID =1 2— 2.1

where I D represents the difficulty level of the motor task, D is the distance between
the start point and the center of the target, and W is the width of the target (Fig.
2.1). The units of ID are bits. Fitts also proposed that the average movement
time(MT) should remain constant for different D and W as long as ID ratio is also

constant,

MT =a+1b-ID, (2.2)

where MT is the average movement time for a point-to-point movement, and the
constants a and b are empirically determined by regression analysis of MT data for a
given input device. The units of MT can be varied - if it is measured in seconds, the
units of a are also seconds, and the unit of b is “bits/second”.

In 1992, MacKenzie [11] proposed a Shannon formulation of Fitts law for HCI
(Human-Computer Interaction). Soukoreff and Mackenzie also suggested that re-
searchers should use the Shannon formulation of Fitts law since it can provide a
better fit with observations. It is impossible to get a negative ID from this formula-

tion [12]. The formulation of 1D is:

D
ID =1 14+ — 2.3
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Figure 2.1: An example of the Fitts’ law experiment with target size W and distance
to target D

where 1D is the index of difficulty, W is the width of a target, and D is the distance

of a target from the start point.

Throughput

Originally, Fitts proposed an index of performance (IP) to measure human perfor-
mance. [P is calculated by dividing the index of difficulty (/D) by the movement

time (MT) of a reaching task,
D

IP = ——.
MT

(2.4)

IP has a unit of “bits/second”. Later in part 9 of the ISO 9241:2000 standard,

Throughput (T'P, in bits per second) has been brought up,

1D
TP = — 2.5
MT’ ( )

Due to human error, the end-point error will have a normal random distribution.
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Therefore, Soukoreff and Mackenzie recommended using an effective index of difficulty

(ID.) instead of using ID [12].

D
ID, =1 1+ —=2), 2.6
0g2( + W) ( )

e

where D, is the effective distance which calculated as the mean movement distance
between the start point and the target points, and the effective target width (W)
defined as W, = 4.1330, where o is the standard deviation. Therefore, to measure
both speed and accuracy of T'P, and to have only one dependent measure that can
compare more than two experimental conditions, the new T'P equation was defined
as [12]

TP — 12(1 M—]i”)’ (2.7)

where x is the number of movement conditions, and y is the number of participants.
Since the use of I D, and T'P can provide a better overall analysis of Fitts’ task
performance under multiple experimental conditions, we will be using these formula-

tions to evaluate our experiment.

2D and 3D Extensions

Fitts’ law was originally tested in one-dimension, but has been extended to two-
dimensions and three-dimensions ever since [3, 4].

The 2D extension of Fitts’ law has already been used to evaluate human-computer
interfaces for years. Many applications and platforms benefit from it. One of the
major applications for Fitts law in 2D is user interface design on 2D computer screens,
which has become an essential part of our everyday life. The model of Fitts’ law 2D
extension is similar to in 1D but also adjusts to consider the geometry and errors of
targets [3].

As for Fitts’ law 3D extension, there also are many studies that show Fitts’ law can

18



apply to 3D reaching tasks [4, 13, 14]. Murata and Iwase found that adding a third
directional parameter into the traditional Fitts’ law model can reduce the variance of
the model [4]. Cha and Myung proposed another extended 3D fitts’ law model which
includes the inclination angle and azimuth angle of a spherical coordinate system to
the original Fitts’ law formulation [14].

These extensions of Fitts law have been shown to have a better fit than the original
model. Teather and Stuerzlinger studied 3D Fitts’ tapping tasks based on ISO 9241-9,
which used Shannon’s formulation of Fitts’ law and throughput. Their result showed
closer targets are easier to hit than distant targets where a fish tank VR system was
used [15]. It is hard to define task throughput using the above 3D extension models
with many different parameters. For comparing experimental conditions, the current
work uses Shannon’s formulation of Fitts’ Law and throughput as described in the

previous sub-section.

2.1.2 Virtual Reality

Virtual Reality simulates a fully computer-generated digital environment that users
can interact with. In the past years, Virtual Reality (VR) technology has been grow-
ing rapidly. Ivan Sutherland proposed the very first idea of VR in 1965 [16]. There
are many platforms and methods for VR, such as fish tank VR [17], projector-based
VR [18], and immersive VR head-mounted display [19]. However, the immersion of
immersive VR head-mounted display is very persuasive because it tracks head and
possibly hands movement to make interaction intuitive and natural [5, 20]. Also,
VR head-mounted display allows users to walk around in a limited space to provide
a more immersive experience. With the advantage of immersive VR head-mounted
display and advancements in technology and hardware, more and more commercial
VR headsets have started showing up since 2010. Common consumer VR headsets

include Oculus Rift, HTC Vive, and Valve Index, etc. However, most of these VR
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headsets required a wired connection with a computer. To free users from the con-
straint of wire, wireless adapter for VR (VIVE wireless adapter) and all-in-one VR

headset (Oculus quest) were produced recently.

2.1.3 Mixed Reality

Mixed Reality (MR) overlays digital objects on real-world objects and allows interac-
tion between them simultaneously. In 1994, Paul Migram and Fumio Kishino defined
that MR is where the real world and virtual world objects are presented together
within a single display [21]. The first fully immersive MR system was developed in
1992 as a Virtual Fixtures platform by Louis Rosenberg at the Armstrong Laborato-
ries of the United States Air Force [22]. It showed that humans could control robots
in a real-world environment with physical objects using a system that provided 3D
computer-generated overlays. The study used Fitts’ law to evaluate human perfor-
mance in the environments with or without virtual objects as helpful information.

Many people may also recognize MR as Augmented Reality (AR) because they
both add digital elements to the real-world environment. Also, the market circum-
stances are more focused on VR, so the distinction between MR and AR has not been
clearly drawn yet. Paul Migram and Fumio Kishino proposed a way to visualize the
differences between VR, AR, and MR called “virtuality continuum” [21]. The Vir-
tuality Continuum (VC) shows the changes from a fully real to a completely virtual
environment. Based on the original VC, We added some updated device and platform
information to create a new VC graph (Fig. 2.2).

As the above Figure shows, MR is the combination of VR and AR. AR only
overlies digital content onto the physical environment while MR does the same and
allows interaction with both virtual and physical environments. Also, with the advent
of Microsoft HoloLens version 1 (Microsoft Corp., Redmond WA) in 2016, MR has

become more recognizable (Fig. 2.3). Later in 2018, another MR headset called
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Mixed

Reality
Real Augmented Augmented Virtual
Environment Reality Virtuality Environment
i ) Oculus Rift
Smartphonefablet HoloLens, scanning real world :
Google Glass pAF{ Magic Leap environment into HTC Vive,
VR in realtime anﬁ;’::;ve

Figure 2.2: The Virtuality Continuum diagram with some commercially devices.

Magic Leap One (Magic Leap, Inc., Plantation, FL) got launched.

Figure 2.3: The HoloLens 1 we used in our experiment

Mixed Reality Head-mounted Display: HoloLens Version 1

Due to the nature of MR and the popularity of head-mounted display, almost all
current commercial MR devices are head-mounted display, such as HoloLens and

Magic Leap. Microsoft HoloLens version 1 was the first head-mounted display for
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MR which runs the Windows Mixed Reality platform under Windows 10. HoloLens
version 1 features several types of sensors, including: one inertial measurement unit
(IMU), four environment understanding sensing cameras, one depth camera, one high
definition (HD) video camera, MR capture, four microphones, and one ambient light
sensor, all of which handle tasks such as spatial mapping, gesture recognition, and
voice/speech recognition [23]. HoloLens version 1 also offers eye-based rendering
where users can see computer-generated virtual objects by the reflection of two HD
16:9 light engines onto each eye. With the see-through holographic lenses, users can
see both the real-world environments and virtual objects at the same time. Combing
the functionality of sensors and display, users can actually interact with both real and
virtual environments at the same time in realtime. HoloLens version 1 offers a limited
field of view, which is about 30 degrees wide and 17 degrees high, and about 1268 by
720 pixels of resolution per eye. In 2019, Microsoft announced the new generation of
HoloLens: HoloLens version 2 at the Mobile World Congress, which contains many
improvements. One of those improvements HoloLens version 2 has a diagonal field of
view of 52 degrees, compared to HoloLens version 1’s 34 degrees. However, HoloLens
version 2 was not released during our experiment, HoloLens version 1 is the MR device

we used in our study.

2.1.4 Mixed Reality and Virtual Reality in Rehabilitation

Our study focuses on evaluating human motor performance in various MR and VR
conditions for applying MR to rehabilitation. Rehabilitation facilitates motor learn-
ing, which leads to a relatively permanent change in motor behavior due to practice
or experience [24]. Therefore, measuring human motor performance on different plat-
forms (such as VR and MR) can help developing rehabilitation applications.

Over the past several years, VR technology has become an important part of

the field of neuro-rehabilitation [25]. Based on VR’s nature, users can interact with
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virtual objects and navigate in a 3D computer-generated virtual environment (VE).
It allows users to improve their motor skills and recover their muscles in an engaging,
safe way. The advantages of VR-based rehabilitation over traditional therapies are
the repetition of reaching tasks, feedback about motor performance, and motivation
[26]. However, interaction with virtual objects is very different from physical objects,
which have mass and volume.

MR allows users to interact with both real and virtual objects at the same time. By
projecting computer-generated images onto the real world, MR technology can ease
the transfer of rehabilitation exercises into everyday life [27]. MR environments can
provide complex, adaptive scenes for interactive practice and feedback that engage the
user physically and mentally [28]. However, it is not known if immersive MR display
modalities affect point-to-point reaching. There is evidence that changes in VR dis-
play rotations and immersiveness can affect point-to-point reaching performance [5].
There is also a study that examined the point-to-point reaching performance with
different virtual hand techniques in a tangible augmented reality environment[29].
However, there are no such studies have yet been conducted for comparing point-to-
point reaching performance between immersive MR and VR modalities.

The purpose of the current study is to gain initial insight into these gaps in
knowledge. We investigated the hypothesis that MR display modalities will benefit

point-to-point reaching compared to VR modalities.

2.2 Methods

The following section explains the experiment of evaluating point-to-point reaching
performance, equipment, software design, Institution’s Internal Review Board (IRB)

protocol, participants, and experiment paradigms.
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2.2.1 Experiment Paradigms

To evaluate point-to-point reaching performance, a variation of Fitts’ law where uses
ID, instead of ID for throughput analysis was used [12], and a similar design for
finger point-to-point reaching tasks were also borrowed for reference to implement
this experiment [5].

We investigated two types of point-to-point reaching that are relevant to stroke
rehabilitation: finger pointing (Fig. 2.4) and cup placement (Fig. 2.5). Point-to-
point reaching is an important component of the computer and robot-assisted stroke
rehabilitation. There is evidence that the virtual environment display modalities can
significantly affect point-to-point reaching performance [5]. Therefore, it is important
to understand better the effect that an immersive MR display modality has on these

two types of point-to-point reaching.

Figure 2.4: First person view of the finger pointing task for the condition where a
fingertip cursor is visualized for the participant.

Finger pointing is relevant to stroke rehabilitation because it is required shoulder-
elbow reaching, which is necessary to place the hand around a person’s functional
workspace in preparation for activities of daily living requiring the hand. Point-to-

point reaching using a cup has not been studied in the context of MR, but it is also
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Figure 2.5: First person view of the condition where a virtual cup indicator is visu-
alized for the participant.

important to stroke rehabilitation. Cup placement is a fundamental activity of daily
living that requires a person to grasp, relocate, and place a cup. Both finger pointing
and cup placement are commonly trained during stroke rehabilitation.

Mixed reality displays have the potential to enable people with stroke to practice
using physical objects to interact with virtual objects. Still, it is not known how best
to design these interactions. Virtual stroke rehabilitation tasks have been developed
that train the manipulation of virtual cups [30]. Virtual cup placement tasks allow
people with stroke to practice repetitive hand use in a simulated environment with
minimal consequences for failure. For instance, they do not need to worry about
cleaning up spilled liquids. However, virtual cups lack mass and volume, so people
with hand impairment will eventually need to practice grasping physical cups to
improve their real-world function.

It may be beneficial to use a physical cup within a virtual environment so that
users can continue to practice with minimal consequences for failure, but this has
not yet been done in immersive MR. Others have developed stroke rehabilitation

interventions using a cup-shaped color-marker to perform target reaching tasks in
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both VR (computer monitor) and AR (projector) environment [31]. In the current
experiment, we investigated immersive display modalities that enable a physical cup
to interact with virtual targets directly.

We also investigated potential methods of indicating the location of the physical
objects within the virtual environment. Depth perception can become impaired by
immersive MR displays because typical depth occlusion cues are absent. Virtual
objects do not become obscured by physical objects that are placed between it and
the viewer (Fig. 2.6). Cursors and avatars linked to the physical objects can be used
to provide depth cues (Fig. 2.4 and 2.5), but the impact of their use on point-to-
point reaching has not yet been studied. The current study addresses this knowledge
gap by investigating the effect that cursors have on immersive mixed reality reaching

performance.

(a) Virtual target was over the physical cup. (b) Virtual target was over the index finger.

Figure 2.6: Examples of depth perception problem.

For both finger pointing and the cup placement task, Three conditions were tested:
“MR with indicator” condition which participants perform point-to-point reaching
tasks with a virtual cursor/cup indicator in MR environment (Fig. 2.4 and 2.5), “MR
without indicator” condition that allow participants perform point-to-point reach-
ing tasks without any virtual indicator in MR environment (Fig. 2.6), and “VR”

condition that lets participants perform the same tasks with the virtual indicator
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(cursor/cup) in a simulated VR environment.

For both tasks, participants were asked to sit in front of the physical workspace and
wear the HoloLens. During the finger pointing task, participants were asked to wear
a glove instrumented with an electromagnetic tracking sensor on their dominant hand
that tracks their index finger position. As for the cup placement task, participants
needed to hold a plastic cup that was instrumented with an electromagnetic tracking
sensor attached under it. Then each participant was provided with about 5 minutes
to practice before the actual experiments in both with or without virtual indicator
conditions for both finger pointing and the cup placement task. Participants were
also asked to perform all the reaching tasks as quickly and accurately as possible. For
the finger pointing task, each of the three experiment conditions included a set of 60
point-to-point reaching trials (60 targets). For each trial, participants will observe a
red sphere as the start position and a gray circle as the target (Fig. 2.4). Participants
were instructed to put their index finger at the start position, then clicked a remote
controller on their other hand when they were ready to move to the given target. This
action changed the start position’s and target’s color to green and triggered audio
feedback. Participants can click the remote controller again when they believed their
fingertip reaches the center of the target. The start position’s color would be changed
to red, and the next generated target will be gray again. Another different audio
feedback was provided for the second click. The cup placement task was very similar
to the finger pointing task. There were only 20 point-to-point reaching trials (20
targets) for all three conditions of the cup placement task. The start position(a flat
cylinder) and target (a hollow cylinder) of the cup placement task are both sat on
top of the table with the same color and audio feedback pattern as the finger pointing
task when participants performed cup placement tasks.

The start position was located near the edge of the table and vertically aligned with

the electromagnetic sensor’s source for both finger pointing and the cup placement
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task. Due to the limited space of the physical workspace, the 60 targets of the
finger pointing task were randomly selected from 15 unique targets spanning index
of difficulty between 1.26 to 4.48 (Table 2.1), each repeated four times. Two of the
repetitions were placed on the opposite side of the other two with respect to the
start position to minimize the effect of directional bias. The 20 targets of the cup
placement task were randomly constructed from 10 unique targets based on the index
of difficulty between 1 to 2.44 (Table 2.2), each repeated two times similar to the finger
pointing task. Even the movements were actually in 3D, but the workspace was in

2D. Therefore, it repeated two times horizontally for the cup placement task.
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Table 2.1: Target List for the finger pointing task

ID | Distance (mm) | width(mm)
1.26 | 42 30
1.49 | 54 30
1.79 | 69 30
1.95 | 72 25
2.18 | 88 25
2.41 | 108 25
2.64 | 105 20
2.87 | 126 20
3.10 | 152 20
3.33 | 136 15
3.56 | 162 15
3.79 | 193 15
4.02 | 152 10
4.25 | 180 10
4.48 | 213 10

Table 2.2: Target List for the cup placement task

ID | Distance (mm) | width(mm)
1.00 | 70 70
1.16 | 86.5 70
1.32 | 97.5 65
1.48 | 116.5 65
1.64 | 127 60
1.80 | 149.5 60
1.96 | 159.5 99
2.12 | 184.5 5h)
2.28 | 193 20
2.44 | 221 50

2.2.2 Equipment

HoloLens was selected for this experiment since it is one of the most common im-
mersive MR head-mounted display devices. We simulated an immersive VR head-
mounted display by creating a custom hood to cover the HoloLens and obscure the

physical environment (Fig. 2.7). HoloLens 1 only tracks hand position when it per-
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forms a gesture, so we used a Polhemus Liberty electromagnetic sensor to provide
constant, 6DOF tracking of hand position.

Initially, we attempted to use both HoloLens (MR) and Oculus Rift (VR) to eval-
uate point-to-point reaching performance between MR and VR. However, the Oculus
Rift has a field of view of 110 degrees, which provided a very different experience than
the 34 degree field of view of HoloLens. Therefore, to minimize any confounding effect
due to the significant difference in the fields of view, a modification of HoloLens 1 was
made to simulate the point-to-point reaching tasks in VR. As the figure shows(Fig.
2.7), we created a custom shroud to cover the HoloLens, so that no external objects
could be seen by participants, which effectively converted HoloLens to a VR head-
mounted display. For HoloLens to work properly, we use an Air Stick micro-suction

tape to cover the front without blocking the sensors on top of the lens.

TR L

Figure 2.7: Using HoloLens and shroud to simulate VR visualization

We used the Polhemus Liberty to track the position of finger and cup that was
used by participants for point-to-point reaching. It acquired 6 degrees of freedom
(DOF) position and orientation tracking, at a rate of 240 HZ with a latency of 3.5
milliseconds. Since it is an electromagnetic tracker system, the equipment was set on
a wood table without any metal near the physical workspace. The magnetic source
of the sensor was set up in the middle of this physical workspace, and the virtual

workspace was set in front of the source which also on top of the table. For the finger
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pointing experiments, a Polhemus sensor attached to the index finger of a baseball
batting glove (Under Armour Inc., Baltimore, MD) was worn on the participant’s
dominant hand. For the cup placement experiments, a Polhemus sensor was attached

to the bottom of a plastic cup (Fig. 2.8).

Figure 2.8: Physical workspace setup. Cup and gloves on the left are for cup and
finger experiments. The black bar-shape velcro on the right-bottom corner represents
the location where participants need to be set in front of.

A Windows 10 pro Alienware 15 R3 laptop was used to run the integrating software
to connect Polhemus Liberty and HoloLens. Data were sampled at 120 HZ from the
Polhemus Liberty. A Logitech Spotlight Presentation Remote controller connected
wirelessly via Bluetooth to the laptop was used by participants to click and confirm

when they ready to reach and already reached the targets in each trial.

31



2.2.3 Software Design

The Unity3D game engine was used to develop the user interface for different tasks.
C# was the programming language used in the implementation. To visualize the
Polhemus Liberty sensor’s position and quaternion data on the HoloLens application,
a server Unity project connected them. The server also transmitted human input

from a Bluetooth remote controller to HoloLens, facilitated calibration, and recorded

movements data (Fig. 2.9).

. Polhemus Liberty sensor F 3 : Sensor data
Polhemus L'berty position and quaternion data Unity Application on e
(Electromagnetic sensor | o o o o oo oo PC as Server
tracks finger/cup location {Communicate between Human input
data) Polhemus and HoloLens) —_—
|
o 1 T °K 2 Sensor
f - £ 7]
_ Q\)\"O 2! 25 : S — e calibration data
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Figure 2.9: A system block diagram of components, communication contents and

protocols.

Mixed Reality Calibration

HoloLens’ application treats the user’s head as the center of its own world coordi-
nate. With the stabilized Polhemus Liberty magnetic source on top of the table and
HoloLens initiating location, an approximated coordinate of the virtual workspace
can be initially set up on the server that is then shared with the HoloLens applica-

tion. In this way, the virtual workspace generated by HoloLens can roughly align
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with the physical workspace and have a synchronized coordinate with the server’s
virtual workspace. Users can also move and rotate the virtual workspace through
keyboard control until it ideally sits on top of the workspace. At this point, the
virtual workspace of the server and HoloLens became the connection point between
two world coordinate systems. The next step is to synchronize the Polhemus Liberty
sensor’s coordinate for both server and HoloLens. Since the sensor’s coordinate in-
formation on the server is also shared with the HoloLens application, the indicator
that visually represents the sensor’s coordinate on HoloLens appears parallel to the
sensor with certain offset. To visually align the Polhemus Liberty sensor with the
virtual indicator on HoloLens, a virtual hollow cube with the same size as the real
sensor that located on the near edge of the workspace was used(Fig. 2.10). Therefore,
users can put the Polhemus Liberty sensor inside the virtual cube and press a key to
calculate the offset of the position and quaternion between the physical sensor and
the cube. This offset is shared and applied on both server and HoloLens sides, so the
Polhemus Liberty sensor and virtual indicator can be aligned (Eq: 2.8 and 2.9). The
offset data was recorded with an additional function to provide the ability for offset
recalculation in case of misalignment by the operator. At this point, the calibration
process has completed, users can choose to keep showing or hide the virtual indicator

for different experiment conditions.

Oﬂsetpostion = VeCtorhollowCube - veCtorsensor (2 8)

Vectorsensor = Vectorgensor + Offsetostion,

| .
Offsetquaternion = Quaternion_, . - Quaterniony o wcube

(2.9)

Quaternion = Quaterniong, ., - Offsetquaternion,

Sensor
To transmit Polhemus Liberty sensor data to the server, a third-party plug-in

package called “PIStream” provided by Polhemus was used. It constantly sent the
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Figure 2.10: A hollow cube with the exactly same size of Polhemus Liberty sensor for
calibration.

Polhemus Liberty sensor data through the User Datagram Protocol (UDP). After the
server received the raw data, it would take the 6DOF data and convert them to Unity’s
left-handed, y-up world coordinate with a 1 meter Unity world unit that was also used
in the HoloLens application. Additionally, the Polhemus Liberty sometimes reversed
the sensor’s orientation data (providing data showing that the sensor moved rightward
when its veridical motion was leftward). Another function had to be developed to
correct both position and rotation reversals which allow users to manually adjust the

reversal errors based on the visual observation on the server application.

HoloLens Data Transfer

HoloLens is a standalone device that cannot connect to USB or Bluetooth periph-

erals, so the system was designed to be server-oriented. A different Unity software
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for HoloLens was developed separately. Therefore, the data from the Polhemus Lib-
erty sensor and human input can be sent to HoloLens through the server. Also, to
record the movement data of the point-to-point reaching tasks effectively and eas-
ily, the recording process took place on the server side. For the convenience of data
recording and because there are two independent Unity applications for the server
and HoloLens (two different world coordinate systems), a server-based calibration
process was required at the beginning of each trial.

Customized network connections were developed on both server and HoloLens
side for transferring data. There are two types of data sending from the server to
HoloLens. The first type of data is for HoloLens to visualize Polhemus Liberty sensor’s
virtual representation and virtual environment (virtual workspace and targets)’s posi-
tion and quaternion data. Since the sensor data need to be continuously transmitted
to HoloLens with less latency, the server would serialize the data into an Extensi-
ble Markup Language (XML) stream and send the message to HoloLens through
UDP. The second type of data was sent from the server to HoloLens is human in-
put from the Bluetooth remote controller and PC keyboard. The human input data
included responses for the calibration process and initiating/terminating each move-
ment of point-to-point reaching tasks. This type of data was also serialized and sent
to HoloLens side through Transmission Control Protocol (TCP). Another type of
data is sending calculated offset data between Polhemus Liberty sensor and virtual

indicator from HoloLens to the server for synchronization. This data is also serialized

and sent through TCP.

2.2.4 Internal Review Board protocol

The human experiment methods described below were reviewed by the Case Western

Reserve University Institutional Review Board and approved as protocol number

STUDY20181061.
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2.2.5 Participants

Fifteen participants (ten male and five female, ages 19 - 32) were recruited and com-
pensated with a $10 cafe gift card for their participation in the study. Two partici-
pants were left-handed, others were all right-handed. Each participant was asked to
perform six different point-to-point reaching tasks: three separate conditions for the
finger pointing task, and three conditions for the cup placement task. The total time
spent on the experiment per participant was about 2 hours. Unfortunately, due to

the pandemic, we were only able to recruit 15 participants.

2.3 Study Objectives

This work studied how different VE environments (experiment conditions) affect hu-
man performance on 3D Fitts’ task in the contexts of finger pointing and cup place-
ment. There are 3 experiment conditions: MR environment with an indicator (virtual
fingertip pointer or 3D cup model), MR environment without an indicator (pure in-
teraction between physical and virtual object), and VR environment (shrouding the
HoloLens to visually hide the physical environment, showing only virtual object in-
teractions) with indicator displayed.

Objective 1: Compare the finger pointing task performance between MR and VR
environments. Hypothesis 1: We hypothesize that finger pointing tasks have better
performance under MR environments than VR environment.

Objective 2: Comparing the cup placement task performance between MR and
VR environments. Hypothesis 2: We hypothesize that cup placement tasks have

better performance under MR environments than VR environment.
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2.4 Performance Measures for Analysis

The following six measurements were calculated based on the movement trajectory

data from participants.

2.4.1 Throughput

The throughput measurement was described in detail in section 2.1.1. In this study,
the task throughput represents is represented as ID. / (movement time), which is
also referred to as task completion rate. Since throughput and the target reaching
times are inversely proportional across all target difficulties, a higher throughput

value means better task performance.

2.4.2 End-point Error

End-point error is the Euclidean distance between the end point of a movement path
and the target’s central location. All our participants are able-bodied, so lower the

end-point error means better task performance.

2.4.3 Number of Corrective Movements

The number of corrective movements was defined as the number of direction changes
across each movement path. Direction changes also can be determined by the local
maxima of the acceleration signal. The smoother the movement path, the less the
number of corrective movements. This analysis method was used in [32, 5] to measure
human reaching performance in both virtual and real environments, with a larger
number of corrective movements indicating worse task performance. In our case,
we find the local maxima of acceleration using the derivative of velocity data and
the “argrelextrema” method of SciPy. The final value was calculated by adding the

number of corrective movements on each axis and dividing by three (three axes).
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Since the number of corrective movements can be correlated with target difficulty [5],

we also consider the possible effect of ID on the number of corrective movements.

2.4.4 Efficiency

Efficiency was defined as how far the actual movement path deviated from the direct
path to the target. The first formula of efficiency was defined in [33]. In our case, the

formula is

Den oin
dpoint (2.10)

)

Efficiency =
path — Dendpoint

where Depapoint 15 the euclidean distance from the initial movement point to the end-
point of the reaching motion. D, indicates the length of the path between initial
and end-points. Higher efficiency means the movement path is more likely to be
a straight line. Therefore, we assumed the increased efficiency means better task

performance.

2.4.5 Initial Movement Error

Initial movement error is the magnitude of the difference between two normalized
vectors: the initial movement vector and the target vector. The initial movement
vector points from the initial movement position to the first corrective movement
position. The target vector points from the initial movement position to the cur-
rent target position. Since increased initial movement error may result in a longer
reaching movement path, we assume larger initial movement error means worse task

performance.

2.4.6 Peak Velocity

Peak velocity is the highest absolute value of velocity for each reaching path. Based

on [32, 5], we can assume the higher peak velocity can be considered as motor con-
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trol confidence and better task performance. To calculate the peak velocity, we will
perform a root sum squared where we take the squared root of the sum of squares of

the peak velocity on each axis.

2.4.7 Pre-Processing

Prior to analysis, trajectories from each trial were pre-processed to eliminate cases of
remote controller click error and dwelling behavior that was caused by the participant
keeping their finger or cup on the start or target positions without moving. To remove
dwell time, only trajectories with a velocity higher than a threshold of 1.5mm/s were
used in the analysis. The 1.5mm/s velocity threshold was chosen based on [32],
where expert retinal surgeons’ hand tremor frequency when they hold a stylus grip.
To determine the effective data, we calculated the velocity based on the first derivative
of the positional data. Also, to reduce noise, we performed a 5 Hz third-order lowpass
Butterworth filter using the Python library SciPy. Also, eight outlying trials were
removed that were affected by the remote controller click not being registered by the
server. In these trials, the participant’s trajectories included not only the path from
the start position to the target, but also the extraneous return path from the target
back to the start position because the remote controller press they entered at the

target location was not registered.

2.4.8 Questionnaire

After the first two participants, we added a qualitative questionnaire to assess par-
ticipants’ user experience impressions of the MR device in case it became a factor
in performance. The questionnaire was borrowed and modified based on Holger and
Thomas’s work [34]. This questionnaire contained 13 seven-point Likert scale ques-
tions of which seven questions are related to the participants’ visual impression. Oth-

ers are for previous experience and acceptance. We divided all participants into two
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groups based on the mean value of these seven questions where “strongly disagree” is
counted as one point and “strongly agree” is counted as seven points. Then we took
a look at the six performance measures we mentioned above within these two groups.

The questionnaire can be found in the appendix A.

2.4.9 Statistical Analyses

Hypothesis tests were performed for each performance measure to compare mean dif-
ferences between the three experimental conditions using repeated measures analysis
of variance (ANOVA) with Greenhouse-Geisser epsilon corrections, and Tukey’s hon-
estly significant difference (HSD) multiple comparison post-hoc tests. All tests were
performed using Python 3.6 with Pingouin package. Statistical power for each per-
formance measure’s ANOVA test was computed to be 0.52 (calculated by G*Power
3.1 with Cohen’s medium effect size of 0.25, a = 0.05, sample size of 15, one group,

and three repeated measurements).

2.5 Results

Six performance measures were performed for each task. Since our study includes
two tasks: the finger pointing task and the cup placement task, we will describe them

separately.

2.5.1 Throughput

As described in section 2.4.1, the relation between throughput and target reaching
time are inversely proportional. As evidence of this, ANOVA revealed that target
difficulty was found to have a significant effect on movement time for both the finger
pointing task (p < 0.001, F(14, 196) = 28.66) and the cup placement task(p < 0.001,

F(9, 126) = 7.93) tasks. Therefore, reports of linear regression and histograms of
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all R? values are shown for both tasks. Also, bar plots with error bars of these two
tasks described the computed throughput values for different experiment conditions.
The statistical tests for significant differences were calculated using throughput as
the dependent variable and experiment conditions as the within-subjects factor.

For the finger pointing task, Figure 2.11 shows an example of the linear regression
between 3 participants’ movement time and ID,. A histogram of linear regression R>
for all participants is shown in Fig. 2.12. A bar plot with error bars of throughput
across all experiment conditions are reported in Fig. 2.13). The effect of experiment
condition on throughput for the finger pointing task was statistically significant (p
= 0.012, F(2, 28) = 5.17). Tukey’s HSD (Fig. 2.13) showed that the “MR with-
out indicator” condition was found to have the highest mean throughput of (1.79
bit/s), which showed to be different from the “MR with indicator” (1.45 bit/s) and
“VR” (1.47 bit/s) conditions. However, the mean differences were not statistically

significant between the “MR with indicator” and “VR” conditions.

Linear Fits for Throughput

4.5
—— R”™2 = 0.5469663120541428 .
— R”™2 =0.5118965847211198 .\
404 — R"~2 = 0.6611664559826004

Time

T T
1.0 15 2.0 2.5 3.0 3.5 4.0 4.5
Index of Difficulty

Figure 2.11: Each participant’s linear fit from movement time data and effective index
of difficulty ID, across all 60 trials .

41



Histogram of R~ 2 from Finger Task Throughput Linear Regression

0.0 0.2 0.4 0.6 0.8
R™2

Figure 2.12: Histogram of R? values from all throughput linear regression showing
the density of the distribution of the R2.

Similarly, for the cup placement task, 3 participants’ linear fits for throughput
(Fig. 2.14), histogram of all R? values (Fig. 2.15), and the bar plot with error bars
for each condition (Fig. 2.16) are also reported. However, the experiment conditions

had no significantly effect on throughput (p = 0.21 F(2, 28) = 1.66).

2.5.2 End-point Error

Since no linear relationship was found between end-point error and target index of
difficulty, we only calculated the end-point error results for each participant across all
3 experiment conditions. Statistical tests for significant mean differences were calcu-
lated with the within-subjects factor (experiment condition) and dependent variable
(end-point error).

For the finger pointing task, the analysis of variance showed that the experiment
conditions had a significant effect on end-point error (p < 0.001, F(2, 28) = 30.75).

Form Fig. 2.17 and Tukey’s HSD multiple comparisons, experiment condition “MR
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Finger Task Throughput
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Figure 2.13: Bar plot with error bars for the finger pointing task throughput across
all 3 experiment conditions. The mean throughput values for 3 conditions are: “MR
with indicator” = 1.45 bits/s, “MR without indicator” = 1.79 bits/s, and “VR” =
1.47 bits/s. Higher throughput means better performance. “I”-shaped error bars
stands for the standard deviation, which show the variability of the throughput value
for each condition. Statistical significance differences between 3 conditions are also
shown.

without indicator” had the highest end-point error mean value 0.013 m. “MR with
indicator” condition was also higher than “VR” on end-point error mean values for
the finger pointing task.

As for cup placement task, we also found experiment conditions had a significant
effect on end-point error (p = 0.004, F(2, 28) = 6.90). Similar result to the finger
pointing task, “MR without indicator” condition also had the highest end-point error
mean value 0.01 m. The “MR with indicator” condition’s end-point error mean value

0.008 m was significantly higher than the “VR” condition (Fig. 2.18).
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Linear Fits for Throughput
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Figure 2.14: Each participant’s linear fit from movement time data and effective index
of difficulty I D, across all 20 trials.

Histogram of R~ 2 from Cup Task Throughput Linear Regression
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Figure 2.15: Histogram of R? values from all throughput linear regressionshowing the
density of the distribution of the R2.
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Cup Task Throughput
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Figure 2.16: Bar plot with error bars for the cup placement task throughput across all
3 experiment conditions. The mean throughput values for 3 conditions are: “MR with
indicator” = 0.95 bits/s, “MR without indicator” = 1.03 bits/s, and “VR” = 0.95
bits/s. Higher throughput means better performance. “I” shaped error bars stands
for the standard deviation, which shows the variability of the throughput value for
each condition.

2.5.3 Number of Corrective Movements

ID had a significant effect on the number of corrective movements for both the finger
pointing task(p < 0.001, F(14, 196) = 14.75) and the cup placement task (p < 0.001,
F(9, 126) = 4.864). We reported examples of linear regression from three participants
and R? values from all participants’ linear regression as plots. Bar plots with error
bars are also included for both finger pointing and the cup placement task. Statistical
tests for significant mean difference were calculated with the experiment condition as
the within-subjects factor, and the number of corrective movements results as the
dependent variable.

For the finger pointing task, Fig. 2.19 reports three participants’ linear regression

slopes from the number of corrective movements and target difficulty. A histogram
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Finger Task Endpoint Error
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Figure 2.17: Bar plot with error bars for the finger pointing task end-point error
across all 3 experiment conditions. The mean end-point error values for 3 conditions
are: “MR with indicator” = 0.005 m, “MR without indicator” = 0.013 m, and “VR”
= 0.004 m. Lower end-point error means better performance. “I” shaped error bars
stands for the standard deviation, which shows the variability of the end-point error
for each condition. Statistical significance differences between 3 conditions are also
shown.

of R? values from all linear regression are plotted in Fig. 2.20. From statistical tests,
experiment conditions had a significant effect on number of corrective movements (p
= 0.015, F(2, 28) = 4.87). Fig. 2.21 and multiple comparisons showed that the “MR
without indicator” condition had a significantly lower mean value of the number of
corrective movements (2.21) than other conditions. Also, the “VR” condition’s mean
value 2.62 is lower than “MR with indicator” conditions’ 3.21.

As for the cup placement task, the same types of plots to the finger pointing task
are showed: 3 examples from linear regression (Fig. 2.22), a histogram of all linear
regressions’ R? values (Fig. 2.23), and a bar plot with error bars for the number of
corrective movements results (Fig. 2.24). However, experiment conditions did not

have a significant effect on the number of corrective movements (p-GG-corr = 0.33
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Cup Task Endpoint Error
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Figure 2.18: Bar plot with error bars for the finger pointing task end-point error
across all 3 experiment conditions. The mean end-point error values for 3 conditions
are: “MR with indicator” = 0.008 m, “MR without indicator” = 0.010 m, and “VR”
= 0.007 m. Lower end-point error means better performance. “I” shaped error bars
stands for the standard deviation, which shows the variability of the end-point error
for each condition. Statistical significance differences between 3 conditions are also
shown.

F(2, 28) = 1.088).

2.5.4 Efficiency

Efficiency was calculated for each participant across every experiment condition with-
out considering the targets’ difficulties. Statistical tests for significant mean differ-
ences were computed with the dependent variable (efficiency) and within-subjects
factor (experiment conditions).

Both bar plots with error bars for the finger pointing task (Fig. 2.25) and the cup
placement task (Fig. 2.26) are showed below. However, experiment conditions were
found that had no significant effect on efficiency for both finger pointing (p = 0.23,
F(2, 28) = 1.296) and cup placement (p = 0.12, F(2, 28) = 2.199) tasks.
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Linear Fits for Corrective Movements
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Figure 2.19: Each participant’s linear fit from number of corrective movement with
corresponding target index of difficulty across all 60 trials.

Histogram of R~ 2 from Finger Task Corrective Movements Linear Regressiol
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Figure 2.20: Histogram of R? values from all number of corrective movements’ linear
regression which shows the density of the distribution of the R2.
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Figure 2.21: Bar plot with error bars for the finger pointing task’s number of corrective
movements across all 3 experiment conditions. The mean values for 3 conditions are:
“MR with indicator” = 3.21, “MR without indicator” = 2.21, and “VR” = 2.62.
lower number of corrective movements mean better performance. “I” shaped error
bars stands for the standard deviation, which shows the variability of the number
of corrective movements value for each condition. Statistical significance differences
between 3 conditions are also shown.

2.5.5 Initial Movement Error

Because there is no clear relation between initial movement error and the corre-
sponding target difficulty. Therefore, initial movement error was computed for every
participant on both finger pointing (Fig. 2.27)and cup placement (Fig. 2.28) tasks
across all experiment condition, excluding targets’ difficulties. Since the initial move-
ment and the target vectors were normalized before to take their difference, the range
of initial movement errors’ results shown below was between 0 and 2. Statistical tests
for significant mean differences were calculated with initial movement error as the
dependent variable and experiment conditions as the within-subjects factor.

For the finger pointing task, experiment conditions were found to have a significant

effect on initial movement error (p = 0.035, F(2, 28) = 3.781). The “VR” condition
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Figure 2.22: Each participant’s linear fit from number of corrective movement with
corresponding target index of difficulty across all 20 trials.

Histogram of R~ 2 from Finger Task Corrective Movements Linear Regressiol
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Figure 2.23: Histogram of R? values from all number of corrective movements’ linear
regression which shows the density of the distribution of the R2.
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Figure 2.24: Bar plot with error bars for the finger pointing task’s number of corrective
movements across all 3 experiment conditions. The mean values for 3 conditions are:
“MR with indicator” = 2.09, “MR without indicator” = 1.87, and “VR” = 1.96.
lower number of corrective movements mean better performance. “I” shaped error
bars stands for the standard deviation, which shows the variability of the number of
corrective movements value for each condition

had the significantly lowest mean initial movement error 1.21, and the “MR with
indicator” condition’s mean initial movement error was lower than the “MR without
indicator” condition.

As for the cup placement task, experiment conditions had no significant effect on
initial movement error (p = 0.96, F(2, 28) = 0.039). In such result, the most angles
between participants’ initial movement vector and target vector are around 60 degrees

in all experiment conditions (Fig. 2.29).

2.5.6 Peak Velocity

Since target index of difficulty had a significant effect on peak velocity for both finger
pointing (p leq 0.001, F(14, 196) = 115.754) and cup placement (p leq 0.001, F(9, 126)

= 76.915) tasks, linear regression were performed. The peak velocity result was also
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Finger Task ---- Efficiency = Distance/{Moved Distance - Distance)

Efficiency
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Figure 2.25: Bar plot with error bars for the finger pointing task efficiency across
all 3 experiment conditions. The mean efficiency values for 3 conditions are: “MR
with indicator” = 4.70, “MR without indicator” = 4.10, and “VR” = 4.75. Higher
efficiency means better performance. “I” shaped error bars stands for the standard
deviation, which shows the variability of efficiency for each condition.

shown as bar plots with error bars for both tasks. Statistical tests for significant mean
differences were calculated using the within-subjects factor (experiment conditions)
and dependent variable (peak velocity).

For the finger pointing task, three examples of the linear regression for peak
velocity with its target difficulty are shown in Fig. 2.30 and R? values of all Linear
regression are shown as a histogram in Fig 2.31. Figure 2.32 reports the peak velocity
result for every participant in all 3 experiment conditions as a bar plot with error
bars. Experiment conditions were found to have a significant effect on peak velocity
(p = 0.0048, F(2, 28) = 6.467). The “MR without indicator” condition’s mean peak
velocity (0.39 m/s) was significantly higher than the other conditions. However, the
mean peak velocity values of “MR with indicator” (0.34 m/s) and “VR” (0.34 m/s)

conditions were not found to be significantly different.
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Figure 2.26: Bar plot with error bars for the finger pointing task efficiency across all
3 experiment conditions. The mean efficiency values for 3 conditions are: “MR with
indicator” = 10.19, “MR without indicator” = 11.84, and “VR” = 13.91. Higher
efficiency means better performance. “I” shaped error bars stands for the standard
deviation which shows the variability of efficiency for each condition.

For the cup placement task, the examples from the linear regression are shown in
Fig. 2.33 and all linear regression R? values are reported as a histogram in Fig. 2.34.
Also, a bar plot with error bars of all participants’ peak velocity results is shown in
Fig. 2.35. Experiment conditions significantly impacted peak velocity (p = 0.018,
F(2, 28) = 4.613). The highest mean peak velocity is for the “MR without indicator”
condition (0.48 m/s). As for “MR with indicator” (0.42 m/s) and “VR” (0.44 m/s)

conditions, they were not found to be significantly different.

2.5.7 Questionnaire

We divided all 15 participants into two groups: ”Good visual Impression” (the MR
display is good) and ”Poor visual impression” (the MR display is bad) based on their

responses on the questionnaire. The Good visual Impression group included 12 par-
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Figure 2.27: Bar plot with error bars for the finger pointing task initial movement
errors across all 3 experiment conditions. The mean initial movement error values for
3 conditions are: “MR with indicator” = 1.27, “MR without indicator” = 1.33, and
“VR” = 1.21. Lower initial movement error means better performance. “I” shaped
error bars stands for the standard deviation which shows the variability of the initial
movement errors for each condition. Statistical significance differences between 3
conditions are also shown.

ticipants whose mean score is greater than four points, and Poor visual impression
groups only have 3 participants whose mean score is less than or equal to four points.
Since the responses are highly unbalanced and scant, we performed descriptive statis-
tics analyses: mean value (M) and standard deviation (SD).

For the finger pointing tasks, all six performance value means of the Good visual
Impression group were greater than the Poor visual impression group: throughput
(Good visual Impression: M = 1.69 bit/s, SD = 0.77 bit/s; Poor visual impression: M
= 1.09 bit/s, SD = 0.71 bit/s), end-point error (Good visual Impression: M = 0.008
m, SD = 0.007 m; Poor visual impression: M = 0.014 m, SD = 0.009 m), number
of corrective movement (Good visual Impression: M = 2.13, SD = 1.17; Poor visual

impression: M = 5.04, SD = 3.22), Efficiency (Good visual Impression: M = 4.85,
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Figure 2.28: Bar plot with error bars for the finger pointing task initial movement
errors across all 3 experiment conditions. The mean efficiency values for 3 conditions
are: “MR with indicator” = 1.085, “MR without indicator” = 1.077, and “VR”
= 1.082. Lower initial movement error means better performance. “I” shaped error
bars stands for the standard deviation which shows the variability of initial movement
errors for each condition.

SD = 2.58; Poor visual impression: M = 2.59, SD = 1.42), initial movement error
(Good visual Impression: M = 1.23, SD = 0.34; Poor visual impression: M = 1.42,
SD = 0.29), and peak velocity (Good visual Impression: M = 0.35 m/s, SD = 0.16
m/s; Poor visual impression: M = 0.29 m/s, SD = 0.09 m/s). The bar plots with
error bars for these six performance measures are shown in figure 2.36 A.

For the cup placement tasks, the mean values of Good visual Impression group
are only greater than Poor visual impression group in three performance measure:
throughput (Good visual Impression: M = 1.01 bit/s, SD = 0.41 bit/s; Poor visual
impression: M = 0.85 bit/s, SD = 0.37 bit/s), end-point error (Good visual Impres-
sion: M = 0.008 m, SD = 0.004 m; Poor visual impression: M = 0.012 m, SD =
0.006 m), and number of corrective movement (Good visual Impression: M = 1.82,

SD = 0.94; Poor visual impression: M = 2.60, SD = 1.27). As for efficiency, the
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Figure 2.29: An example showed one participant’s movement path for one of the cup
placement task.

mean value of Good visual Impression group (M = 10.32, SD = 8.11) is lower than
Poor visual impression group (M = 13.77, SD = 14.78). Both groups’ mean values for
initial movement error (Good visual Impression: M = 1.07, SD = 0.31; Poor visual
impression: M = 1.05, SD = 0.26) and peak velocity (Good visual Impression: M =
0.45 m/s, SD = 0.19 m/s; Poor visual impression: M = 0.46 m/s, SD = 0.17 m/s)
are very similar. The bar plots with error bars for these six performance measures

are shown below (Fig. 2.36 B).

2.6 Discussion

In general, there appeared to be a trade-off between reaching motion confidence (in-

dicated by throughput, number of corrective movements, and peak velocity) and
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Figure 2.30: Each participant’s linear fit from peak velocity with corresponding target
index of difficulty across all 60 trials.

Histogram of R~ 2 from Finger Task Peek Velocity Linear Regression
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Figure 2.31: Histogram of R? values from all peak velocities’ linear regression which
shows the density of the distribution of the R2.

accuracy (indicated by end-point error and initial movement error). Furthermore,

compared to the finger pointing task, the cup placement task’ experiment conditions
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Figure 2.32: Bar plot with error bars for the finger pointing task’s peak velocity
across all 3 experiment conditions. The mean values for 3 conditions are: “MR with
indicator” = 0.34 m/s, “MR without indicator” = 0.39 m/s, and “VR” = 0.34 m/s.
Higher peak velocity mean better performance. “I” shaped error bars stands for the
standard deviation which shows the variability of the peak velocity value for each
condition. Statistical significance differences between 3 conditions are also shown.

tended to have a significant effect on fewer measures of reaching performance.

2.6.1 Finger Pointing Task

The results of the finger pointing task show participants under the MR environment
without the finger indicator exhibited faster and smoother trajectories than under
the MR environment with indicator and VR environment. The mean throughput
for the “MR without indicator” condition was 1.23x higher than the “MR without
indicator” condition and 1.22x higher than the “VR” condition. Also, the number of
corrective movements for the “MR without indicator” condition was about 0.69x lower
than the “MR with indicator” condition and 0.84x lower than the “VR” condition.

Similar to the throughput result, peak velocity for the “MR without indicator” was
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Figure 2.33: Each participant’s linear fit from peak velocity with corresponding target
index of difficulty across all 20 trials.

Histogram of R~ 2 from Finger Task Peek Velocity Linear Regression
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Figure 2.34: Histogram of R? values from all peak velocities’ linear regression which
shows the density of the distribution of the R2.

approximately 1.15x higher than the “MR with indicator” and “VR” conditions.

Although the mean efficiency for the “MR without indicator” condition was a bit
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Figure 2.35: Bar plot with error bars for the finger pointing task’s peak velocity
across all 3 experiment conditions. The mean values for 3 conditions are: “MR with
indicator” = 0.42 m/s, “MR without indicator” = 0.48 m/s, and “VR” = 0.44 m/s.
Higher peak velocity mean better performance. “I” shaped error bars stands for the
standard deviation which shows the variability of the peak velocity value for each
condition. Statistical significance differences between 3 conditions are also shown.

lower than the other two conditions, this trend did not reach statistical significance.

On the other hand, the results of end-point error and initial movement error
showed that participants under the “MR without indicator” condition had a greater
difficulty locating the target points than the other two conditions. The mean end-
point error for the “MR without indicator” condition was 2.60x higher than the "MR,
with indicator” condition and 3.25x higher than the “VR” condition. As for initial
movement error, the mean value for the “MR without indicator” condition was 1.05x
higher than the “MR with indicator” condition and 1.10x higher than the “VR”
condition.

We observed that the mean throughput and peak velocity values between MR
with end-point indicator and VR conditions were almost the same. However, the

mean end-point error for the “VR” condition was 0.80x lower than the “MR with
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B: Cup Placement Tasks

Figure 2.36: The 12 figures are bar plots with error bars of six performance measures
for finger pointing tasks (top) and cup placement tasks (bottom). The six performance
measures from left to right are: throughput, end-point error, number of corrective
movements, efficiency, initial movement error, and peak velocity.

indicator” condition. Also, the initial movement error for the “VR” condition was
0.95x lower than the “MR without indicator” condition. From this comparison, we
can see participants’ task performance under these two conditions were very similar
where the “VR” condition was slightly better than the “MR with indicator” condition.

By comparing with related Fitts’ task literature, we found the performance of
our "MR with indicator” condition had a 1.29x increase in throughput and 2.01x
decrease in end-point error compared with [29]’s best virtual hand techniques. The
discrepancy may be due to the fact that this prior work used a non-colocated computer
monitor as a display, where as our experiment used an immersive MR display (co-
located). There is evidence that human point-to-point reaching performance under
the co-located experiment condition is better than under non-colocated [5].

By comparing with [5]’s VR experiment, our ”VR” condition’s results had a 2.38x
decrease in throughput and a 1.81x decrease in end-point error. This further supports

the idea that there could be a trade-off between throughput and end-point error in
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this comparison.

From the result of the questionnaire, we can see a trend from the mean values
where participants with positive impressions of MR perform better than those with
negative impressions. However, we have not shown the difference between these two
groups is statistically significant or not due to the unbalanced and limited size of

sample. Future work needs to be done to clarify that.

2.6.2 Cup Placement Task

Many results for the cup placement task did not reach the statistical significance, but
some interesting trends were observed.

Similar to the finger pointing task, participants under the “MR without indicator”
condition did have faster and smoother reaching motion than “MR with indicator”
and “VR” conditions for the cup placement task. The mean peak velocity for “MR
without indicator” condition was 1.14x higher than “MR without indicator” condition
and 1.09x higher than “VR” condition. Although the cup placement task’ throughput
and the number of corrective movement measurements did not show that experiment
conditions had a significant effect on these measures, we observed that they also have
the same trend on the results as the finger pointing task (Figs. 2.13, 2.16, 2.21, and
2.24).

We also observed that participants had the most difficulty reaching the target
location in an MR environment when not presented with an end-point indicator. From
end-point error results, we found that the mean value for “MR without indicator”
condition was 1.25x higher than “MR with indicator” condition and 1.43x higher than
“VR” condition.

Another observed trend was that participants had marginally better performance
under the “VR” condition than the “MR with indicator” condition. The end-point

error for the “VR” condition was 0.88x lower than the “MR with indicator” condition.
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Also, the mean peak velocity for the “VR” condition was 1.05x higher than the “MR
with indicator” condition.

For initial movement error, we observed that the mean initial movement errors
for all three conditions are very similar and closed to 1 (“MR with indicator”: 1.085,
“MR without indicator”: 1.077, and “VR”: 1.082), which indicated the angle between
the initial movement and target vectors was off by approximately 60 degrees. We dis-
covered that 13 out of 15 participants had this type of initial trajectories that moved
toward the target after picking the cup up. Additionally, 8 out of 15 participants’
most cup placement movements are like this (Fig. 2.29).

For the cup placement task, our MR with indicator” condition had a 1.39x in-
crease on throughput and 1.54x decrease on end-point error when compared with [29],
in which participants performed a similar cup placement task as the one in the current
work. The possible reason for this increased performance is the same as the reason
mentioned in 2.6.1, which may be the difference between co-located and non-colocated
display.

From the result of the questionnaire, we can see a trend from the mean values
on three performance measures (throughput, end-point error, and number of cor-
rective movements) where participants with positive impressions of MR have better
performance than those with negative impressions of MR. However, the other three
performance measures (efficiency, initial movement error, and peak velocity) do not
show that trend. Additionally, we have not shown that the difference between these
two groups is statistically significant due to the unbalanced and limited sample size,

which needs to be addressed in future work.
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2.6.3 Trade-off between Reaching Motion Confidence and

Accuracy

A key finding was evidence for a trade-off between performance measures that indi-
cate reaching motion confidence (throughput, peak velocity, and number of corrective
movements) with the performance measure that indicates accuracy (endpoint error).
Specifically, movement confidence measures were highest in the MR without indica-
tor condition for the finger pointing task, while accuracy was lowest. Although this
did not support our hypothesis that displaying the indicator in the MR condition
would result in highest reaching performance on all measures, this may indicate that
an unintended consequence to displaying the indicator (it was done to replace miss-
ing depth perception cues which showed in Figure 2.6). It is possible that because
participants had impaired depth perception in the MR without indicator condition,
they were unable to follow our instruction to move both quickly and accurately to
the target and prioritized moving fast at the cost of accuracy. Therefore, participants
under the “MR without indicator” condition had the faster and smoother reaching

motions while the accuracy was reduced significantly.

2.6.4 MR and VR Application Design Implications

Based on the current result, there are some MR/VR application design recommen-
dations can be considered. When both MR and VR are under consideration, MR
is recommended if precise end-point accuracy is not required. If the features of MR
are necessary, then display of end-point indicators (indicator can be various based
on the application) is recommended. On the other hand, if MR is not necessary and

end-point error is critical, then a VR-based environment design may be most suitable.
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2.7 Future Work

In this study, we evaluated the 3D Fitts’ point-to-point reaching performance in 3
MR and VR conditions. However, we had a limited sample size of 15 participants due
to the pandemic, which leads to reduced statistical power and less conclusive results.
Therefore, more participants are needed in the future. Also, it is still unclear why
most performance measures of the cup placement task had no statistical significance.
Such question might be answered by investigating it in the future. Additionally, the
question “how the participants’ visual impression about certain display devices affects
the point-to-point reaching performance” can be investigated in the future. At last,
the current study was designed only to give participants limited time to practice.
Results may differ if participants have more time to practice and be familiar with the

HoloLens device.
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Chapter 3

Human-Swarm Teaming Through
Multi-user Interface With Mixed

Reality

Human-swarm teaming (HST) refers to the collaboration of multiple humans with a
large group of robotic agents, which is a challenging and novel application of immer-
sive MR displays and virtual environment design. As part of the DARPA Offensive
Swarm-Enabled Tactics (OFFSET) project [35], We developed an innovative multi-
modal MR interface for simulated aerial drone HST that is integrated with a consensus
decision making algorithm to assign tasks to the drones [36, 37], and a sensorimotor
haptic interface for users to input commands and receive feedback through implanted
and surface EMG signal [38, 39, 40].

Our interface was designed to facilitate the collaboration of three tactical human
tactician roles with 150 simulated semi-autonomous aerial drones on the Case Western
Reserve University campus (Fig. 3.1). We also demonstrated this MR sensorimotor
HST interface with a veridical robotic swarm at DARPA OFFSET Field Exercise 3.

The scope of this chapter is on the design of the MR user interface and its integra-
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tion with the other components of our innovative HST system, including the consensus
decision algorithm and sensorimotor haptic interface, which were developed by our
collaborators on this project.

This chapter is in preparation for publication to the journal Virtual Reality [41].
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Figure 3.1: Conceptual illustration of the multi-user visuo-sensorimotor interface for
human-swarm interface. Users-Swarm Planner (SP), Swarm Tactician-Rear (STR),
and Swarm Tactician-Forward (STF)-communicate and collaborate with the swarm
at the levels of individual robot, subset, and the entire swarm via vision- and
sensorimotor-based interaction. DARPA Distribution Statement ”A” (Approved for
Public Release, Distribution Unlimited).

3.1 Background

This section will focus on topics that relevant to human-swarm teaming (HST),
human-swarm interactions (HSI), and hand-based gesture/MR used in our human-

swarm teaming system.

3.1.1 Human-Swarm Teaming and Human-Swarm Interac-

tions

Human-swarm teaming refers to the simultaneous interaction between multiple hu-

mans and swarms of autonomous robots. Its precursor, human-swarm interaction
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(HSI) refers to the interaction between a single human and a swarm of autonomous
robots on a task.

In general, there are five roles for humans in human-robot-interactions [42], which
include: supervisor, operator, teammate, bystander, and mechanic. Supervisor can
oversees and evaluate the overall situation and give the high level goals of the missions.
As for the operator, such a role is required to control and monitor low level tasks by
directly commanding robots. For the teammate role, they command robots with high
level tasks without changing the supervisor’s overall goal. In our application, DARPA
defined three personas (Swarm Planner, Swarm Tactician Rear, and Swarm Tactician-
Forward) that are the combination of the supervisor, operator, and teammate roles.
Swarm Planner (SP) plans missions at a potentially remote location prior to the
swarm deployment. Swarm Tactician Rear (STR) oversees a mission in real-time
from a location adjacent to the operation area. Swarm Tactician Forward (STF)
performs tasks with the robots within the mission operation area.

In HST/HSI, both human operators and the swarm work together to achieve suc-
cess in missions[43]. An ideal HST interface is designed to optimize human factors so
that human operators can handle dynamic changes and efficiently manage the swarm’s
ability to carry out predefined tasks (referred to as swarm tactics) [43] [44]. Adams
categorized several human factors that are important for human-robotic interfaces
design and developing [45]. These human factors include human decision making,
situation awareness (SA), vigilance, workload levels, and human error. Human deci-
sion making processes typically happened rapidly under different environments and
conditions. Situational awareness refers to the operator’s ability to appropriately un-
derstand the status of robots and the environment. Vigilance refers to the ability to
sustain attention and keep up with the operation over time. Workload can be either
mental or physical workload, which can affect the operator’s ability to complete tasks

properly. As for human error, it can cause task failures and reduce efficiency and
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safety. All these human factors are related to each other. For example, Appropriated
human decision making can reduce human error. Situational awareness and apposite
workload level can help to maintain the operator’s vigilance level. A reduced SA
may lead to a low level of vigilance and also adversely affect the decision making
process. Additionally, too much information and/or too many tasks (high workload)
can negatively affect vigilance level, SA, and decision making during the operation.
Consistent with the literature, we developed an HST interface to facilitate efficient
decision making with our consensus decision making algorithm, maximize situational
awareness with our immersive MR interface approach, and maintaining vigilance level
with our feedback system.

User interfaces are necessary to achieve HST with larger amounts of robots. Sev-
eral Ul modalities have been developed for HSI/HST, such as a point-and-click graph-
ical user interface (GUI) developed for teleoperation and remote monitoring of a
robotic swarm for detecting radiation sources [46]. Others developed an HSI inter-
face with a virtual avatar that verbally reports information gathered by swarm [47].
Another HST interface using haptic device and gesture detection was developed for

navigation purpose to assist fire-fighters in a burning building [48].

3.1.2 Human Inputs for Human-Swarm Teaming

Hand gestures are an intuitive way to represent certain important messages. Many
researches showed the use of hand gestures as an effective way for communication
between humans and robots in HST/HSI [49, 50, 51]. Specifically, hand gesture
inputs are more user friendly and effective compared to the conventional methods
like keyboard [50]. One study demonstrated the success of commanding aerial swarms
using hand-based gestures through a VR system [9]. Similarly, another study showed
using hand gestures detected by Leap Motion 3D cameras and voice commands to

define drone flight paths and plan swarm missions [52, 53].
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Even with the benefit of hand gestures in HST/HSI, it may not be possible for
users to perform gesture inputs when they need to use their hands to carry objects
or work on multiple tasks during HST/HSI. Additionally, users using hand gestures
input may also need haptic feedback which requires additional physical devices, which
might not be ideal for outdoor use. Studies have been developed the portable glove-
based systems that control swarm with inertial sensors and provide haptic feedback
with vibrotactile motors [54, 55]. Additionally, EMG signal can also be used as
human input. Skin-surface EMG was used for gesture-based drone control [56], which
allows users to give gesture command by only contracting muscles. Unlike Skin-
surface electrodes, implanted nerve interfaces can acquire high quality EMG, provide
direct tactile feedback through electrical stimulation, and do not require donning and
doffing. Our team’s prior work shown that a participant with upper limb amputation
with percutaneously implanted direct nerve interface could control a prosthetic hand
with EMG signal [57]. Our project will utilize camera-based, skin-surface EMG based,

and implant EMG based hand gesture controls for different roles in HST.

3.1.3 Mixed Reality’s capabilities for Human-Swarm Team-
ing
In recent years, VR was introduced for many HST /HSI studies [58, 8, 9]. However, VR
head-mounted displays obstruct the user’s view of the physical environment, which
is not suitable for users who need to see their surroundings or interact with other
people. On the contrary, the capabilities of MR allow it to present swarms location
and activities to the user in the operation area, even if swarms are behind buildings or
walls [59]. With the advantages of MR, users will have the ability to receive a wealth
of information from both virtual and physical environments. A study has shown that

immersive displays can improve users’ spatial understanding compared to standard

monitors where spatial understanding is an essential part of users’ SA [60]. Another
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study demonstrated the use of MR displays to guide a swarm of 20 robots to a target
in a physical environment [61]. Additionally, MR interfaces have also been developed
to allow users to visualize swarm status and assign tasks to individual robots [62].
However, no MR interfaces have been developed that can adapt to multiple human
roles. Therefore, with the advantages of MR, our immersive MR interface is ideal for

HST in both indoor and outdoor environments.

3.2 Methods

The following section described the hardware used in the project, software design,

participants, and experiment procedure.

3.2.1 Hardware

Up to three HoloLens devices could be used simultaneously in the developed interface;
one for each of three personas (SP, STR, STF). A Windows 10 Pro Alienware 15 R3
laptop was used to run the central server which connected with all the HoloLens and
other devices like: a PC ran Robot Operating System (ROS), and another PC ran
Matlab scripts for data acquisition, and a Ripple Grapevine device that read raw

EMG data (Fig. 3.2).

3.2.2 Software Design

The software was designed and developed by team members of this project. The
following section will describe the MR interface (we called it Clients) and server like
Unity simulation (we called it Server) development I worked on.

To easily establish communication between Server (Unity simulation of the swarms’
action) and Clients (HoloLens), the Unity3D game engine was used to develop the

user interface for different personas and Server. C# was the programming language
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Figure 3.2: A system block diagram of components, communication contents and
protocols. Dotted frame included the part that this thesis focused on. DARPA
Distribution Statement ”A” (Approved for Public Release, Distribution Unlimited).

used in the implementation.

A HoloLens mixed reality display was used to visualize the environment and swarm
at two different scales and perspectives: one calls miniaturized map, and another is
1:1 map (Fig. 3.3). Both 3D maps of the part of Case Western Reserve University
campus were sourced from OpenStreetMap.org, and were also scaled and edited using
JavaOpenStreetMap Editor, OSM2World, and Blender software applications which
Unity game engine can read. Although the map data did not include building heights,
we referenced height measurements from campus blueprints and adjusted them to
visually match the physical buildings. One difference between these two maps is that
the 1:1 map had the same size as the physical environment while the miniaturized
map was shrunk down to a smaller size of 2 by 2 meters. Therefore the miniaturized
map can present the overall situation of the whole area. Another difference is that
the miniaturized map was colored while the first person map was made to be semi-
transparent (3D texture alpha channel = 0.33). This was done because the semi-

transparent 1:1 map (aligned with physical environment) enables user’s ability to
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have x-ray vision and helps users to locate the swarm beyond their line of sight.

(a) Miniaturized map (b) 1:1 map

Figure 3.3: 3D CWRU campus model in two different type. DARPA Distribution
Statement " A” (Approved for Public Release, Distribution Unlimited).

Map Calibration

For all three personas, virtual 3D maps were calibrated to align with the physical
environment. To do that, world anchors were used. It allows users to define, save, and
load the world anchors’ location, so the virtual objects can stay at the defined veridical
location across sessions. Each persona needs to start the Client at a predefined
location and orientation that exists in both virtual and physical environments. Then
we place two world anchors with the same appropriate distance in front of and behind

the initial location.

User Inputs and Feedback

Users can interact with virtual objects by performing a selection input. There are
three different methods to trigger a selection input, but all of them require the user
to point a “gaze cursor” at the preferred virtual objects and then trigger the selection
input in one of 3 methods. The “gaze cursor” is a small dot that always stays at
the center of users’ field of view and keeps on top of any virtual or physical surfaces.
“Gaze cursor” can programmatically scale and deform when it interacts with either

the miniaturized map or menus.

73



The first selection input is using HoloLens’ “Air Tap” hand gesture recognition,
it requires users to put their hand in front of the device’s front cameras and tap the
index finger and thumb together to trigger the selection functions. Another selection
input needs users to wear multiple skin-surface electrodes on their performed arm
and hold a fist hand gesture for the system to read the processed EMG signal from
corresponding contraction muscles (surface-EMG). The last selection input is very
similar to the second one, except it can be performed by people with below-elbow
amputation, and the EMG signal reading is from the implanted nerve cuff electrodes
in the user’s forearm (implanted-EMG). For both EMG signal readings, when the
processed data reached the pre-defined threshold (0.2) and time (0.5 seconds) on the
Client side, the system will trigger the selection functions (Fig. 3.4).

The system provides different types of feedback. Audio feedback can be triggered
by selection functions to help users confirm that the selection inputs were properly
registered. Two different sound effects can be triggered by either standard selection
inputs or when users received a notification alert message. Another feedback for
able-bodied users can be delivered by vibrations on users’ fingers with a vibrotactile
motor glove worn by users. The third type of feedback is delivered through the sensory
stimulation of the implanted nerve cuff electrodes for amputee users. These last two
types of feedback and the audio feedback are triggered with the same function, which

reinforces the intensity of the feedback.

Tactics

The experiment scenario includes four tactics. Three of them can be planned by
SP/STR, which are “Aggregation”, “Dispersion”, and “Secure Boundary”. All three
tactics require the swarm to gather up and form a formation at a pre-defined loca-
tion/area. The only difference is “Aggregation” needs the swarm to gather at one

point, “Dispersion” asks the swarm to disperse in the target area evenly, and “Secure
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Figure 3.4: Left: Amputee participant was using his implanted nerve interface to
configure swarm tactics. Right: Able-bodied user was using his skin surface EMG to
configure swarm tactics. DARPA Distribution Statement ”A” (Approved for Public
Release, Distribution Unlimited).

Boundary” requires the swarms to form as a ring at the boundary of the pre-defined
target area. There is another tactic called “Surveillance”. It triggered by the swarm
(let us call it “swarm a”) that captured a simulated “Moving Target” on the Server
side, then a new swarm of 5 drones from “swarm a” will start following the “Mov-
ing Target” to collect information and alert only STR persona. After STR received
this alert message, human input is required to either ignore or disable the “Moving

Target”.

UI Design for Three Personas

There are three personas for Clients: SP, STR, and STF. Each persona has different
user interfaces. After users started the application on HoloLens, they got to choose
their roles (Fig. 3.5). As for Server, an instruction of pressing the “S” key for
launching the Server application. The Server must run the simulation first before

Clients join.

Swarm Planner Swarm Planner (SP) persona acts as a supervisor who pre-plans

the high-level tactics and oversees the swarm actions. We assumed that SP plans a
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Figure 3.5: User select menu. DARPA Distribution Statement ”A” (Approved for
Public Release, Distribution Unlimited).

mission from a remote location before the swarm is deployed. For this role, the user
is presented with a 3D map of the operation area that is scaled down and positioned

near waist-level to appear like a table-top model (Fig. 3.6).

A

Figure 3.6: An example of tactic planning process with our MR user interface and
miniaturized map. The mid-top floating window shows a list of configured tactics, and
the right-top window is where the tactics’ configuration and detail display happened.
DARPA Distribution Statement ”A” (Approved for Public Release, Distribution Un-
limited).
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The tactics planning process for SP took place after opening the tactic list window
was positioned on the opposite side of users and above the miniaturized map. By
selecting the “Add Task” button, users can select a tactic to configure from an array
of possible choices on the pop-up window on the right side (Fig. 3.7 a). Then
users mark the target location of the chosen tactic on the miniaturized map as a
blue rotating star by placing the “gaze cursor” on the preferred location of the map
and performing selection input. For “Dispersion”, and “Secure Boundary” tactics,
users need to define the area of interest (centering the star) by scaling a transparent
blue cylinder by moving the “gaze cursor” and another selection input (Fig. 3.7 b).
The next step is to define the duration of a swarm on such tactic in the next menu
(Fig. 3.7 ¢). Users can configure the duration by selecting either “-57  “-17  “+41”
and “45” of the hours, minutes, and seconds options. Finally, users can define the
number of drones on a swarm for a tactic that has a similar interface as the duration
configuration menu (Fig. 3.7 d).

After tactics are planned, SP can go back to view and edit each tactic in detail.
After all tactics are defined, the tactic list is transmitted to the Swarm Tactician-
Rear’s user interface by triggering the button labeled “Send to STR” at the bottom
right corner of the task list (Fig. 3.6). Haptic feedback is provided to the user after

the list is successfully transmitted.

Swarm Tactician-Forward STF persona had a completely different user interface
compared with SP’s. By the nature of STF, users need to be actively involved in the
missions at the actual operation area with swarms. To suit this role, the user is
presented with a semi-transparent version of the 3D map that is overlaid upon the
real environment and viewed through the first-person perspective. The rationale for
this design is to augment the user’s situational awareness of the swarm and real

environment beyond their line of sight. Analogous to x-ray vision, this interface
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Figure 3.7: Tactic configuration process for SP and STR role. DARPA Distribution
Statement " A” (Approved for Public Release, Distribution Unlimited).

enables STF to maintain visualization of tactic status even when swarms are located
inside or between buildings. This concept is demonstrated in figure 3.8, which shows
the mixed reality 3D map closely co-located with the real environment, which is visible
through a window in the room. Another Figure 3.9 shows that the map overlay can
visualize buildings that would otherwise be obstructed by a wall to the right of the
window. However, since HoloLens only captures the right eye’s holographic output, all
the video capture’s 1:1 map is a bit off from the physical environment. Additionally,
swarm tactic status is visualized as the circular icon in Figure 3.8, which indicates
that a swarm of 20 drones reached consensus and are actively implementing the Secure
Boundary tactic at a rooftop directly in front of the user. It also shows each of the

20 simulated aerial drones forming a circle around the semi-transparent cyan cylinder
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that defines the tactic target area.

Figure 3.8: First person view of swarm actions and MR environment for STF. DARPA
Distribution Statement ”A” (Approved for Public Release, Distribution Unlimited).

Figure 3.9: 1:1 map overlaid on the physical environment. DARPA Distribution
Statement " A” (Approved for Public Release, Distribution Unlimited).

Swarm Tactician-Rear STR is most likely located near the actual operation

area, and the role is to deploy the mission created by SP to the swarm and oversee
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its implementation. To suit this role, STR is initially presented with a similar minia-
turized map interface as SP (Fig. 3.6), but STR also has the option to switch to a
1:1 map view that is similar to the STF perspective (Fig. 3.8 and 3.9). The ability
to switch perspectives is relevant to STR if they relocate to within the operation area
and require an egocentric view of swarm activity. STR can view or edit the details
of an existing tactic list and add new tactics. After the tactics are finalized, the
STR deploys them to the swarm by triggering the “Send to Swarm” button located
at the bottom-right corner of the tactic list window in the table-top map view (Fig.
3.6). This disseminates the tactics to the swarm and initiates the consensus decision
algorithm.

We also assumed that the STR role is responsible for making decisions on immedi-
ate events that may occur during operation. This was represented by the autonomous
creation of a “Surveillance” tactic by one of the drones when it detects a mobile robot
that is not a member of the swarm. When this occurs, five drones start following the
moving target ((Fig. 3.10)) and later a notification message is sent to STR, which

queries STR to either disable or ignore the detected mobile robot (Fig. 3.11).

Sever-Client communication

Sever-Client communication development used two packages in Unity: Photon Unity
Networking (PUN) and Mixed Reality Toolkit (MRTK). PUN is a Unity package
mainly for multiplayer online games, and it allows users to create/join a room ei-
ther in local or cloud where Unity game objects can be synced over the network.
MRTK is also a Unity package developed by Microsoft, and it is a toolkit for building
custom MR applications with the Unity3D game engine. We use PUN to transmit
tactic data across Server/Clients and sync user’s and swarms’ information (Fig. 3.2).
MRTK provides many services for developers to add their custom methods, the most

important one for our project is extension service. It allows the developer to create
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Figure 3.10: A miniaturized map view of 5 drones implement a “Surveillance” tactic
for STR. DARPA Distribution Statement ”"A” (Approved for Public Release, Distri-
bution Unlimited).

Target Information: Identified Moving Target
Swarm Workload: 5 Air

Figure 3.11: A notification alert menu is waiting for STR’s decision on moving tar-
get. DARPA Distribution Statement ”A” (Approved for Public Release, Distribution
Unlimited).

their own functionalities. We developed several extension services, some of the essen-

tial services will be described below. “RoleService” can get/set the selected role in the

main scene to define all the elements related to different personas. “RepositorySer-
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vice” facilitates the Photon Networking level information exchange for synchronizing
data repositories. The data repository system is a set of classes that allow in-memory
storage and modification of collections of data. “TaskPlanningService” is the central
controller for tactic planning. It can perform many operations (Add tasks, update
tasks, delete tasks, and send task list to swarm, etc.) between user interface menu
and data repository. “SwarmListService” acts similar to “TaskPlanningService”, it
controls operations between Swarms information and data repository. Combining
PUN and MRTK’s extension service, the Server-Client communication allows users

to retrieve data from repositories and update the corresponding repository.

Client-ROS communication

The reason to establish Client-ROS communication is for SP and STR to have an
alternative way to perform selecting operation with processed EMG signal and re-
ceive tactile feedback other than visual & sound feedback through ROS (Fig. 3.2).
To accomplish these functionalities, a Unity library called ROSBridgeLib provides
the ability to establish communication between our HoloLens Client and ROS side
through RosBridge. RosBridge provides a JSON API to ROS functionality for non-
ROS programs. To decode the processed EMG from ROS, a “HandDirectionSub-
scriber” was used to receive hand direction EMG data (classified using algorithms
from [38, 39, 40]) as a JointState message. After the system receives and deserial-
izes the message, a selection operation will be registered if the reads are matching
the predefined selection input requirements (time and threshold). Another Function
named “BuzzerPublisher” gets called whenever the Client needs to trigger the tactile
feedback for users through either vibrotactile motor glove (controlled by ROS side) or
sensory stimulation of the implanted nerve cuff electrodes (data transferred through
ROS). There are two different levels of intensity of the tactile feedback. A normal

intensity level of the feedback is for confirming the tactic list has been received from
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the Server side. Higher intensity haptic feedback only happens when a notification
alert message is received on the STR side. The system will send a serialized String

message to ROS based on what type of tactile feedback is needed.

3.3 DARPA OFFSET Field Exercise 3

This HST system controlled by Air Tap was integrated with telemetry from a hetero-
geneous swarm consisting of 20 aerial and 20 mobile robotic agents and demonstrated
at Camp Shelby, MS as part of an OFFSET Field Exercise 3. The 3D map of the exer-
cise site was provided to us by DARPA and generated by an aerial drone flyover. We
successfully visualized real-time swarm telemetry data that was generated from GPS
coordinates of individual robotic swarm agents. Visualizations were demonstrated
for both miniature map and first-person views. Figure 3.12 shows the bird’s-eye (top
video frame) and first-person (bottom video frame) viewpoints of our mixed-reality
interface showing the swarm’s mobile agents relative to a 3D map of FX3. Users
can see robotic agents’ positions as relayed by live CCAST telemetry in the con-
text of a miniature map view or look toward the veridical locations of each swarm
unit and see their computer-generated positions through the building walls with our
semi-transparent 1:1 map model. This demonstrates the integration of CCAST live

telemetry with our Sprint 3 mixed reality interface.

3.4 Experiment Procedure

To evaluate the task performance of using different human inputs with the MR user
interface participants performed the tactic planning process as the SP role (Fig. 3.7).
Participants need to plan all three tactics: “Aggregation”, “Dispersion”, and “Secure
Boundary” with the different types of input methods for three trials. Input methods

include HoloLens” “Air Tap” gesture, skin surface-EMG, and implant-EMG control.
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(b)

Figure 3.12: Swarm hardware telemetry visualized on miniature map view for SP
and STR (a) and first person view for STF (b) demonstrated at DARPA OFFSET
Field Exercise 3. Both views are visualizing the same ground-based swarm agents and
regions of the exercise site. In the first-person view, computer-generated locations of
the swarm agents and outlines of the site buildings can be seen through an exterior
wall. DARPA Distribution Statement ” A” (Approved for Public Release, Distribution
Unlimited).

The time of the planning procedure was recorded, and the participant was asked how

they feel about the experience with the interface at the end of all three trials.
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3.5 Participant

Due to the limitation of project duration and the pandemic, we were only able to do
the experiment with 1 participant with amputation. The participant was asked to
perform the tactic planning process for three trials with 15 minutes break in between.

Instruction of procedure was presented to the participant during the experiment.

3.6 Results and Discussion

For the participant with amputation, the average time to complete the tactic planning
process was 2 minutes 53 seconds. However, the third trial only took the participant
2 minutes 32 seconds to complete with the first (3 minutes 20 seconds)and second (2
minutes 48 seconds) trials’ practices. The participant’s completion times were still
comparable to our able-bodied study staffs’ (Fig. 3.13), whose times ranged from 1
minute and 41 seconds (using HoloLens’ “Air Tap” gesture control) to 2 minutes and
11 seconds (using skin surface-EMG control).

After the trials, several user experience questions were presented to the participant
for any thoughts of the interface. The participant felt the MR headset less disorienting
than his other VR headset experience and also allowed him to easily walk around in
the physical environment while getting a good view of the miniaturized map. The
participant also felt that the trial got easier when he concentrated on the virtual
environment. Additionally, the participant liked the tactile feedback, which provided
a good confirmation when he selected the “Send to STR” button, and he wanted
more confirmation feedback for other selection operations. Overall, the participant
believed that the interface was “a pretty usable, easy system to use” and that “as
much as I have played with a mouse in my life or whatever, um, I would probably
enjoy this more. It is more interactive, especially the feedback.” The participant’s

feedback was consistent with some of the feedback collected from our own study staff
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Figure 3.13: The completion times of tactic planning process for our amputee par-
ticipant and study staffs. DARPA Distribution Statement ”A” (Approved for Public
Release, Distribution Unlimited).

as a part of the development process. Specifically, that the using EMG "as a button
and the HoloLens as a display was a natural way to manipulate the environment”
and that ”the system is easy to become familiar with and develop a routine for”.
From these results, we demonstrated that our implant-EMG user input control
for amputee users could be used in an intuitive way and at a comparable rate to able-
bodied users. Also, the combination of HoloLens device and implant-EMG control
allows amputee users to interact MR interface without needing a hand, which can
possibly expand to many different user interface designs where allows amputee users
to interact with any interface that generally required the use of the hand easily. Ad-
ditionally, tactile feedback can be an intuitive way to inform users without additional

steps to look the information up.
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3.7 Future Work

Some opportunities for improving the system were identified during our development
that should be addressed in future work. Specifically, the skin surface EMG acquisi-
tion methods need to be revised to be suitable for independent donning/doffing and
field use. Wireless EMG acquisition systems exist and may be suitable for future ver-
sions of our HST system. Although rare in the literature [63], one of our study staff
experienced motion sickness using HoloLens. Therefore, future experiments will need
to screen for and exclude individuals who experience motion sickness using HoloLens.

The current work is only a proof-of-concept that was demonstrated by study staff
and one case study of a person with below-elbow amputation, so additional experi-
ments on both naive able-bodied and amputee participants are needed to determine
generalizable results for task completion times and factors affecting HST (vigilance,
situational awareness, workload, and human error).

Additionally, the current STF role was constrained to observing swarm activities
without direct swarm interaction. However, an initial concept of using hand gestures
to control drones’ movements was implemented. The pilot version of direct swarm
control with hand gesture using Leap Motion (Ultraleap, Ltd. Bristol, UK.) to move
a swarm of simulated drones is shown in Figure 3.14 a, and the MR user interface
shown EMG-controlled hand avatar for direct swarm control is shown in Finger 3.14
b. These will enable the direct control ability for both able-bodied and amputee
users. In this direct control mode, each of the 3 degrees of hand motion controls an
axis of drone movement. In the neutral position (palm perpendicular to the ground,
wrist straight, and fingers at a 90 degree angle to the palm) drones do not move.
All drone motions occur at a velocity proportional to the degree of hand motion, so
the hand must return to neutral position to stop drone motion. An example with
left hand, finger extension moves the drones forward at a velocity proportional to

the angle of finger extension. Finger flexion moves the drones backward at a velocity
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proportional to the angle of finger flexion. Wrist extension moves the drones laterally
to the left and flexion moves them laterally to the right. Wrist supination increases
their elevation and wrist pronation decreases it. The user’s head rotation about
the azimuth controls the heading orientation. Head rotation the right rotates drone
orientation to the right. However, this functionality was not included in the current
interface or experiment due to time and human participant safety constraints related
to DARPA Field Exercise #3. Therefore, a direct swarm control subsystem can be

fully implemented into the system in future work.
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(a) An example of left hand’s wrist extension moves a swarm of
simulated drones to the laterally left.

CPU: 28 Ips (35.7 ms)

Peak: 185 2Mt Limit: 16253.(

(b) A grid-like hand avatar in HoloLens Ul that is controlled by EMG
signal.

Figure 3.14: Conceptual direct swarm control. DARPA Distribution Statement ”A”
(Approved for Public Release, Distribution Unlimited).
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Chapter 4

Conclusions

This dissertation focused on evaluating human hand-reaching motor performance in
MR and VR, as well as the development of a multi-user mixed reality interface for
human-swarm collaboration.

The first part of this dissertation was to better understand the 3D point-to-point
reaching performance in both VR and MR environments. This study performed six
different performance measures for two types of point-to-point reaching tasks (finger
pointing and cup placement tasks) with three environment conditions based on Fitts’
law. A key finding of this study was that there is a trade-off between reaching
motion confidence and accuracy. Specifically, participants tended to move fastest and
smoothest in the MR without finger or cup indicator conditions, but their endpoint
error was also highest. Additionally, in conditions where an indicator was provided in
MR, finger pointing and cup placement task performances were comparable to the VR
condition. These results are important because they suggest that MR tasks requiring
low endpoint error require an endpoint indicator to be provided in the user interface.
However, if endpoint error is not critical to the application, then not visualizing the
endpoint can improve users’ movement speed and smoothness.

The second part of this dissertation described an innovative multi-users human-
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swarm teaming system using immersive MR technology. This system integrated the
multi-modal MR visualization with other novel technologies including the consensus
decision making algorithm, implanted /skin-surface EMG input, and tactile feedback.
Our MR user interface was designed to meet the needs of more simultaneous users
and scale to large drone swarms. Additionally, we have shown that our system can
be integrated with real robotic swarm at DARPA OFFSET Field Exercise 3. We also
showed a proof-of-concept that this system can also be adapted for a person with
upper limb amputation to perform HST tasks where the performance is comparable
to able-bodied users. However, due to the limitation of sample size and the responses
from our participant, our system needs to be further refined with more experimental

evaluations.
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Appendix A

Questionnaire

The seven-point likert scale questionnaire for the participants’ visual impression of
our mixed reality device is shown below. Questions from 6 to 12 are responsible for
participants’ visual impression.

1. How familiar are you with video games?

2. How familiar are you with virtual reality?

How familiar are you with mixed reality/ augmented reality?

=W

How comfortable the HoloLens was?
whether the clicked audio response was helpful?

Was watching the virtual objects just as natural as watching the real world?

N o

Did you have the impression that the virtual objects belonged to the real object
(finger cursor or cup), or did they seem separate from it?

8. Did you have the impression that you could have touched and grasped the virtual
objects?

9. Did the virtual objects appear to be (visualized) on a screen, or did you have the
impression that they were located in space?

10. Did you have the impression of seeing the virtual objects as merely flat images

or as three-dimensional objects?
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11. Did you pay attention at all to the difference between real and virtual objects?
12. Did you have to make an effort to recognize the virtual objects as being three-
dimensional?

13. Would you like to try a similar technology again?
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