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Dimension Reduction for Network Analysis with an Application to

Drug Discovery

Abstract

by

HUIYUAN CHEN

Graphs (or networks) naturally represent valuable information for relational data,

which are ubiquitous in real-world applications, such as social networks, recommender

systems, and biological networks. Statistical learning or machine learning techniques

for network analysis, such as random walk with restart, meta-path analysis, network

embeddings, and matrix/tensor factorizations, have gained tremendous attentions re-

cently. With rapid growth of data, networks, either homogeneous or heterogeneous,

can consist of billions of nodes and edges. How can we find underlying structures

within a network? How can we efficiently manage data when multiple sources describ-

ing the networks are available? How can we detect the most important relationships

among nodes?

To gain insights into these problems, this dissertation investigates the principles

and methodologies of dimension reduction techniques that explore the useful latent

structures of one or more networks. Our dimension reduction techniques mainly

leverage recent developments in linear algebra, graph theory, large-scale optimiza-

tion, and deep learning. In addition, we also translate our ideas and models to sev-

eral real-world applications, especially in drug repositioning, drug combinations, and

drug-target-disease interactions. For each research problem, we discuss their current

challenges, related work, and propose corresponding solutions.

xi



Chapter 1

Introduction

Graphs (or networks) naturally represent valuable information for relational or linked

data, which are ubiquitous in our daily life. In e-commerce (e.g. Amazon and eBay),

the most prominent usage of networks is to build an user-item bipartite network and

recommend new products to potential users [Li and Chen, 2009]. In bioinformat-

ics, the networks have been used in protein-protein interactions (PPIs) prediction

[Wang et al., 2013] and drug repositioning [Wang et al., 2014]. In co-authorship net-

works, the networks can provide good information on the patterns and structures

of scientific collaborations [Sun and Han, 2012]. Finally, networks provide an alter-

native tool to analyze how tendencies spread across the society. For instance, some

studies have shown how dynamic networks can be applied to viral marketing in order

to develop a better marketing strategy [Richardson and Domingos, 2002]. Because of

their prevalence, network mining has become a central topic in research community.

Many biological, social and information systems can be well described by networks,

where nodes represent biological entities (e.g. protein, drug), web users, computers,

images and items. An edge between two nodes is a relationship in the network. Some

networks containing one single type of nodes and links can be represented as homoge-

neous networks, while some other networks containing abundant types of nodes and

1



CHAPTER 1. INTRODUCTION

edges, can be denoted as heterogeneous networks [Sun and Han, 2012]. The study of

information entities in the networks is of great importance in real-world applications,

such as social networks [Kwak et al., 2010], recommender systems [Ricci et al., 2011]

and biological networks [Schwikowski et al., 2000], and so on.

For example, Figure 1.1 shows an example of biological network that contains the

nodes from three domains: drug, target and disease. Within each domain, its indi-

vidual network is a homogeneous in which the nodes represent the drugs (or targets

and diseases) and the edges represent the interactions between nodes (e.g., drug-drug

similarities). Integration of three domains is a heterogeneous network that contains

lots of significant information such as the drug-target and drug-disease associations.

Comparing to homogeneous networks (e.g., its components), heterogeneous networks

incorporate rich semantics and more information in nodes and links and thus appear

to be a common phenomenon in practice.

In addition to network representations, statistical learning or machine learning

techniques for network analysis, such as random walk with restart, meta-path analysis,

network embeddings and matrix/tensor factorizations, have gained a lot of attentions

recently [Getoor and Diehl, 2005, Liu et al., 2018]. As the rapid of growing data, the

networks, either homogeneous or heterogeneous, often consist of billions of nodes

and edges. How can we find the underlying structures within network? How can

we efficiently manage the data when multiple sources describing the networks are

available? How can we detect the most important relationships among nodes, such

as drug-disease associations or user-item interactions?

To gain insights into these problems, this dissertation investigates the principles

and methodologies of dimension reduction techniques that explore the useful latent

factors of one or more networks. Our dimension techniques mainly leverage techniques

from linear algebra, network theory, large-scale optimization and deep learning. In

addition, we also translate our ideas and models to several real-world applications,

2
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Figure 1.1: An example of a biological network which contains three types of nodes
and four types of edges.

especially in drug repositioning, drug combinations and content-aware recommender

system. For each research problem, we discuss their current challenges, related work,

and propose corresponding solutions. We also exploit the sparsity in the data, show

how to use them in large-scale system, including static and dynamic networks (e.g.,

social network), cross-network analytics (e.g., drug-disease network), classification,

and visualization.

The dimension reduction techniques of this thesis is organized into two main

parts: (i) matrix factorization, and (ii) tensor factorization. We next introduce some

mathematical details about matrix and tensor algebra.

Notations. Following the convention, we denote vectors by boldface lowercase

letters (e.g., a), matrices by boldface uppercase letters (e.g., A) and tensors by bold-

face caligraphic letters (e.g., X ). af denotes the f -th column of A.

3



CHAPTER 1. INTRODUCTION

1.1 Matrix Factorization

In machine learning, encoding rectangular tables of numeric data in the form of

matrices are very common, such as user-item rating matrices, user-user adjacency

matrices and document-term matrices [Friedman et al., 2001]. These kinds of matri-

ces are often analyzed using dimension reduction techniques like the Singular Value

Decomposition (SVD) [De Lathauwer et al., 2000], Principal Component Analysis

(PCA) [Wold et al., 1987] and its variant Nonnegative Matrix Factorization (NMF)

[Lee and Seung, 2001]. Analysis of matrices is to mainly gain structural understand-

ing of the data. Many dimension reduction techniques make use of low-rank assump-

tion, which in effect highly reduces the dimension of data. The low-rank assumption

is essentially useful since we can try to retrieve matrix entities on the basis of the

low-rank latent factors. Furthermore, it requires less storage requirements, which

becomes more and more important in the era of big data analysis. We next briefly

introduce some backgrounds about two dimensionality reduction methods SVD and

NMF since we use them frequently through the thesis.

1.1.1 Singular Value Decomposition (SVD)

Singular Value Decomposition (SVD) is the traditional low-rank approximation method

used for performing low-rank matrix approximation. SVD is basically a matrix de-

composition method, where in the original matrix A ∈ Rm×n (m ≥ n) is decomposed

into three factor matrices as [De Lathauwer et al., 2000]:

A = UΣVT =
n∑

i=n

σiuiv
T
i (1.1)

where U and V are orthogonal matrices that contain the singular vectors and Σ is a

diagonal matrix which contains the singular values in decreasing order in magnitude,

i.e., Σ = diag(σ1, σ2, . . . , σn) and σ1 ≥ σ2 ≥ · · · ≥ σn ≥ 0; For any matrix, its singular

4



CHAPTER 1. INTRODUCTION

values are unique only if they are all distinct, then their corresponding singular vectors

are also unique. However, if partial singular values are equal, their corresponding

singular vectors can span some subspace. In this case, any set of orthonormal vectors

spanning this subspace can be regarded as the singular vectors.

Each singular value component contain different degree of information, of which

the uninformative components can be truncated, which is very common in noise data.

Assume that data matrix A is a low-rank matrix with noise: A = A0 + E, where the

noise matrix E is relatively small compared with matrix A0. In such a situation, if

only first r significant singular values are considered, we are able to reconstruct the

original data matrix A as the best rank-r optimization problem:

min ‖A− Z‖2
F , s.t. rank(Z) = r (1.2)

where ‖ · ‖F is the Frobenius matrix norm. The above approximation problem has

the solution as follow [Horn et al., 1990]:

Z = Ar := UrΣrV
T
r (1.3)

where Ur = [u1,u2, . . . ,ur], Vr = [v1,v2, . . . ,vr], and Σ = diag(σ1, σ2, . . . , σr)

Now the truncated matrix Ar contains the underlying factors to express the orig-

inal noise data. Although SVD is a very efficient and simple dimension reduction

algorithm, it has negative singular components, which make it difficult to interpret

the basis components in real-word applications.

1.1.2 Nonnegative Matrix Factorization (NMF)

In many situations, the data elements are necessarily non-negative (e.g., images data,

user-item matrix and matrix of word counts), and so their corresponding latent fac-

tors to represent data matrix should arguably be also non-negative. The recent
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development of non-negative matrix factorization (NMF) is an attractive alterna-

tive to decompose the matrix, which leads to substantial improvements in inter-

pretability of the latent factors. Rather than attempt to perform SVD decomposition

of data matrix A into three matrices in Eq. (1.1), NMF decompose the matrix

A ∈ Rm×n into two non-negative latent matrices by minimizing the follow objective

function [Lee and Seung, 2001]:

min ‖A−WH‖2
F , s.t. W ≥ 0; H ≥ 0; (1.4)

where W ∈ Rm×r and H ∈ Rr×n are two nonnegative factor matrices; r is the

matrix rank approximation and usually is chosen to be much smaller than m or

n. The Eq. (1.4) results in a compressed version of the original data matrix. Al-

though above objective is convex with respect to W or H only, it is not jointly

convex in both variables. Several optimization algorithm can be used to find lo-

cal minima, such as project gradient descent (PGD) [Lin, 2007], alternating direc-

tion method of multipliers (ADMM) [Boyd et al., 2011] and multiplicative update

rules [Lee and Seung, 2001]. Among different optimization algorithm, multiplicative

update (MU) rules is perhaps a good compromise between time complexity and easy

of implementation for solving Eq. (1.4). MU iteratively minimizes the objective

function with respect to a single variable while fixing the remaining variables. This

procedure continues until convergence. To be specific, the algorithm update each

variable based on follow rules:

Hij ← Hij
(WTA)ij

(WTWH)ij
(1.5)

Wij ←Wij
(AHT )ij

(WHTH)ij
(1.6)

The solution of Eq. (1.5) and Eq. (1.6) is mainly derived from the Karush-Kuhn-
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Tucker (KKT) complementarity conditions and their correctness and convergence are

guaranteed [Boyd and Vandenberghe, 2004].

The advantages of using NMF over SVD are storage requirements for NMF is much

small than SVD, since W and H have much small size than the orthogonal matrices.

In addition, The nonnegativity constraints on factor matrices naturally lead to better

interpretation for original non-negative data. Consequently, NMF has been used suc-

cessfully in many applications, including document clustering [Xu et al., 2003], rec-

ommender systems [Chen and Li, 2019e, Xu et al., 2003, Chen and Li, 2017b], com-

munity detection [Xie et al., 2013, Chen and Li, 2018b] and image processing in com-

puter vision [Lee and Seung, 1999].

1.2 Tensor Factorization

Tensors, multidimensional extensions of matrices, are very powerful containers to

express multi-aspect or multi-modal data [Kolda and Bader, 2009]. For instance, in

content-aware recommender system, users can purchase an item, also annotate an

text reviews to this item, and so on. The triple relationship of interactions can

be modeled as a three-mode tensor user × item × review. In recent year, ten-

sor factorization has been well applied to many applications, such as computer vi-

sion [Shashua and Hazan, 2005], signal processing [Cichocki et al., 2015] and network

analysis [Agarwal et al., 2006, Chen and Li, 2018a]. We next give some preliminaries

of tensor algebra.

The order of a tensor is the number of its dimensions, also known as ways or

modes. A fiber is a vector extracted from a tensor by fixing every index but one. A

slice is a matrix extracted from a tensor by fixing all but two indices. Note that an

N -way tensor X ∈ RI1×I2×···×IN reduces to a vector when N = 1, and a matrix when

N = 2. The (i1, . . . , iN)-th element of X is denoted as Xi1,...,iN . Matricization, also

7
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known as unfolding or flattening, is the process of reordering the elements of a tensor

into a matrix. The mode-n matricization of an N -way tensor X ∈ RI1×I2×···×IN is

represented as X(n) ∈ RIn×I1...In−1In+1...IN and is arranging the mode-n fibers of the

tensor as columns of the long matrix. We then introduce some tensor operators.

The norm of a tensor X ∈ RI1×I2×···×IN is the square root of the sum of the square

of all its elements as

‖X‖ =

√√√√ I1∑
i1=1

I2∑
i2=1

· · ·
IN∑

iN=1

x2
i1i2...iN

(1.7)

The inner product of two tensor with the same size X ,Y ∈ RI1×I2×···×IN can be

expressed as follow

〈X ,Y〉 =

I1∑
i1=1

I2∑
i2=1

· · ·
IN∑

iN=1

xi1i2...iNyi1i2...iN (1.8)

The n-mode product of a tensor X ∈ RI1×I2×···×IN with a matrix A ∈ RJ×In is

denoted as

Yi1...in−1jin+1...iN = (X ×n U)i1...in−1jin+1...iN =
In∑

in=1

xi1i2...iNujin (1.9)

here Y is with size I1 × I2 × · · · × In−1 × J × In+1 × · · · × IN . The product a tensor

with a matrix in n-mode can change the basis of that mode of tensor. Several matrix

product are very important in tensor factorization, so we also define them here.

The Hadamard product of two matrices A,B ∈ Rm×n results in a matrix with size

8
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m× n and is denoted as

A ∗B =



a11b11 a12b12 a13b13 . . . a1nb1n

a21b21 a22b22 a23b23 . . . a2nb2n

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

am1bm1 am2bm2 am3bm3 . . . amnbmn


(1.10)

The Kronecker product of matrices A ∈ Rm×n and B ∈ Rk×l results in a matrix

with size (mk)× (nl) and is represented by

A⊗B =



a11B a12B a13B . . . a1nB

a21B a22B a23B . . . a2nB

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

am1B am2B am3B . . . amnB


(1.11)

The Khatri–Rao product of matrices A ∈ Rm×n and B ∈ Rk×n results in a matrix

with size (mk)× (n) and is represented by

A�B = [a1 ⊗ b1 a2 ⊗ b2 · · · an ⊗ bn] (1.12)

In addition to tensor-matrix operator, there is a rich variety of tensor factorization

in the literature. In the next subsection, we mainly introduce two most widely used

tensor factorizations (CANDECOMP/PARAFAC (CP) and Tucker factorization) in

dimension reductions, which can be treated as the starting point of many existing

variants of tensor completion problem [Kolda and Bader, 2009].

1.2.1 Tensor CP Factorization

The canonical polyadic (CP) factorization (also known as PARAFAC/CANDECOMP)

was independently developed by Carroll and Chang [Carroll and Chang, 1970], and

Harshman [Harshman et al., 1970]. As shown in Figure 1.2(a), the CP factorization

9
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Figure 1.2: (a) CP factorization of a three-way array, and (b) Tucker factorization of
a three-way array.

decomposes a tensor into a sum of multiple rank-one tensors. For example, the CP

factorization of a third-order tensor X ∈ RM×N×L is given as:

X ≈
R∑

r=1

ur ◦ sr ◦ vr (1.13)

here ur ∈ RM , sr ∈ RN , vr ∈ RL; ◦ is the vector outer product. The three-way outer

product of vector ur, sr and vr is defined by

Xijk ≈ (ur ◦ sr ◦ vr)ijk = ur(i)sr(j)vr(k) (1.14)

The R in Eq. (1.13) is number of factors and the minimal R that approximate

the tensor X is called the tensor CP rank. The factor matrices of tensor X is given

by stack all of the vectors, i.e., U = [u1 u2 · · · uR] and likewise for S and V.

In order to obtain the factor matrices U, S and V, one can minimize the following

optimization problem:

min
U,S,V

‖X −
R∑

r=1

ur ◦ sr ◦ vr‖2
F (1.15)

The above objective function in not joint convex with respect to U,S and V. The

Alternating Least Squares (ALS) can be used to split original optimization problem

into several linear least square problems for each mode of tensor [Kolda and Bader, 2009].

10
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1.2.2 Tensor Tucker Factorization

Another popular tensor factorization is the Tucker factorization, which is first pro-

posed by Tucker in 1963 [Tucker, 1963] and further develop in his subsequent litera-

ture [Tucker, 1966]. As shown in Figure 1.2(b), the Tucker factorization of tensor is

to decompose the tensor into a core tensor as well as multiple matrices along each

mode. Given an third-order tensor X ∈ RM×N×L , its Tucker factorization is as:

X ≈ G ×1 U×2 S×3 V =
P∑

p=1

Q∑
q=1

R∑
r=1

gpqrup ◦ sq ◦ vr (1.16)

where U ∈ RM×P , S ∈ RN×Q, V ∈ RL×R are the factor matrices, which is usually

orthogonal; The G ∈ RP×Q×R is the core tensor and its elements represent the level

of interaction among different modes of tensor.

Similar to CP factorization, we can optimize the follow optimization problem to

obtain the factor matrices U, S and V, and core tensor G:

min
G,U,S,V

‖X − G ×1 U×2 S×3 V‖2
F s.t. UTU = I,STS = I,VTV = I (1.17)

The above problem can be effectively solve by Higher-Order Orthogonal Iteration

(HOOI) or Higher-Order Singular Value Decomposition [Kolda and Bader, 2009].

1.3 Organization

The first chapter presents an overview of the dimension reduction techniques on net-

work analysis and some linear algebra about matrix and tensor factorization. The

rest of the dissertation is composed of six parts, each of them attempts to develop an

algorithm for a particular mining task, especially in drug discovery and recommender

system. In each part, we introduce the challenges and propose our solutions for learn-

ing tasks. We summarize the main problems of each part in the form of questions in
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Table 1.1: Thesis Overview.

Part Research Problem Ch.

I: Matrix
Factorization

Drug repositioning: How can we model drug-disease
relationships into a heterogeneous network and predict the
novel edges among drugs and diseases?

2

Drug combinations: How can we solve drug combinations
problem. Unlike like drug repositioning, the drug pairs are
considered?

3

II: Tensor
Factorization

Drug combinations: How to infer more meaningful drug
combinations by integrating multiple heterogeneous data
sources of drugs and diseases?

4

Tensor for drug-target-disease discovery:
How to infer potential interactions of drug-target-disease
in human metabolic system with linear tensor model?

5

Neural tensor for drug-target-disease discovery:
How to infer potential interactions of drug-target-disease
with nonlinear tensor model?

6

Table 1.1.

Chapter 2: Drug repositioning, which exploits new therapeutic indications for ex-

isting drugs, is a promising strategy in drug discovery. New biomedical insights of

drug-target-disease relationships are important in drug repositioning, and such rela-

tionships have been intensively studied recently. Most of the existing studies have

utilized network-based computational approaches based on drug and disease similar-

ities. However, one common limitation of existing approaches is that both drug simi-

larities and disease similarities are defined based on a single feature of drugs/diseases.

In reality, the relationships between drug pairs (or disease pairs) can be character-

ized based on many different features. With rapid accumulation of such informa-

tion about drugs and diseases, it is increasingly important to include them in drug

repositioning studies. Therefore, in this chapter, we propose a flexible and robust

multi-source learning (FRMSL) framework to integrate multiple heterogeneous data

sources for drug-disease association predictions. We first construct a two-layer het-

erogeneous network consisting of drug nodes, disease nodes and known drug-disease

relationships. The drug repositioning problem can thus be treated as a missing link
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prediction problem on the heterogeneous network and can be solved using Kronecker

regularized least square (KronRLS) method. Multiple data sources describing drugs

and diseases are incorporated into the framework using similarity-based kernels. In

practice, a great challenge in such data integration projects is the data incompleteness

problem due to the nature of data generation and collection. To address this issue,

we develop a novel multi-view learning algorithm based on symmetric nonnegative

matrix factorization (SymNMF).

Chapter 3: Personalized treatments and targeted therapies are the most promis-

ing approaches to treat complex human diseases. However, drug resistance is often

acquired after treatments. To reduce drug resistance, combinational drug therapies

have been considered as a promising strategy in drug discovery. Moreover, the emerg-

ing of large-scale genomic, chemical and biomedical data provides new opportunities

for drug combinations. Here we propose a network approach, called MCDC, that inte-

grates multiple data sources describing drugs, target proteins, and diseases to predict

beneficial drug combination. Specifically, MCDC integrates diverse drug-related in-

formation (e.g., chemical structure, target profile), disease-related information (e.g.,

disease phynotype), together with their interactions to construct a two-layer heteroge-

neous network. MCDC then predicts drug combinations for each disease using a link

prediction algorithm. Our approach has great potential to accelerate the development

of drug combination treatments.

Chapter 4: We propose DrugCom, a tensor-based framework for computing drug

combinations across different diseases by integrating multiple heterogeneous data

sources of drugs and diseases. DrugCom first constructs a primary third-order tensor

(i.e., drug×drug×disease) and several similarity matrices from multiple data sources

regarding drugs (e.g., chemical structure) and diseases (e.g., disease phenotype).

DrugCom then formulates an objective function, which simultaneously factorizes cou-

pled tensor and matrices to reveal the molecular mechanisms of drug synergy. We
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adopt the alternating direction method of multipliers algorithm to effectively solve

the optimization problem. Extensive experimental studies using real-world datasets

demonstrate superior performance of DrugCom. Our comprehensive approach on

synergistic effect prediction of drug combinations has great potential to accelerate

the development of drug combination treatments for complex diseases.

Chapter 5: The growing availability of new types of data on the internet brings

great opportunity of learning a more comprehensive relationship among drugs, tar-

gets (druggable proteins), and diseases. However, existing methods often consider

drug-target interactions or drug-disease interactions separately, which ignore the de-

pendencies among these three entities. Also, they cannot directly incorporate rich

heterogeneous information from diverse resources. Here we investigate the utility

of tensor factorization to model the relationships of drug-target-disease, specifically

leveraging different types of online data. Our motivation is two-fold. First, drugs

interact with targets in cells to modulate target activities, which in turn alter biolog-

ical pathways to promote healthy functions and to treat diseases. Instead of binary

relationships of drug-disease or drug-target, a tighter triple relationships drug-target-

disease should be exploited to better understand drug mechanism of actions (MoAs).

Second, medical data could be collected from different sources (i.e., drug’s chemi-

cal structure, target’s sequence, or expression measurements). Therefore, exploiting

the complementarity effectively among multiple sources is of great importance. We

achieve this goal by formulating the problem into a coupled tensor-matrix factoriza-

tion optimization problem and directly optimize it on the nonlinear manifold.

Chapter 6: Precise medicine recommendations provide more effective treatments

and cause fewer drug side effects. A key step is to understand the mechanistic re-

lationships among drugs, targets, and diseases. Tensor-based models have the abil-

ity to explore relationships of drug-target-disease based on large amount of labeled

data. However, existing tensor models fail to capture complex nonlinear dependen-
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cies among tensor data. In addition, rich medical knowledge are far less studied,

which may lead to unsatisfied results. Here we propose a Neural Tensor Network

(NeurTN) to assist personalized medicine treatments. NeurTN seamlessly combines

tensor algebra and deep neural networks, which offers a more powerful way to cap-

ture the nonlinear relationships among drugs, targets, and diseases. To leverage

medical knowledge, we augment NeurTN with geometric neural networks to capture

the structural information of both drugs’ chemical structures and targets’ sequences.

Extensive experiments on real-world datasets demonstrate the effectiveness of the

NeurTN model.
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Chapter 2

Heterogeneous Network for Drug

Repositioning

2.1 Introduction

Traditional drug discovery using high-throughput screening could identify a new

drug against a chosen target protein for a special disease. However, even with

advanced automotive robotics systems, the whole screening process is still expen-

sive, time consuming, and with high failure rates. A conservative estimate is that

it takes on average 13.5 years and $1.8 billion to bring a new drug into the mar-

ket [Paul et al., 2010]. Drug repositioning, which tries to find new indications of

approved drugs, is gaining increasing interests both in academia and pharmaceu-

tical industry recently[Li et al., 2015a]. For example, Avastin was initially used to

treat non-small-cell lung cancer, later was also approved for metastatic breast can-

cer. Minoxidil was originally used for hypertension, but was then approved for hair

loss [Dudley et al., 2011]. Drug repositioning provides a promising alternative strat-

egy to reduce the total cost because existing drugs have already been approved by

the U.S. Food and Drug Administration (FDA) with known toxicity information.
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A recent report has shown that among the 84 new drug products on the market in

2013, new clinical indications of existing drugs accounted for 20% [Graul et al., 2014].

Therefore, drug repositioning has played an important role in current drug develop-

ment.

Recently, several network-based computational approaches for drug repositioning

have been proposed [Chiang and Butte, 2009, Wu et al., 2013a, Wang et al., 2014,

Chen et al., 2015, Luo et al., 2016, Mart́ınez et al., 2015]. For example, a drug-disease

network was constructed to predict novel indications of drugs and results were highly

enriched in clinical trials [Chiang and Butte, 2009]. In another study, a weighted

heterogeneous network was applied to identify the connected communities of drugs

and diseases using a network clustering approach [Wu et al., 2013a]. Two network

topology-based inference methods, ProbS and HeatS, were also introduced to pre-

dict new indications for different diseases [Chen et al., 2015]. DrugNet was another

network-based prioritization approach simultaneously incorporating information about

diseases, drugs and targets to perform drug-disease prioritization [Mart́ınez et al., 2015].

TL HGBI was a three-layer heterogeneous network model that seamlessly integrated

drug repositioning and drug-target into a unified framework [Wang et al., 2014]. A

modified random walk algorithm was then developed to rank all candidate drugs for

every disease. Similarly, MBiRW used a bi-random walk algorithm on a two-layer net-

work to infer the potential drug-disease associations [Luo et al., 2016]. Most frame-

works have utilized the guilt-by-association principle [Altshuler et al., 2000], which

states that if two diseases share similar therapeutic profiles, then drugs for one dis-

ease could also treat the other with high possibility. However, most previous methods

only incorporate one data source in calculating drug-drug similarity (e.g., similarity

based on chemical structures) and one data source for disease-disease similarity (e.g.,

phenotype-based similarity), which may not be able to capture the complex interplay

between drugs and diseases. In addition, for those non small molecule drugs (e.g.,
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Leuprolide), similarities cannot be measured based on chemical structures. In this

case, other type of information (e.g., drugs’ side effects) may provide valuable insights

in learning drug-disease relationships.

To overcome above limitations, we propose a Flexible and Robust Multiple Sources

Learning (FRMSL) framework to integrate distinct sources of biological datasets to

better define similarities among drugs and among diseases. Our model can be viewed

as a two-layer heterogeneous graphic model, where the two layers representing drugs

and diseases. Similarity kernels are defined for nodes within each layer based on

multiple data sources. Links across layers are defined based on known drug indica-

tions. The drug repositioning problem is thus the same as the missing link prediction

problem on the network. We solve the problem by utilizing Kronecker regularized

least squares approach (KronRLS) [van Laarhoven et al., 2011]. It has been shown

that integration of large-scale proteomic, genomic, transcriptomic and metabolic data

into networks could provide new insights of molecular basis of complex human dis-

eases [Hopkins, 2008]. However, due to the nature of data collection (i.e., data were

generated by different labs in different time), it is very unlikely that all datasets will

be available for all drugs/diseases. Data incompleteness is always a significant chal-

lenge when merging them from different sources. To address this issue, we further

develop a multi-view learning algorithm and subsequently solve the problem utiliz-

ing symmetric nonnegative matrix factorization (SymNMF). The basic idea is that

missing information from one data source/view could be inferred by borrowing infor-

mation from other sources/views. This can also be viewed as a network alignment

algorithm for drug/disease layer, respectively, where each data source adds a sub-

layer to one of the two layers and the SymNMF forces them to share a common

network structure in terms of their weights (i.e., similarities) . FRMSL is flexible

because it can easily incorporate more data sources once they are available in the

future. Extensive experimental studies have shown the benefits of multi-source learn-
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?

Drug Node

Disease Node

Intra Similarity

Interaction Link

Miss Link

Figure 2.1: A two-layer heterogeneous network consisting of drug-drug similarities
(red line), disease-disease similarities (blue line) and known drug-disease interactions
(black line). The goal is to predict missing links (black dashed lines) across the drug
layer and the disease layer.

ing and multi-view learning, and the proposed FRMSL greatly outperforms several

state-of-the-art network-based methods.

2.2 Problem Formulation

In this section, we formulate the drug repositioning task as a missing link prediction

problem on a two-layer heterogeneous network as shown in Figure 2.1, consisting of

drugs and diseases. The problem will then be solved using the Kronecker regularized

least squares approach. Given a set of n drugs C = {c1, c2, . . . , cn}, a set of m diseases

D = {d1, d2, . . . , dm}, and a set of known drug-disease relationships Y (where yij = 1

if drug ci can treat disease dj, and yij = 0 otherwise), we construct a two-layer

heterogeneous network (Figure 2.1). The network consists of two types of nodes:

drug nodes and disease nodes; three types of edges: drug-drug edges, disease-disease

edges and drug-disease edges. The edges between the same type of nodes are labeled
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Table 2.1: Main Symbols in Chapter 2.

Symbol Description

K
(i)
c the drug kernel matrix for ith view

K
(j)
d the disease kernel matrix for jth view
K∗c the combined drug kernel
K∗d the combined disease kernel

G(i) the latent factor for ith view kernel matrix
G∗ the common latent factor

W (i) the weighted matrix for ith view kernel matrix

n the number of drugs
m the number of diseases

ωi
c the convex weight parameter for drug K

(i)
c

ωj
d the convex weight parameter for disease K

(j)
d

λ the regularization parameter in KronRLS
αi the regularization parameter in SymNMF

based on their similarities. Drug-disease edges are defined for all drug-disease pairs

(i, j) with yij = 1. The goal of the drug repositioning problem is to predict missing

links between the drug-layer and the disease-layer based on the information contained

in the two-layer network. Although the two-layer heterogeneous network model is

the same structure-wise as the models in some previous studies [Wang et al., 2014,

Luo et al., 2016], our unique contribution in this study is the integration of multiple

data sources and imputation of missing in one data source by borrowing information

from other data sources. Some important notations introduced here and to be used

in the paper are listed in Table 2.1.

2.3 FRMSL Framework

In this section, we first solve the missing link problem by utilizing the Kronecker reg-

ularized least squares approach (KronRLS) [van Laarhoven et al., 2011]. We include

a kernel fusion step to incorporate multiple data sources for each layer. The missing

data imputations is then solved based on SymNMF. Finally we give a summary of

our computational framework FRMSL.
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2.3.1 KronRLS Algorithm

The missing link prediction problem can be solved using the regularized least square

(RLS) approach in order to have good generalization power. Given a set of training

data S = {(xi, yi) : xi = (ci, di); 0 ≤ i ≤ l}, where l is the total number of training

data and the goal of the RLS algorithm is to find the mapping function f : X → Y ,

by minimizing the following objective function:

argmin
f∈H

1

l

l∑
i=1

(yi − f(xi))
2 + λ‖f‖2

H (2.1)

where ‖f‖2
H is a Hilbert space norm of function f ; λ is a trade-off between regression

accuracy and the complexity of the function f in the Hilbert space. The representer

theorem guarantees Eq. (2.1) has a closed-form solution [Scholkopf and Smola, 2001]:

f(x) =
l∑

i=1

aiK(x,xi) (2.2)

where a ∈ Rl can be obtained by solving the following linear equation: (K +λI)a =

y; and K is a pairwise instance kernel which represents the similarity between any

two data points in the Hilbert space. In the current study, we define the pairwise

instance kernel as the product of a drug-drug similarity kernel and a disease-disease

similarity kernel, to incorporate information from both drugs and diseases. More

specifically, for two instances xi = (ci, di) and xj = (cj, dj), the kernel is defined as:

K(xi,xj) = Kc(ci, cj)Kd(di, dj) (2.3)

where Kc is a kernel to measure the similarity between drug ci and drug cj; Kd is a

kernel to measure the similarity of diseases di and disease dj. The drug-drug kernel

Kc and the disease-disease kernel Kd can then be defined based on multiple sources.

To solve the optimization problem efficiently, we adopt the kernel-based KronRLS
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algorithm [van Laarhoven et al., 2011], which further takes advantage of spectral de-

compositions of kernel matrices to speed up the calculation. Let Kc = VcΛcVc
T and

Kd = VdΛdVd
T be the spectral decomposition of kernel Kc and Kd, respectively. Eq.

(2.3) can be rewritten as Kronecker product kernel K = Kc ⊗ Kd = V ΛV T , where

V = Vc ⊗ Vd, Λ = Λc ⊗ Λd, and A ⊗ B is the Kronecker product of two matrices

A and B. Based on these transformations, one can get the prediction in the form

of [van Laarhoven et al., 2011]

Ŷ = VcZ
TVd

T (2.4)

where

vec(Z) = (Λc ⊗ Λd)(Λc ⊗ Λd + λI)−1vec(Vd
TY TVc),

and vec(·) is the vectorization operator that stacks all columns of a matrix into a

column vector.

2.3.2 Fusion Kernels Across Multiple Heterogeneous Sources

With increasing available biological datasets regarding drugs and diseases, drug-drug

similarities and disease-disease similarities can be measured differently using different

datasets. For example, one can define drug-drug similarities based on their chemical

structures, or based on their side-effect profiles. Different datasets represent different

aspects of drugs and/or their interplays with the human body system. Incorporating

multiple heterogeneous sources can provide complementary and comprehensive un-

derstanding of a drug’s mechanism of action (MoA). Furthermore, different datasets

serve as different views of the same objects (e.g., drugs or diseases), which can be

used in missing data imputation as presented in the next subsection.

For each data source, we will construct a similarity-based kernel (the details of
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datasets and kernels associated with them will be discussed in the next section). Given

a set of kernels representing drug-drug similarities kC = {K(1)
c , K

(2)
c , . . . , K

(nc)
c }, and

a set of kernels measuring disease-disease similarities kD = {K(1)
d , K

(2)
d , . . . , K

(nd)
d },

where nc and nd denote the numbers of kernels for drugs and diseases, we propose

to combine them by a weighted sum linear convex function to obtain an overall drug

kernel K∗c and an overall disease kernel K∗d , respectively [Scholkopf and Smola, 2001]:

K∗c =
nc∑
i=1

ωi
cK

(i)
c K∗d =

nd∑
j=1

ωj
dK

(j)
d (2.5)

The ωi
c and ωj

d are corresponding convex weight parameters with the constraints∑nc

i=1 ω
i
c = 1 and

∑nd

j=1 ω
j
d = 1. These values can be optimally trained using the

cross-validation method on a training dataset. Alternatively, they can be assigned

based on prior knowledge about relative reliability of different data sources.

2.3.3 Complete Kernels Across Multiple Data Sources

As we discussed earlier, a significant challenge in data integration is data incom-

pleteness. For example, one can define drug-drug similarities using their side-effect

profiles. However, many drugs may not have their side-effect profiles recorded in

databases (e.g., SIDER [Kuhn et al., 2015]). Missing data points from a data source

will lead to an incomplete kernel matrix with rows and columns missing. Previous

studies have filled the missing rows and columns with zeros, primarily for computa-

tional convenience [van Laarhoven et al., 2011, Wang et al., 2014, Wu et al., 2013a].

However, such a treatment can adversely affect prediction accuracy. Inspired by the

idea of multi-view learning [Liu et al., 2013b, Shao et al., 2015, Chen and Li, 2017b],

we propose a novel framework to perform missing data imputation of multiple ker-

nels based on symmetric nonnegative matrix factorization (SymNMF), which can

also viewed as a network alignment algorithm that tries to align different kernels to
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a common clustering structure [Liu et al., 2013b]. The algorithm is rooted in the

guilt-by-association principle. For example, the weighted cluster structure of drug

layer (Figure 2.1) should be highly aligned from both views of chemical structure

and drugs side-effect profiles because similar drugs tend to have similar drugs side-

effects [Campillos et al., 2008]. Therefore, the missing components in one dataset can

be inferred based on information from other datasets.

Given a set of kernels {K(i) : 1 ≤ i ≤ nv;K
(i) ∈ RN×N} constructed from N

instances, we first define an indicator matrix M ∈ Rnv×N with its elements defined

as [Shao et al., 2015]:

Mi,j =


1 if jth instance exists in view i

0 otherwise

As a symmetric nonnegative matrix, a kernel matrix can be factorized into two matri-

ces: K(i) ≈ G(i)G(i)T , 1 ≤ i ≤ nv, where G(i) ∈ RN×r is the base of the kernel matrix

K(i). Typically, r � rank(K(i)). One can show that this factorization is equivalent to

K-means-type clustering [Ding et al., 2005]. Our proposed network alignment algo-

rithm is to jointly factorize all kernel matrices and push all the factors G(i) towards a

consensus matrix G∗ through regularization [Liu et al., 2013b, Chen and Li, 2018b].

The objective function involving multiple kernels can then be written as:

min
{G(i)},G∗

O =

nv∑
i=1

(‖W (i)(K(i) −G(i)G(i)T )‖2F + αi‖W (i)(G(i) −G∗)‖2F )

s.t. G(i) ≥ 0, G∗ ≥ 0, i = 1 . . . nv

(2.6)

where the weighting parameters αis control the relative alignment agreement between

G(i) and the common matrix G∗. W (i) ∈ RN×N is a diagonal matrix for incomplete

view i, with the diagonal elements defined as [Shao et al., 2015] :
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W
(i)
jj =


1 if ith view contains jth item (Mi,j = 1)∑N

j=1 Mi,j

N otherwise

Once the optimization problem is solved, we can obtain a set of matrix factors

{G(1), G(2), . . . , G(nv)}, we then reconstruct the incomplete kernel matrices by K(i) ≈

G(i)G(i)T , 1 ≤ i ≤ nv.

2.3.4 Optimization

In the following, we solve the optimization problem defined in Eq. (2.6). Because the

objective function is not jointly convex for G(i) and G∗, an alternating optimization

scheme has to be applied [Liu et al., 2013b]. More specifically, the following two

steps are iterated until the solution converges: (1) fixing G(i), minimize O over G∗;

(2) fixing G∗, minimize O over G(i). We discuss these two steps in sequel.

(1) Fixing G(i), minimize O over G∗.

The objective function O(G∗) does not depend on G(i), we can find the optimal

solution by taking the derivative O(G∗) over G∗:

∂O(G∗)

∂G∗
=

nv∑
i=1

αi(−2W (i)TW (i)G(i) + 2W (i)TW (i)G∗) = 0

s.t. G(i) ≥ 0, i = 1, . . . , nv

(2.7)

Solving the equation, we have an exact solution for G∗:

G∗ =

∑nv
i=1 αiW

(i)TW (i)G(i)∑nv
i=1 αiW (i)TW (i)

≥ 0 (2.8)

Since W (i)TW (i) is a positive diagonal matrix and αi is a positive constant and the

constraint G(i) ≥ 0, the solution above is thus always nonnegative.
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(2) Fixing G∗, minimize O over G(i) .

When G∗ is fixed, the objective function O(G(i)) becomes a standard SymNMF prob-

lem with additional regularization [Ding et al., 2005]. Furthermore, because the cal-

culation of G(i) does not depend on G(i′) when i′ 6= i, we can thus minimize the

objective function O(G(i)) with respect to G(i) for each view independently.

∂O(G(i))

∂G(i)
=− 4W (i)TW (i)K(i)G(i) + 4W (i)TW (i)G(i)G(i)TG(i)

+ 2αiW
(i)TW (i)G(i) − 2αiW

(i)TW (i)G∗

s.t. G(i) ≥ 0, , i = 1, . . . , nv

(2.9)

Using the Karush-Kuhn-Tuvker (KKT) complementary condition, we can get:

(−4W (i)TW (i)K(i)G(i) + 4W (i)TW (i)G(i)G(i)TG(i)

+ 2αiW
(i)TW (i)G(i) − 2αiW

(i)TW (i)G∗) ∗G(i) = 0

(2.10)

where A ∗ B denotes element-wise multiplication of two matrices A and B. Based

on the fixed point equation above, we can derive the updating rule for G(i) as:

G
(i)
j,k ← G

(i)
j,k

√√√√ (2W (i)TW (i)K(i)G(i) + αiW (i)TW (i)G∗)j,k

(2W (i)TW (i)G(i)G(i)TG(i) + αiW (i)TW (i)G(i))j,k
(2.11)

We will iteratively update variable G∗ and G(i) using above updating rules until the

objective function Eq.(2.6) converges.

2.3.5 Convergence Analysis

The algorithm converges to a local minimum, which can be proved by using the

auxiliary function approach [Lee and Seung, 2001, Liu et al., 2013b]. The update for

G∗ in Eq. (2.8) gives an exact analytical solution for the minimization of O when

G(i) are fixed. Therefore, we only need to prove that the objective function O is

non-increasing when we update G(i), for 1 ≤ i ≤ nv. We first introduce the definition
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of the auxiliary function.

Definition 1. A function Z(h, ĥ) is an auxiliary function for a given function J(h)

if the conditions

Z(h, ĥ) ≥ J(h) and Z(h, h) = J(h) (2.12)

are satisfied for any given h, ĥ [Lee and Seung, 2001].

Lemma 1. If Z is an auxiliary function for J , then J is non-increasing under the

update h(t+1) = argmin
h

Z(h, h(t)) [Lee and Seung, 2001].

Proof. J(h(t+1)) ≤ Z(h(t+1), h(t)) ≤ Z(h(t), h(t)) = J(h(t))

Theorem 1 gives an auxiliary function for the objective function O in Eq. (2.6)

with respect to G(i).

Theorem 1. let J(G(i)) denote the sum of all terms in Eq. (12) that contain G(i),

then the following function

Z(G(i), G′(i)) = −2
∑
pqr

(W (i)TW (i)K(i))prG
′(i)

rqG
′(i)

pq

(
1 + log

G(i)
rqG

(i)
pq

G′(i)rqG′(i)pq

)

+
∑
rq

(W (i)TW (i)G′(i)G′(i)
T

)rq(G
(i)G(i)T )

2

rq

(G′(i)G′(i)
T

)rq
+ αi

∑
rq

(W (i)TW (i)G′(i))rq(G
(i))

2

rq

(G′(i))rq

−2αi

∑
pqr

(G∗W (i)W (i))prG
′(i)

rq

(
1 + log

G(i)
rq

G′(i)rq

)
(2.13)

is an auxiliary function for J(G(i)). Furthermore, it is a convex function w.r.t. G(i)

and has a global minimum.

The formal proof are similar to [Lee and Seung, 2001] and the proof can be found

in Appendix.
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2.4 Experiments and Results

In this section, we first define similarity measures/kernels from multiple data sources

for both drugs and diseases. We take those measures from recent literatures that

have been shown effective. We then evaluate the proposed FRMSL algorithm on a

gold standard dataset and compare its performance with two state-of-the-art network-

based methods published recently, as well as the KronRLS algorithm (without missing

value imputation). Furthermore, we also investigate the performance of FRMSL on

an independent test dataset. Finally, we present case study results on five complex

human diseases to illustrate the practical usefulness of FRMSL in drug discovery.

2.4.1 Datasets

The gold standard dataset with known drug-disease associations used in this study is

obtained from Gottlieb et al. [Gottlieb et al., 2011], which consists of comprehensive

drug-disease relationships from multiple datasets. There are in total 1933 known

drug-disease interactions involving 593 drugs assembled from DrugBank1 and 313

human diseases listed in the Online Mendelian Inheritance in Man (OMIM) database2.

Additional information about drugs, including drug side-effects, drug target profiles,

and drug 3D structures for calculating binding site similarities, are extracted from

SIDER3, Uniprot4, and PDB5, respectively.

Based on different types of features, we define four distinct kernels to measure

drug-drug similarities and three distinct kernels for disease-disease similarities. Drug

similarities are defined based on drug chemical structures, drug protein target amino

acid sequences, drug side-effects, and drug target binding site information. Disease

similarities are defined primarily based on various disease phenotype descriptions

1https://www.drugbank.ca/
2https://www.omim.org/
3http://sideeffects.embl.de/
4https://www.uniprot.org/
5https://www.rcsb.org/
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and disease ontologies. All of the similarity measures are finally normalized in the

range of [0, 1]. Some of the similarity matrices are already positive definite when

constructed and are obviously valid kernels (e.g., the drug chemical structure similar-

ity [Mahé et al., 2006]). Even when a similarity matrix (symmetric, non-negative) is

not strictly positive definite, one can add a small strictly positive definite kernel (e.g.

k′(xi, xj) = δij) to obtain a positive definite matrix [Scholkopf and Smola, 2001]. The

four drug-drug similarities are constructed as follows.

(1) Chemical structure similarity : Chemical properties of a drug are evidently

related to its ultimate therapeutic effects [Dudley et al., 2011]. In this article, chemi-

cal structures of drugs in Canonical SMILES (Simplified Molecular Input Line Entry

Specification) form are downloaded from DrugBank. The Chemical Development Kit

is then applied to compute the Tanimoto similarity score of two drugs using their

corresponding 2D chemical fingerprints [Steinbeck et al., 2006].

(2) Drug side-effect similarity : Drug side-effects, representing unintended conse-

quences of drug activities, provide another measure of drug relationships in terms of

their therapeutic effects. It has been shown that drug side-effect is an important factor

and contributes in revealing novel drug-target interactions [Campillos et al., 2008]. In

this work, drug side-effects are obtained from SIDER database. Each drug is then

represented by a binary profile, in which the existence or absence of corresponding side

effect keyword is encoded as 1 or 0. Finally, a weighted cosine correlation coefficient

is used to calculate the similarity score [Takarabe et al., 2012].

(3) Drug-target sequence similarity : Protein target information of drugs is an-

other important feature that can be used to characterize drug relationships. For

drugs with known protein targets, their similarities are measured based on the Smith-

Waterman alignment scores of the amino acid sequences of their corresponding tar-

gets [Smith and Waterman, 1981]. The similarity scores are further normalized based

on the method in [Bleakley and Yamanishi, 2009]. For drugs with more than one tar-
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gets, the similarity score is the average of the scores computed from all the target

proteins.

(4) Drug binding site similarity : Ligand binding sites are critical in defining rela-

tionships between drugs and their targets [Capra et al., 2009]. We thus define a score

to capture the binding site similarities among targets. Target protein structures are

first downloaded from PDB. Then a binding similarity score is calculated based on

the local structural alignment of two proteins using SMAP software [Xie et al., 2009].

Similarly, for drugs with multiple targets, the final similarity score is the average of

the scores computed using all targets.

The three disease-disease similarities are constructed as follows.

(1) Phenotype similarity : Disease phenotypes are a reflection of interacting gene

products and it has been shown that their similarities are positively correlated with

gene functions [Brunner and Van Driel, 2004]. In this work, we adopt the phenotype

similarity constructed by a text mining method [Van Driel et al., 2006], which are

calculated based on the number of shared MeSH terms appearing in the medical

description of diseases in OMIM database.

(2) Disease HPO similarity : The Human Phenotype Ontology (HPO) offers a

standardized and controlled vocabulary reflecting phenotypic abnormalities of hu-

man diseases, and becomes a comprehensive resource for analyzing human disease

phenotypes [Robinson et al., 2008]. The similarity between two diseases is computed

based on the two HPO-term sets annotating the two diseases [Deng et al., 2015].

(3) Disease DO similarity : Disease Ontology is another comprehensive ontology

representing disease classifications based on their etiology. A directed acyclic graph

is first constructed for each disease based on their DO terms and the similarity score

between the two diseases is measured based on their graph structures [Li et al., 2011].

As discussed in Sec 2.1, those similarity matrices are incomplete with different
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Table 2.2: The statistics of each view of drugs/diseases in dataset.

Drug View Number Disease View Number

Chemical Structure 585 Phenotype 313
Side Effects 412 HPO term 310

Target Profiles 536 DO term 149
Binding Site 467

degree. For example, although the drug Leuprolide (DrugBank ID: DB00007) is

approved by FAD, it is a biotech-type compound and does not have the chemical

structure. Similarly, no all of drugs’ side-effect are recorded in SIDER dataset. The

statistics of each view of drugs and diseases are shown in Table 2.2

2.4.2 Analysis of Multi-view Data

We first investigated the strength of associations among different sources of drugs

and diseases, respectively. For drugs, previous studies have shown that similar

chemical structures tend to have similar drug-target profiles and drug side-effect

profiles [Campillos et al., 2008, Takarabe et al., 2012]. The relationship of chemical

structures and ligand binding sites have also been investigated recently [Xie et al., 2009].

We evaluated all pairwise relationships among the four features of drugs: Chemical

Structure (CS), Side-Effect (SE), Drug-Target profiles (DT), and Drug-ligand Bind-

ing sites (DB). As discussed in Sec 2.4.3, all of the drug features have considerable

missing values. We thus first selected instances with complete data for all features,

which resulted in total 23, 887 datapoints.

Table 2.3 shows the pairwise correlation coefficients among four drug features. All

of the correlation coefficients are positive and statistically significant (t-test, signifi-

cance level 0.00001). Similarities defined based on drug-target profiles and drug-ligand

binding sites have extreme high correlations, which makes intuitive sense. The result

about the relationships between drug structures and their target information is con-

sistent with many previous studies. For example, a recent study [Haupt et al., 2013]
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Table 2.3: Pairwise relationships
among four drug features.

CS SE DT DB

CS 1.00 0.158 0.361 0.325

SE 0.158 1.00 0.140 0.129

DT 0.361 0.140 1.00 0.796

DB 0.325 0.129 0.796 1.00

Table 2.4: Pairwise relation-
ships for disease features.

PH HPO DO

PH 1.00 0.427 0.368

HPO 0.427 1.00 0.344

DO 0.368 0.344 1.00

has found that more than 70% of a set of 164 known promiscuous drugs have at least

two shared targets with similar binding sites. The same analysis can be also applied

to three disease features: Phenotype (PH), HPO terms and DO terms. As shown in

Table 2.4, all of the coefficients are also positive and statistically significant. There-

fore, it’s reasonable for FRMSL to impute missing values by exploiting compatible

and complementary information across multiple data sources.

2.4.3 Experimental Results

To systematically evaluate the performance of the proposed FRMSL algorithm, we

first performed a five-fold cross-validation experiment on the gold standard dataset

mentioned earlier, and compared its results with two recent network based algorithms,

as well as the KronRLS algorithm (without missing data imputation). Basically, all

known drug-disease interactions in gold standard dataset are randomly divided into

five groups in equal size. In each cross validation trial, one group is selected in turn

as the test set, while the remaining four groups regards as the training set. After

performing by different methods on the test sets, the overall predicted value of test

dataset are then compared with its original true labels. Given a specified threshold,

true positive rate (TPR) and false positive rate (FPR) are computed respectively to
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draw We used the receiver operating curve (ROC) and the area under the ROC curve

(AUC) to evaluate the overall performance of different algorithms. Furthermore, us-

ing the trained models based on the gold standard dataset, we tested the performance

of the four algorithms on an independent dataset. Finally, we showed that FRMSL

could be used to detect novel drug-disease associations by utilizing all existing data.

Comparison with Other Methods

To see any improvement due to multi-view learning, we directly compared FRMSL

with the KronRLS algorithm. For KronRLS, as a common practice, all the missing

columns and rows in drug and disease kernels were filled with zeros. There are many

parameters in FRMSL (KronRLS as well). In theory, one may find an optimal set

of parameters using the grid search algorithm based on cross-validation experiments.

But in this study, we chose these parameters based on prior experience, prior domain

knowledge, or some uninformative priors. Although the final results of FRMSL may

not be optimal, it still outperforms other algorithms (to be shown), which demon-

strates its robustness and generalization power. In the experiments, we set λ = 1

in Eq. (2.1). For the parameters to fuse different kernels into one in Eq. (2.5), we

simply chose the same weight for each kernel (i.e., W i
c = 0.25 for each drug kernel

and wj
d = 0.33 for each disease kernel). The same set of parameters were used for

KronRLS for a fair comparison. For FRMSL, the regularization parameters {αi}

controls the level of consistency between each individual view/kernel and the com-

mon structure across all views. We chose them based on domain knowledge. Among

the four drug kernels, the chemical structure, drug side-effect and drug binding sites

similarity are all drug-centric (either drugs’ intrinsic properties or drug-target local

interaction property). On the other hand, the target sequence similarities based on

global alignments of drug targets (e.g. Ktarget) may only be weakly associated with

drugs’ therapeutic effects. Therefore, we chose a higher penalty coefficient for Gtarget
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(α = 0.2 for target sequence kernel and α = 0.1 for the rest of the three kernels). This

effectively forced the network represented by Ktarget to align more closely to other

three kernels. For disease kernels, we used the same parameter (α = 0.1) for all of

them because no additional information about the relationships among phenotype,

HPO and DO similarities was available.

Apparently, FRMSL performed much better than KronRLS (Figure 2.2, ROC

0.9295 vs 0.8356). Because the only difference between the two is the data imputation

step, our results shows the effectiveness of the multi-view kernel completion approach.

We compared with two recent network-based approaches: TL HGBI [Wang et al., 2014]

and MBiRW [Luo et al., 2016]. As mentioned earlier, TL HGBI is a three-layer het-

erogeneous network that captures inter- and intra-relationships among drugs, targets

and diseases. The target layer serves as a transfer layer to further improve the perfor-

mance of drug repositioning with additional information on drug-target relationships.

MBiRW is a more recent work that uses a two-layer network for drugs and diseases

and adopts a Bi-Random walk algorithm. The parameters of TL HGBI and MBiRW

are set as their original paper to obtain the optimal performance. The five-fold cross-

validation results (ROC curves and AUC values in Figure 2.2) show that all three al-

gorithms perform well on this dataset. The newly proposed approach FRMSL (AUC:

0.9295) outperforms both TL HGBI (AUC: 0.8981) and MBiRW (AUC: 0.9031), while

the later two have almost identical performance.

Previous studies have found that the links with low drug-drug or disease-disease

similarities provide little information for network inferences [van Laarhoven et al., 2011].

All three methods have tried to handle this issue to some extend, but in different ways.

For example, TL HGBI tried to incorporate more information by adding an additional

drug-target layer. It was shown that by randomly removing some known drug-target

links in the graph, the performance gradually decreased [Wang et al., 2014], which

supported the belief that drug-target information contributed to drug-disease predic-
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Figure 2.2: The ROC curves and AUC values in predicting drug-disease interactions
by FRMSL, MBiRW, TL HGBI, KronRLS.

tion. However, it is hard to extend the model to include more data sources related to

diseases or drugs. MBiRW handled this issue by first clustering drugs and diseases

based on common drug indications. And similarities for drugs and diseases were ad-

justed if they were in the same cluster [Luo et al., 2016]. However, those clusters

highly depended on the known drug-disease interactions. Also, although the original

paper [Luo et al., 2016] has shown that MBiRW outperformed HGBI, results in the

current study have shown that MBiRW and TL HGBI had almost identical perfor-

mance. FRMSL addressed this issue by incorporating multiple data sources and by

imputing missing values using multi-view learning. It provides a better approach not

only because it has better performance, but also because the framework can be easily

extended to include more data sources.
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Parameter Studies

There are two types of parameters in the proposed FRMSL algorithm: λ and {αi},

where λ (in Eq. (2.1)) controls the complexity of the predict function f(·) in the

Hilbert space, and αi (in Eq. (2.6)) controls the disagreement between i-th view’s

latent factor and the consensus latent factor. Generally speaking, if the i-th view of

data is incomplete with high noise, a relative small αi is then preferred. In the study of

these regularization parameters, we set αi to be the same for all views of data sources

for computational convenience. We then vary αi and λ from {0.001, 0.01, 0.1, 1, 10}.

Figure 2.3 shows the AUC value by using a grid-based search algorithm. FRMSL is

relatively stable over a wide range of both λ and αi, and a relatively high AUC can

be achieved when λ is within [0.1, 1] and αi is inside [0.01, 0.1].
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Figure 2.3: Parameter studies by grid-based search algorithm.

2.4.4 Results on an Independent Test Dataset

We also tested the four approaches for drug repositioning on an independent test set

released recently [Mart́ınez et al., 2015]. The drug-disease relationships in the new

dataset were obtained mainly from recent literatures and KEGG database. After re-
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moving the repetitive drug-disease associations that were already in the gold standard

dataset, 89 new associations were finally retained. We then utilized them to evaluate

the performance of the four different algorithms. The overall results are presented

in Table 2.5. Overall, the results on this independent dataset are not as good as

the results obtained from cross-validation experiments using the gold standard data

set. Nevertheless, FRMSL still outperforms all other methods, which is consistent

with ealier cross-validation results. On the other hand, TH HGBI achieves slightly

better results than MBiRW. The KronRLS without imputation still performs the

worst. Overall, results on the independent dataset has demonstrated that FRMSL is

a promising method for novel drug-disease predictions.

Table 2.5: The AUC values on an independent dataset for FRMSL, MBiRW,
TH HGBI, KronRLS.

Framework AUC value
FRMSL 0.8526
MBiRW 0.8317
TH HGBI 0.8405
KronRLS 0.7810

2.4.5 Case Studies

In addition to previous experiments, we further applied FRMSL on all collected data

to identify novel drugs for some complex human diseases [Wang et al., 2014]. In

this study, we focused our analysis on the five diseases: Non-small-cell lung can-

cer (NSCLC, OMIM:211980), Alcohol dependence (AD, OMIM:103780), Small-cell

lung cancer (SCLC, OMIM: 182280), Human immunodeficiency virus type 1 (HIV-1,

OMIM:609423) and Leukemia (LA, OMIM: 608232). Among the five diseases, two of

them, HIV-1 and LA had no known drugs in the training data. For NSCLC disease,

only one known drug, Doxorubicin (DB00997), had been recorded in training dataset.

There were six known drugs (Disulfiram (DB00822), Ondansetron (DB00904), Citalo-

pram (DB00215), Chlordiazepoxide (DB00475), Acamprosate (DB00659), Naltrexone
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Figure 2.4: Case study results: a subnetwork consists of five diseases and the top 10
predicted drugs for each of the diseases. Drug nodes (blue) and disease nodes (red) are
connected by different types of edges (drug-drug edges: blue; disease-disease edges:
red; drug-disease edges: black).
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Table 2.6: The top 10 novel predictions for NSCLC

Rank Drug Drugbank ID

1 Methotrexate DB00563
2 Cisplatin DB00515
3 Bleomycin DB00290
4 Vincristine DB00541
5 Teniposide DB00444
6 Vinblastine DB00570
7 Carmustine DB00262
8 Etoposide DB00773
9 Mitoxantrone DB01204
10 Paclitaxel DB01229

(DB00704)) that can treat AD disease and five known drugs (Cisplatin (DB00515),

Topotecan (DB01030), Teniposide (DB00444), Methotrexate (DB00563), Etoposide

(DB00773))for SCLC disease. We then applied our FRMSL framework to predict

novel drug-disease associations that were not recorded in the training dataset. For

each disease, the top 10 ranked predictions are presented in Tables 2.6-2.10. The

corresponding drug-disease sub-network consisting of the five diseases and their top-

10 drugs is shown in Figure 2.4. We further manually searched PubMed to see if

any literature supporting our top-10 predictions. Interestingly, many of the pre-

dictions can be found in the literature. For example, three of ten drugs predicted

for NSCLC can be found in the literature: Cisplatin (PMID: 23349823), Etopo-

side(PMID: 28137739) and Paclitaxel (PMID: 28304139). For Alcohol dependence,

Topiramate (PMID: 28319159) and Gabapentin (PMID: 25969570) have been tested

in clinical trials. For SCLC, Vinorelbine and Ifosfamide have been compared with

an exist drug (Cisplatin) in terms of safety and efficacy (PMID: 23167406). For the

diseases with no known drugs in the training data LA and HIV-1, Methadone (PMID:

23633472) and Atazanavir (PMID: 18722869) were used to treat the two diseases, re-

spectively. The results further demonstrate the effectiveness of FRMSL in predicting

novel indications of drugs.

39



CHAPTER 2. HETEROGENEOUS NETWORK FOR DRUG REPOSITIONING

Table 2.7: The top 10 novel predictions for AD

Rank Drug Drugbank ID

1 Primidone DB00794
2 Gabapentin DB00996
3 Nortriptyline DB00540
4 Clonidine DB00575
5 Venlafaxine DB00285
6 Clonazepam DB01068
7 Topiramate DB00273
8 Phenobarbital DB01174
9 Risperidone DB00734
10 Leuprolide DB00007

Table 2.8: The top 10 novel predictions for SCLC

Rank Drug Drugbank ID

1 Ifosfamide DB01181
2 Doxorubicin DB00997
3 Bleomycin DB00290
4 Vinblastine DB00570
5 Cytarabine DB00987
6 Carmustine DB00262
7 Mitoxantrone DB01204
8 Goserelin DB00014
9 Capecitabine DB01101
10 Dacarbazine DB00851

Table 2.9: The top 10 novel predictions for LA

Rank Drug Drugbank ID

1 Zonisamide DB00909
2 Fluoxetine DB00472
3 Ropinirole DB00268
4 Methadone DB00333
5 Methamphetamine DB01577
6 Morphine DB00295
7 Fentanyl DB00813
8 Epinephrine DB00668
9 Meprobamate DB00371
10 Tramadol DB00193
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Table 2.10: The top 10 novel predictions for HIV-1

Rank Drug Drugbank ID

1 Gabapentin DB00996
2 Zonisamide DB00909
3 Primidone DB00794
4 Amantadine DB00915
5 Azathioprine DB00993
6 Clonazepam DB01068
7 Risperidone DB00734
8 Haloperidol DB00502
9 Dantrolene DB01219
10 Atazanavir DB01072

2.5 Discussion

Drug repositioning provides a promising alternative for drug discovery. In this article,

we have proposed a novel flexible and robust algorithm based on multi-source learn-

ing to identify new indications for existing drugs. Distinct kernels are constructed

first from multiple data sources to measure the similarities among drugs and among

diseases. Furthermore, we have developed a multi-kernel completion algorithm to

impute missing values by borrowing information from other data sources. We have

also investigated the performance of the proposed algorithm FRMSL by comparing it

with several other network-based drug repositioning methods. Both cross-validation

experiments and the independent test have shown that FRMSL performs the best

among all the tested approaches. Case studies on five human diseases have further

demonstrated its effectiveness in practice.

While the results of FRMSL are promising, the current framework can only as-

sess the relationship between a single drug and a single disease. However, many hu-

man diseases (especially cancers) are extremely complex, involving multiple metabolic

pathways. Therefore, the use of an individual drug, which usually binds to a single

target protein, may not be always effective, for example, due to drug resistance.

Recently, combinatorial drug therapy has been widely used to overcome drug resis-

tance and to treat complex human diseases such as cancers [Greco and Vicent, 2009].
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Drug combinations, consisting of multiple agents, can possibly modulate activities of

distinct signaling pathways simultaneously thus maximizing the therapeutic effect.

For example, chlorpromazine and pentamidine do not show any anti-tumor activities

when used separately in clinical trials, but their combination successfully inhibits

the growth of tumor that is more effective than paclitaxel, a common anti-cancer

chemotherapy drug [Borisy et al., 2003].

We plan to address the drug combination prediction problem by extending our

multiple sources learning framework in the future. One challenge is how to capture

the relationships between multiple drugs and a disease in a graphic model. One

possible solution is to first cluster drug compounds into different communities ac-

cording to drugs’ properties alone. These communities will be treated as one unit in

evaluating their relationships with diseases. Another challenge in drug combination

prediction is the administration of optimal doses of different components in treating

diseases. It is known that different drug ratios can highly influence the kinetics of

drugs [Borisy et al., 2003] and limited training data is available with such information.

Therefore, wet lab experimental test is an essential step to validate computational

predictions, which cannot be achieved without collaborations with investigators with

expertise in clinical medicine and drug discovery.

Appendix

In this part, we provide the detailed proof of Theorem 1 in Sec 2.3.5, following similar

ideas in previous work [Lee and Seung, 2001, Liu et al., 2013b, Ding et al., 2006]. We

first introduce a matrix inequality proposed in [Ding et al., 2006].

Lemma 2. For any symmetric matrices A ∈ R+
n×n , B ∈ R+

k×k, S ∈ R+
n×k and
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S ′ ∈ R+
n×k, the following inequality holds [Ding et al., 2006]:

∑
ik

(AS′B)ikS
2
ik

S′ik
≥ Tr(STASB)

Proof of Theorem 1 in Sec 2.3.5.

Proof. We define J(G(i)) as the sum of all the terms in the objective function in Eq.

(2.6) that consist of G(i) .

J(G(i)) =− 2Tr(W (i)TW (i)K(i)G(i)G(i)T ) + Tr(W (i)G(i)G(i)TG(i)G(i)TW (i)T )

+ αiTr(W
(i)G(i)G(i)TW (i)T )− 2αiTr(G

∗TW (i)TW (i)G(i))

(2.14)

We need to find an auxiliary function Z for J(G(i)). In other word, Z(G(i), G′(i)) needs

to satisfy the following conditions Z(G(i), G′(i)) ≥ J(G(i)) , Z(G(i), G(i)) = J(G(i)) and

Z(G(i), G′(i)) is a convex function of G(i). Therefore, the local optima will become the

global optima.

According the inequality z ≥ 1 + logz, we have

Tr(W (i)TW (i)K(i)G(i)G(i)T ) =
∑
pqr

(W (i)TW (i)K(i))prG
(i)

rqG
(i)

pq

≥
∑
pqr

(W (i)TW (i)K(i))prG
′(i)

rqG
′(i)

pq

(
1 + log

G(i)
rqG

(i)
pq

G′(i)rqG′(i)pq

) (2.15)

Similarly,

Tr(G∗TW (i)TW (i)G(i)) =
∑
pqr

(G∗TW (i)TW (i))prG
(i)

rq

≥
∑
pqr

(G∗W (i)W (i))prG
′(i)

rq

(
1 + log

G(i)
rq

G′(i)rq

) (2.16)
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According to the inequality introduced in Lemma 2, we have

Tr(W (i)G(i)G(i)TG(i)G(i)TW (i)T ) = Tr(G(i)G(i)TW (i)TW (i)G(i)G(i)T )

≤
∑
rq

(W (i)TW (i)G′(i)G′(i)
T

)rq(G
(i)G(i)T )

2

rq

(G′(i)G′(i)
T

)rq

(2.17)

and

Tr(W (i)G(i)G(i)TW (i)T ) = Tr(G(i)TW (i)TW (i)G(i)) ≤
∑
rq

(W (i)TW (i)G′(i))rq(G
(i))

2

rq

(G′(i))rq
(2.18)

With the inequalities from Eq. (2.15-2.18). We can define an auxiliary function

Z(G(i), G′(i)) for J(G(i)) as following

Z(G(i), G′(i)) = −2
∑
pqr

(W (i)TW (i)K(i))prG
′(i)

rqG
′(i)

pq

(
1 + log

G(i)
rqG

(i)
pq

G′(i)rqG′(i)pq

)

+
∑
rq

(W (i)TW (i)G′(i)G′(i)
T

)rq(G
(i)G(i)T )

2

rq

(G′(i)G′(i)
T

)rq
+ αi

∑
rq

(W (i)TW (i)G′(i))rq(G
(i))

2

rq

(G′(i))rq

−2αi

∑
pqr

(G∗W (i)W (i))prG
′(i)

rq

(
1 + log

G(i)
rq

G′(i)rq

)
(2.19)

As we can see Z(G(i), G′(i)) ≥ J(G(i)) and Z(G(i), G(i)) = J(G(i)). We can then obtain

the Hessian matrix ∇2
G(i)Z(G(i), G′(i)) � 0 using a similar idea in [Ding et al., 2006].

We omit the details.
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Chapter 3

Heterogeneous Network for Drug

Combinations

3.1 Introduction

Complex human diseases, such as neurological disorders and cancer, usually involve

multiple genes, diverse metabolic pathways, and complex biological processes. Tra-

ditional single-drug based treatments are not capable of effectively treating complex

human diseases because the majority of drugs are developed to target specific proteins

[Barretina et al., 2012, LoRusso et al., 2012, Foucquier and Guedj, 2015, Hu, 2018,

Hu et al., 2015]. As an alternative approach, multi-target treatments such as drug

combinations, which refer to the use of multiple medications simultaneously to treat

a disease, can potentially improve therapeutic efficacy due to drug synergistic ef-

fect, an exaggerated response over and beyond additive effects [Lehár et al., 2009,

Tsigelny, 2018]. There exist many successful combinatorial therapies in treating com-

plex diseases. For example, Pentamidine and Chlorpromazine show no anti-tumor

activities when uses individually, but their combination inhibits tumor growth more

effectively than Paclitaxel, an anti-cancer chemotherapy drug [Borisy et al., 2003].
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Metformin and Glyburide are both indicated for type 2 diabetes but with differ-

ent mechanisms: Metformin increases insulin secretion while Glyburide reduces in-

sulin resistance. Their combination can thus improve therapeutic efficacy due to

their compensatory mechanisms [Bokhari et al., 2003]. In addition, drug combina-

tions often use FDA-approved drugs and their toxic properties and adverse side

effects are thus well studied, and they could be directly used safely by patients

without significant risks [Borisy et al., 2003, Foucquier and Guedj, 2015]. Synergis-

tic therapeutic effect, toxicity reduction, and insusceptible to resistance make com-

binatorial therapies appealing, especially for the development of personalized cancer

medicines [Tsigelny, 2018].

Despite the beneficialness of combinatorial therapies, many effective drug com-

binations are found based on clinical experiences or the test-and-trial strategy. The

underlying molecular mechanisms of drug synergies are mostly unclear. Traditional

high-throughput screening can be performed to identify potential drug combinations

[Lehár et al., 2009], but systematic combinatorial in vitro screening remains time-

consuming and expensive due to the large combinatorial space of potential combina-

tions. Consequently, researchers have attempted to develop machine learning meth-

ods for systematic identification of drug combinations [Tsigelny, 2018]. Existing work

mainly collects rich drug-related data (e.g., chemical structures and drugs’ target pro-

files) or disease-related data (disease-specific pathways and disease genes), and discov-

ers drug synergy through supervised learning methods [Pang et al., 2014], network-

based models [Huang et al., 2014], and deep learning techniques [Zitnik et al., 2018]

(see related work in Section 3.2). However, many successful models have studied drug-

related information or disease-related information independently, very few methods

attempt to combine these two sources of information. Indeed, the goal of understand-

ing drug synergy is to treat diseases effectively. To model how drug combinations work

in disease pathway, we should consider both information of drugs and diseases at the
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?

Drug Pair Node

Disease Node

Intra Similarity

Interaction Link

Miss Link

Figure 3.1: A two-layer heterogeneous network for drug combinations, which consist-
ing of drug-pair nodes, disease nodes and edges within and between the two layers.
The goal of M CDC is to predict the missing link across the network.

same time.

In this work, we propose a novel Multi-source learning algorithm for Computational

Drug Combination (MCDC) that seamlessly integrates drug-related and disease-

related information into a unified framework. Our goal aims to answer the clinical

question: which drug pairs could treat which diseases effectively. We investigate

the utility of heterogeneous networks to achieve our goal. Our two-layer heteroge-

neous network consists of two different types of nodes: drug-pair nodes and disease

nodes (Figure 3.1). The edges between the same type of nodes are constructed in

the form of kernel functions that represent similarity measurements. The edges be-

tween different types of nodes across the two layers are constructed based on existing

knowledge of drug combinations and diseases. Unlike most existing heterogeneous

networks [Mart́ınez et al., 2017], the drug layer of our network is unique since it con-

tains pairs of drugs.

In addition to the network topology, there exist many valuable data sources de-

scribing both drugs and diseases, such as drug chemical structures, drugs’ target

proteins, and disease phenotypes. We further define novel interactions or similarities
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within and across layers (e.g., edge weights) according to these rich data sources. By

doing so, our network is able to identify more meaningful drug combinations that align

more closely with existing medical knowledge. With these definitions, it is not sur-

prising that many current heterogeneous network algorithms [Mart́ınez et al., 2017]

can be directly applied to our network. The prediction of drug combinations thus can

be formulated as a missing link prediction problem across this two-layer network. A

unique characteristic of this framework is that it automatically incorporates both drug

information and disease context simultaneously. To address the problem of missing

data, we further adopt the idea of multi-view learning [Liu et al., 2013b] by enforcing

a common low-rank representation for all views, e.g., drugs’ views through collective

matrix factorization. Intuitively, missing entities in one view can be inferred by bor-

rowing information from other views. The experiment results demonstrate MCDC

can successfully predict drug synergies for different diseases with reasonable accu-

racy. In a nutshell, MCDC provides a feasible way to integrate multiple omics data

to analyze drug synergies in large-scale.

3.2 Related work

Current computational approaches for drug combinations can be roughly categorized

into two groups: drug-oriented and disease-oriented [Foucquier and Guedj, 2015].

Drug-oriented approaches, which mostly only utilize drug-related data, could pre-

dict potential drug combinations in large-scale [Zhao et al., 2011, Iwata et al., 2015,

Chen et al., 2016, Li et al., 2015b, Zitnik et al., 2018, Pang et al., 2014, Xu et al., 2017,

Chen and Li, 2019f]. For example, Xu et al. extracted features involving biological

and chemical information for each drug combination, and then predicted drug syner-

gistic scores by using a stochastic gradient boosting algorithm [Xu et al., 2017]. Iwata

et al. applied a logistic regression to predict beneficial drug combinations by using
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drug efficacy and target profiles [Iwata et al., 2015]. Li et al. proposed a probability

ensemble approach for the analysis of both the efficacy and adverse effects of drug

combinations [Li et al., 2015b]. Recently, Zitnik et al. developed a graph convolu-

tional neural network for drug combinations by incorporating a multi-modal graph of

protein-protein interactions, drug-protein target interactions, and the polypharmacy

side effects [Zitnik et al., 2018]. However, one drawback of drug-oriented approaches

is that the disease contexts are not considered in their frameworks. In precision

medicine, it is particularly critical to know which disease(s) the drug combinations

can treat accurately.

Disease-oriented approaches, on the other hand, infer drug combinations for a

specific disease, relying on disease-related genes or their targets in disease path-

ways [Huang et al., 2014, Jaeger et al., 2017, Iadevaia et al., 2010, Sun et al., 2015,

Preuer et al., 2017]. For instance, Huang et al. prioritized synergistic drug combi-

nations by integrating drug functional networks and disease-specific signaling net-

works [Huang et al., 2014]. Iadevaia et al. identified optimal drug combinations for

breast cancer by utilizing cellular networks [Iadevaia et al., 2010]. Sun et al. com-

bined features of targeting networks and transcriptomic profiles, and validated it on

three types of cancers: human b-cell lymphoma, the breast cancer, and lung ade-

nocarcinoma [Sun et al., 2015]. DeepSynergy, a recent deep learning method, used

both chemical and genomic information to predict synergy scores of drug combina-

tions for cancer cell lines [Preuer et al., 2017]. However, disease-oriented approaches

are applicable only to a specific disease, which can not be easily extended to large-

scale discovery studies across different diseases. Finally, existing methods often suf-

fer from the problem of missing data, which is very common in drug combination

prediction studies when utilizing large-scale genomic data such as gene expression

profiles [Iwata et al., 2015]. Recently, DrugCom[Chen and Li, 2018a], a tensor fac-

torization model, integrated diverse information of drug pairs and disease to infer
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drug combinations. Nevertheless, it is not applicable to novel drug pairs since an

observed tensor needs to be constructed in advance.

The most closely related work to ours includes two recent DREAM challenges

that were launched by the research community to accelerate the understanding of

drug synergy. The first DREAM challenge only focused on a single cancer cell line

(OCI-LY3) and 14 different compounds. Participants were asked to rank the 91 com-

pound pairs from the most synergistic to the most antagonistic [Bansal et al., 2014].

More recently, the second DREAM challenge released around 11.5k experimentally

tested drug combinations measuring cell viability across 85 cancer cell lines for 118

drugs. They also provided both monotherapy and combination therapy drug-response

data, which allowed participants to quantify the degree of drug synergy at an un-

precedented level [Menden et al., 2019]. Nevertheless, the number of drugs in both

DREAM challenges was limited and drugs’ names were anonymous, which prevented

researchers from integrating existing knowledge of drugs’ properties. Moreover, both

challenges relied on drug combination screening on a panel of cancer cell lines, which

might not easily translate into patients’ treatments in the clinic.

3.3 Methods

In this section, we first formulate the computational drug combinations via a two-layer

network. We then introduce a kernel-based algorithm to predict missing links across

two layers of the network. Furthermore, we develop a multi-view learning framework

to impute missing values by integrating multiple data sources.

3.3.1 Problem Formulation

Although drug combinations can consist of more than two drugs leading to a large

combinatorial space, only drug pairs are studied in this work. The drug combinations
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problem can be viewed as a link prediction problem across a two-layer heterogeneous

network. The network consists of two types of nodes (Figure 3.1): drug-pair nodes

and disease nodes. A drug-pair node represents a pair of drugs and a disease node

represents a single disease. In addition, there are three types of edges: edges between

drug-pair nodes, edges between disease nodes, and edges between drug-pair nodes

and disease nodes. The edge weights among the same type of nodes represent their

similarities. An edge between a drug-pair and a disease represents prior knowledge

about the drug-pair in treating the disease: whether it is synergistic or not.

Formally, let P = {(p1
1, p

2
1), (p1

2, p
2
2), . . . , (p1

n, p
2
n)} denote the n drug pair nodes, and

D = {d1, d2, . . . , dm} denote the m disease nodes. Let KP((p1
i , p

2
i ), (p

1
j , p

2
j)) denote

the edge weight between (p1
i , p

2
i ) and (p1

j , p
2
j), and KD(di, dj) denote the edge weight

between di and dj. The goal is to predict the edge weights between drug-pairs and

diseases based on existing training data.

Our network structure is an extension of the structures defined in previous studies

[van Laarhoven et al., 2011, Luo et al., 2016, Chen and Li, 2017a], in which the drug

layer here consists of drug-pair nodes instead of single drug nodes. The heterogeneous

network enables us to tackle the drug combination prediction problem.

3.3.2 Kernel-based Algorithm and Kernel Definitions

Among many link prediction algorithms, we adopt Kernel Regularized Least Squares

(KRLS) algorithm to solve the link prediction problem due to its easy implemen-

tation [van Laarhoven et al., 2011]. Mathematically, the training data set can be

rewritten as S = {(xi, yi) : xi = {(p1
i , p

2
i ), di}}li=1. The goal of the KRLS algorithm is

to find a decision function f : X → Y , which can predict the label f(x) for a given

new sample x, by minimizing the objective function:

argmin
f∈H

1

l

l∑
i=1

(yi − f(xi))
2 + λ‖f‖2H (3.1)
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where ‖f‖2
H is the norm of the decision function on the Hilbert space; l is the num-

ber of training data and λ controls the trade-off between prediction errors and the

complexity of the function. The representer theorem guarantees that Eq. (3.1) has a

closed-form solution [Scholkopf and Smola, 2001]:

f(x) =
l∑

i=1

ciK(x,xi) (3.2)

where c ∈ Rl is a column vector that can be obtained by solving: (K+λI)c = y; I is

the identity matrix and K(·, ·) is a pairwise instance kernel matrix, which measures

the similarity between any two instances.

We define the pairwise instance kernel K(·, ·) based on the guilt-by-association

principle [Altshuler et al., 2000]. We assume that when drug-pairs are similar, they

tend to have similar synergistic on similar diseases with high probability. To be

specific, two instances xi = {(p1
i , p

2
i ), di} and xj = {(p1

j , p
2
j), dj} are similar if their

components are similar, i.e., the drug-pair (p1
i , p

2
i ) is similar to (p1

j , p
2
j) and the disease

di is similar to dj at the same time (Figure 3.2). We thus define pairwise instance

kernel K(xi,xj) that directly combines information from both drug-pairs and diseases:

K(xi,xj) = KP((p1
i , p

2
i ), (p

1
j , p

2
j ))KD(di, dj) (3.3)

where KP measures the similarity of drug pairs (p1
i , p

2
i ) and (p1

j , p
2
j), and KD measures

the similarity of disease di and disease dj. As long as KP and KD are kernels, the

composing kernel K is also a valid kernel. As illustrated in Figure 3.2, we define KP

according to its components:

KP((p1
i , p

2
i ), (p

1
j , p

2
j )) =Kdrug(p1

i , p
1
j ) + Kdrug(p1

i , p
2
j ) + Kdrug(p2

i , p
1
j ) + Kdrug(p2

i , p
2
j )

(3.4)

where Kdrug(·, ·) measures the similarities of two individual drugs.
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Figure 3.2: A model to construct a pairwise instance kernel between {(p1
i , p

2
i ), di} and

{(p1
j , p

2
j), dj} based on the components of the two instances. The composing kernel

K(xi,xj) incorporates information from both drugs and diseases.

3.3.3 Kernels Incorporating Multiple Data Sources

The drug kernel Kdrug and disease kernel KD can be defined in many different ways.

For example, drug-drug similarities can be defined based on their chemical structures

or their target profiles. Exploiting the complementarity among multi-view data is

thus of great importance to understand effect of drug combinations on diseases. In

addition, integration of multi-view data provides a powerful way for missing data

imputation as discussed later.

From multi-view data, we have a set of drug kernels: kdrug = {Kdrug
(1), . . . ,Kdrug

(nd)},

and a set of disease kernels: kD = {KD
(1),KD

(2), . . . ,KD
(md)}, where nd and md in-

dicate the numbers of kernels for drugs and diseases, respectively. The optimal drug

kernel K∗drug and disease kernel K∗D are defined by simple linear combinations of the

individual kernels [Scholkopf and Smola, 2001]:

K∗drug =

nd∑
i=1

ωiKdrug
(i) K∗D =

md∑
j=1

θjKD
(j) (3.5)

The weight ωi and θj can be selected using cross-validation experiments. Alterna-

tively, they can be determined based on prior knowledge of relative importance/reliability

of different data sources.
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Figure 3.3: N kernel matrices {K1, K2, . . . , Kn} constructed from N drug’s (or dis-
ease’s) views. The missing columns or rows in one view could be inferred from other
views that contain relevant information.

3.3.4 Multi-view Kernel Completion

As mentioned earlier, missing data is ubiquitous in large-scale integration analysis.

For example, one can define drug-drug similarities based on their target protein pro-

files. However, not all drugs have target information. When a data point has a

missing at one attribute, the kernel defined based on that attribute will have a com-

plete row and column missing (Figure 3.3). Replacing missing using zeros in kernel

matrices provides computational convenience, but may lead to incorrect predictions

[Iwata et al., 2015, van Laarhoven et al., 2011, Nascimento et al., 2016]. Inspired by

multi-view learning [Bhadra et al., 2017, Liu et al., 2013b, Chen and Li, 2017b], we

propose a collective matrix factorization to impute missing entries by utilizing the

hidden complementary relationships among views.

Given a set of drug (or disease) kernels {K(i) ∈ RN×N : 1 ≤ i ≤ nv} as shown in

Figure 3.3. The idea of MCDC is to jointly factorize all kernel matrices and push all

the low-dimensional representations F(i) towards a consensus matrix F∗ through regu-

larization [Liu et al., 2013b, Chen and Li, 2017b]. The co-training objective function

can be written as:

min
F(i)≥0,F∗≥0

nv∑
i=1

‖K(i) − F(i)F(i)T ‖2F +

nv∑
i=1

αi‖F(i)P(i) − F∗‖2F (3.6)

where F(i) ∈ RN×r is the low-dimensional representation for K(i). F∗ ∈ RN×r
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is the consensus latent representation shared by all views. The second term is a

measure of inconsistency between F(i) and F∗, and αi controls its relative degree

of inconsistency. P(i) can be regarded as a scale matrix for F(i) since different

views might not be comparable at the same scale. It can be defined as: P(i) =

Diag(
∑

u F
(i)
u,1,
∑

u F
(i)
u,2, . . . ,

∑
u F

(i)
u,t) as suggested by [Liu et al., 2013b]. Moreover,

the non-negativity on F(i) and F∗ improves interpretability of data [Lee and Seung, 2001].

We solve the optimization problem with the objective function in Eq. (3.6) using

an alternating scheme, which iteratively minimizes the objective function with re-

spect to one variable while fixing the remaining variables [Lee and Seung, 2001]. The

solution of Eq. (3.6) is given as:

F(i)
pq ← F(i)

pq

√√√√ (2K(i)F(i) + αiFP(i)T )pq

(2F(i)F(i)TF(i) + αiF(i)P(i)P(i)T )pq

(3.7)

F∗pq ← F∗pq

√(∑nv
i=1 αiF(i)P(i)

)
pq

nvαiF∗pq
(3.8)

We alternatively update F(i) and F∗ until convergence. The convergence can be

proved by using the auxiliary function approach [Lee and Seung, 2001]. The opti-

mization algorithm as well as proof details of convergence can be derived like Ap-

pendix in Chapter 2. After obtaining the F(i), the kernel K(i) can be completed by

K(i) = F(i)F(i)T . The complete kernel matrices can then be used in the composite

kernels in Eq. (3.3) and Eq. (3.4).
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3.4 Experiments and Results

3.4.1 Dataset

To evaluate the proposed MCDC model on real-world datasets, we first download

the known drug combinations and their effects on diseases from a comprehensive

drug combination database called DCDB1. In this study, we mainly focus on drug

combinations that only consist of two drugs. In total, 786 pairs of drugs are labeled

as ”Efficacious”, each pair treating with one or more diseases. Diseases in DCDB

are encoded by the international classification of diseases system (ICD-10-CM). The

disease IDs coded in ICD-10-CM can be mapped to their corresponding OMIM2

phenotype terms [Garcia-Albornoz and Nielsen, 2015]. Finally, 3556 positive samples

in schema 〈(drug1, drug2), disease〉 are obtained in the experiments, which involves

759 individual candidate drugs and 751 diseases.

Additional information about drugs including drug chemical structures, drug tar-

get information (e.g., target protein names, sequences, structures, and annotations),

and drug-ligand binding sites are collected from multiple public databases including

DrugBank 3, Uniprot 4, and PDB 5. Information of disease genes was then obtained

from the OMIM database.

Following several previous studies [Nascimento et al., 2016, Gottlieb et al., 2011,

Chen and Li, 2017a, Yu et al., 2014, Zheng et al., 2013], we define four drug-drug

similarity kernels and three disease-disease similarity kernels. The four drug-drug

kernels are following: Drug chemical structures, Drug-target protein sequences, Tar-

get GO annotations, Drug-target binding sites. For diseases, we include three types

of disease-disease similarity scores that are based on Phenotype similarity, HPO

1http://www.cls.zju.edu.cn/dcdb/
2https://www.omim.org/
3https://www.drugbank.ca/
4https://www.uniprot.org/
5https://www.rcsb.org/
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similarity, DO similarity.

The statistics of each view of drugs and diseases are list in Table 3.1. From Table

3.1, we observe that each view suffers from different level of missing data. Incorpo-

rating multiple sources thus provides compatible and complementary information.

Table 3.1: The statistics of each different view of drugs (number: 779) and diseases

(number:751).

Drug View Number Disease View Number

Drug Chemical Structure 665 Disease Phenotype 418

Ligand Binding Site 444 HPO term 621

Target GO term 518 DO term 384

Target Sequences Profiles 518

3.4.2 Correlations among Different Data Sources

We next assess the correlations among different heterogeneous sources of drugs (or

diseases) to have a better understanding on the validity of imputing missing data in

one source by borrowing information from other sources. For drugs, previous studies

have shown that drugs with similar chemical structures tend to have similar target

profiles [Bleakley and Yamanishi, 2009, Huang et al., 2014, Nascimento et al., 2016].

The relationships between drugs’ chemical structures and their ligand binding sites

have also been investigated [Xie et al., 2009]. Here, we evaluate pairwise relationships

among drugs’ chemical structures, target proteins (both protein sequences and GO

terms), and drug-ligand binding sites. We first choose these instances from the DCDB

dataset with complete information from all the four features, which results in 73, 827

data points. Figure 3.4 shows the scatter plots of pairwise relationships of different

features of drugs (first 6 subplots).

The pairwise correlation coefficients are also calculated as follows: 0.346 (chemical

structures vs. target sequences), 0.304 (chemical structures vs. drug-ligand binding
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Figure 3.4: The pairwise scatter plots showing correlations among different views of
drugs (top-6 subplots) and diseases (bottom-3 subplots).

sites), 0.245 (chemical structures vs. target GO terms), 0.876 (target sequences vs.

drug-ligand binding sites), 0.633 (target GO terms vs. target sequences) and 0.599

(target GO terms vs. drug-ligand binding sites). All of the correlation coefficients are

positive and statistically significant (t-test, p-value less than 0.0001), indicating the

strong correlations among those multiple heterogeneous sources. Similar analysis can

be applied to diseases’ data sources. Their correlation coefficients are: 0.509 ( disease

phenotypes vs. HPO terms), 0.351 (disease phenotypes vs. DO terms), and 0.295

(HPO terms vs. DO terms), respectively. The encouraging results suggest that one

can impute missing values from different data sources, as proposed in MCDC model.
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3.4.3 Experimental Design

To our knowledge, very few existing methods can directly predict the drug combi-

nations for different diseases in a large-scale. However, with our new definition of

network topology (Figure 3.1) and its interactions in E.q (3.3)-(3.5), many link pre-

diction algorithms [Mart́ınez et al., 2017, Shi et al., 2017] can be seamlessly mapped

to solve drug combination problem. We mainly compared the proposed MCDC model

with other four similarity-based methods:

• KRLS, a kernel-based algorithm that is similar to MCDC but without missing

data imputation [van Laarhoven et al., 2011].

• Support Vector Machine (SVM), a popular kernel-based supervised learning

models for classification [Scholkopf and Smola, 2001].

• MBiRW, a random walk based algorithm that is used to infer missing links on

a bipartite network [Luo et al., 2016].

• Graph Regularized Matrix Factorization (GRMF), matrix factorization meth-

ods that uses graph regularization to learn low-rank representations for drugs

and targets [Ezzat et al., 2017].

The area under the receiver operating characteristic curve (AUC) and the area

under the precision recall curve (AUPR) are used to assess the performance of different

methods.

We set the regularized parameter λ = 1 in Eq. (3.1) for both MCDC and KRLS.

For the kernel weight parameters in Eq. (3.5), we choose their values based on prior

knowledge. Among the four features defining drug similarities, we give higher weights

for similarities defined based on drug chemical structures and drugs’ target binding

sites. It is well known that the chemical structure of a drug is critical in deter-

mining the binding of the drug with its targets. The importance of drug chemical

59



CHAPTER 3. HETEROGENEOUS NETWORK FOR DRUG COMBINATIONS

0 0.2 0.4 0.6 0.8 1

False positive rate
(a)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

T
ru

e 
po

si
tiv

e 
ra

te

AUC

MCDC
MBiRW
GRMF
KRLS
SVM

0 0.2 0.4 0.6 0.8 1

Recall
(b)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
re

ci
si

on

AUPR

MCDC
MBiRW
GRMF
KRLS
SVM

Top predictions

Top-5 Top-10 Top-15

(c)

0

100

200

300

400

500

600

700

800

900

N
um

be
r 

of
 c

or
re

ct
 a

ss
oc

ia
tio

ns

MCDC
MBiRW
GRMF
KRLS
SVM

Figure 3.5: (a) AUC (a) and (b) AUPR curves of drug combinations associated with
diseases predicted by five different approaches; (c) Number of correctly retrieved
known drug pairs for disease associations with various rank thresholds.

structures has long been established in drug design and development (e.g., in quanti-

tative structure-activity relationship (QSAR) studies). Likewise, the local structures

of target protein binding sites are also very important because small drug molecules

primarily bind and interact with their targets locally. Furthermore, a recent study

[Haupt et al., 2013] has found a strong correlation between drug promiscuity and

binding site similarities of their targets. We therefore set the weights for similarities

based on drug chemical structures and target binding sites to be 0.3, and the weights

for similarities based on target protein sequences and GO terms to be 0.2. With

respect to disease-disease similarities, no special reference is given to any of the three

and they all have the same weight of 0.33.

For the proposed MCDC , we assume missing data in different views are ran-

dom and utilize the same regularization parameters for each view’s kernel matrix

( {αi} = 0.01 for both drugs and diseases). The impacts of these parameters are

studied using the grid search algorithm later. For the other three methods, they can

only incorporate information from a single data source, and obviously, cannot impute

missing by borrowing information from other data sources. We thus only include the
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drug chemical structure and disease HPO terms for those four methods respectively

because of least missing ratio in these views. We tune the regularized parameters of

all methods by using cross-validation approach and their optimal performances are

reported in the experiments. To minimize randomness, we randomly select 20% pos-

itive samples as well as an equal amount of unobserved elements as negative samples

to be the test dataset, the rest are served as training dataset. The experiments run

ten times independently and the average results are reported for all methods.

3.4.4 Experimental Results

Figure 3.5 shows the results of different approaches in terms of AUC and AUPR val-

ues. The proposed algorithm MCDC (AUC: 0.931, AUPR: 0.652) consistently outper-

forms all other approaches including SVM (AUC: 0.871, AUPR: 0.521), KRLS (AUC:

0.894, AUPR: 0.583), GRMF (AUC: 0.901, AUPR: 0.622), and MBiRW (AUC: 0.914,

AUPR: 0.631). We have the following observations. First, comparing MCDC with

KRLS, the primary difference between the two is that KRLS replaces missing values

using zeros for computational convenience, which leads to suboptimal results by KRLS

because zeros in similarity matrices indicating two instances are dissimilar. The gain

of MCDC implies that the missing information in one view can be inferred effectively

using other views. Second, SVM’s performance is worse than MCDC, but comparable

to KRLS, further confirming that the gain by MCDC is primarily attributable to the

missing data imputation step using multi-view learning. Third, MCDC also performs

better than MBiRW and GRMF frameworks. The primary difference between the

three is that MCDC considers multiple types of similarities for both drugs and diseases

while MBiRW and GRMF only include one type. The results demonstrate the benefits

of incorporating multiple data sources of drugs and diseases. Previous studies have

found that weak drug-drug similarities and disease-disease similarities provide lit-

tle information for the network inferences [Campillos et al., 2008, Yamanishi, 2014].
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Figure 3.6: (a) The impact of α in drug view; (b) The impact of α in disease view; (c)
and (d) Convergence of Eq. (6) in completing drug and disease kernels, respectively.

The final predictions may thus be incorrect when only including single view of drugs

and diseases. Another noticeable characteristics of MCDC is that on the very left

side of PR curves, MCDC performes much better than other methods, indicating it

achieves much higher precisions for same recall rates.

In addition, we test the top-k candidates by different methods similarly to a recent

study [Luo et al., 2016]. The number of correctly retrieved drug pairs for disease

associations is shown in Figure 3.5(c). For a specified top-ranked threshold, a true

drug pair for a disease association is considered as correctly retrieved if the predicted

ranking of this association is higher than the specified top-rank threshold. Obviously,

MCDC outperforms the other four methods in the top-k prediction.

In summary, with our novel network definition, existing link prediction algorithms

can successfully predict the drug synergy for different diseases with a reasonable ac-

curacy. Also, the performance can be improved by incorporating multi-view auxiliary

information of drugs and diseases, as shown in the proposed MCDC model.

3.4.5 Impact of Parameters

We then study the sensitivity of MCDC for different regularization parameters {αi}

in the data imputation stage. There are two sets of parameters {αi} for drugs and

diseases, respectively. Briefly, parameter αi reflects disagreement between the latent
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factor from view i of drugs (or diseases) and the consensus latent factor. A larger

αi will force this two latent factors closer. We first consider the impact of two sets

of parameters for drugs while fixing the parameters of diseases ({αi} = 0.1). We

further limit the search space by setting αi to be the same for all drug’s views. We

then varied {αi} = α from {0.001, 0.01, 0.1, 1, 10}. As shown in Figure 3.6(a-b),

MCDC is generally stable over a wide range of α for both drug and disease scenarios.

Specifically, a relatively high AUPR can be achieved when αi is between 0.01 and 0.1.

In addition, we study the convergence of Eq. (3.6) in terms of the number of iter-

ations while completing the kernel matrices. Figure 3.6(c) and 3.6(d) shows the value

of the objective function value with respect to the number of iterations. From the

figure, we observe the objective function value decreases steadily with more iterations.

Usually, less than 80 iterations are sufficient for convergence.

3.5 Conclusion

Drug combinations provide a promising strategy for overcoming drug resistance and

can be a great alternative to treat complex human diseases. In this study, we propose

a novel network-based model for systematic prediction of possible drug combinations

for diseases based on multiple incomplete data sources. The proposed framework

not only can take both drug and disease information into account, it also addresses

the data incompleteness in large-scale integration analysis. Extensive experiments

demonstrate that our method has achieved great prediction performance compared

with other similarity-based methods.

A future direction of our work is to include more heterogeneous data, such as

drug-side effect information, gene-expression data before and after drug treatments,

protein-protein interaction networks, and signaling pathways of diseases. We can eas-

ily incorporate such information into our model by introducing a similarity matrix
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for each data source, which may help to uncover the comprehensive mechanisms of

drug synergy. Another future task is to consider the sequence of drug combinations.

Drug synergy may change when two drugs are administrated in different orders. For

example, it was shown that applying drug Cisplatin before Taxol was less effective

in vitro comparing to the alternative order [Rowinsky et al., 1991]. In this case, we

can extend the undirected network to a directed network to address this issue. Fi-

nally, further wet lab experimental testings are needed to validate the computational

predictions.
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Chapter 4

Multi-view Tensor Completion for

Drug Combinations

4.1 Introduction

Although monotherapy has been successful in treating many human diseases, it suf-

fers from some obvious limitations, such as acquired resistance and/or poor efficiency

[Lehár et al., 2009, Borisy et al., 2003]. One of the reasons is that many human dis-

eases are complex, caused by interplay of many factors and regulated by multiple

pathways. Therefore, the use of a single drug, which usually targets a single protein,

is not capable of treating a complex disease effectively. As an alternative approach,

combinatorial drug therapy, which refers to the use of two or more compounds simul-

taneously to treat a disease, could potentially improve therapeutic efficacy due to its

synergistic effect. For example, pentamidine and chlorpromazine show no anti-tumor

activities when being administrated individually, but their combination inhibits tumor

growth more effectively than paclitaxel, an anti-cancer chemotherapy drug. Moreover,

drug combinations often use existing drugs that have been approved by the Food and

Drug Administration (FDA). Therefore, their toxic properties and side effects are
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usually well studied, and their combination could be directly used safely by patients

[Borisy et al., 2003]. Combination therapies, which achieve better efficacy, decrease

toxicity, and reduce drug resistance, have thus become a standard for the treat-

ment of several complex disease. Despite the beneficialness of drug combination ther-

apy, drug pairs were often found in clinic empirically or by coincidence. Traditional

high-throughput screening was useful to identify some drug pairs [Lehár et al., 2009].

However, it is unrealistic to screen all possible drug combinations due to the large

combinatorial space of candidate drug combinations. Therefore, there is a clear need

to develop effective computational approaches for systematic identification of drug

combinations.

Current computational approaches for drug combinations can be roughly catego-

rized into two groups: drug-oriented and disease-oriented. Drug-oriented approaches,

which mostly only utilized drug-related data, could predict potential drug combina-

tions [Zhao et al., 2011, Iwata et al., 2015, Li et al., 2015b, Chen et al., 2019]. For

example, Zhao et al. [Zhao et al., 2011] explored various pharmacological features of

drug pairs, and then ranked their synergistic scores based on these features. Iwata et

al. [Iwata et al., 2015] applied a logistic regression to predict beneficial drug combi-

nations by using drug efficacy and target profiles. However, one limitation of drug-

oriented approaches was that the disease context was not considered. In clinics,

it is critical to know which disease(s) the drug combinations can treat. Disease-

oriented approaches, on the other hand, inferred drug combinations for a specific

disease relying on disease-related genes and targets in pathways [Huang et al., 2014,

Iadevaia et al., 2010]. Huang et al. [Huang et al., 2014] prioritized synergistic drug

combinations by integrating drug functional networks and disease-specific signaling

networks. Iadevaia et al. [Iadevaia et al., 2010] identified optimal drug combinations

for breast cancer by utilizing cellular networks. However, disease-oriented approaches

were applicable only for a specific disease, which could not be easily extended to
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Figure 4.1: Overview of the DrugCom, which utilizes coupled tensor-matrix decompo-
sition to learn the hidden structure of drug×drug×disease relationship and auxiliary
information.

large-scale discovery studies across different diseases. Finally, both drug-oriented

and disease-oriented methods often suffered from the problem of missing data, which

was very common in drug combination prediction studies utilizing large scale ge-

nomic data such as gene expression profiles [Iwata et al., 2015]. To overcome these

limitations, we propose an effective framework DrugCom, which seamlessly integrates

drug-oriented and disease-oriented information into one unified framework. DrugCom

(Figure 4.1) first constructs a primary third-order tensor (i.e., drug×drug×disease)

and several similarity matrices from multiple data sources of drugs (e.g., chemical

structure) and diseases (e.g., disease phenotype). DrugCom then formulates an ob-

jective function that simultaneously factorizes coupled tensor and matrices to reveal

underlying structures of drug-drug-disease interactions. Doing so allows DrugCom

to alleviate the noise and bias contained in each individual data source, therefore to

enhance its overall performance.
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4.2 Problem Definition

Notations. We denote matrices by boldface uppercase letters (e.g., A) and tensors

by boldface caligraphic letters (e.g., X ). Let af denote the f -th column of A. More

notations of tensor can be found in [Kolda and Bader, 2009].

Although drug combinations can consist of more than two drugs leading to a large

combinatorial space, only drug pairs are studied in this work. To be specific, let

C = {c1, c2, . . . , cN} be a set of N candidate drugs and D = {d1, d2, . . . , dM} be a set of M

diseases. The input can be organized as a third-order tensor X of size N ×N ×M (i.e.,

drug×drug×disease), where the entries on first two modes of the tensor correspond to

the N ×N drug pairs, and the third mode holds M different diseases (Figure 4.1). An

entry Xijk = 1 denotes the fact that drug pair (ci, cj) can treat disease dk. Otherwise,

the entries are set to 0. In practice, we can only observe parts of the tensor X . We

denote this partially observed tensor as O.

We define the drug combination problem as follows: given a set of diseases M and

a set of drug pairs N × N with partially observed interactions between diseases and

drug pairs in O, our purpose is to predict whether a potential drug pair can treat a

certain disease di or not. In other words, the goal of drug combination prediction is

to solve the Full Tensor Recovery problem to obtain X .

Problem 1. Full Tensor Recovery. Given a set of drugs and diseases with only

partial observed drug combination treatments (i.e., O), how to recover the full tensor

X in order to obtain new drug combination indications?

In general, tensor O is very sparse with a large number of unknown entries. Many

studies have shown that in such a case, drug combination predictions can be improved

by incorporating additional information from drugs and diseases [Narita et al., 2012,

Chen and Li, 2017b, Cao et al., 2017, Ge et al., 2016]. In addition to the main tensor

O, there exist many additional data sources for both drugs and diseases, such as
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drug chemical structures, drugs’ target proteins, and disease phenotypes, representing

different views of drugs and diseases. In most cases, one can further summarize such

data as drug-drug and disease-disease similarity/kernel matrices to be included in an

analysis. Let A = {A(1),A(2), . . . ,A(nc)} denote the similarity matrices constructed from

nc views of drugs, and B = {B(1),B(2), . . . ,B(nd)} denote the similarity matrices from

nd views of diseases, both of which are assumed symmetric and non-negative. One

great challenge in incorporating multiple heterogeneous data from different sources

is data missingness. Because of the nature of data collection (e.g., different datasets

were generated by different labs for different purposes at different time), it is very

unlikely that all datasets are available for all drugs/diseases. For example, to define

drug-drug similarities based on their target protein profiles, not all drugs have target

protein information. When a data point has a missing at one attribute, the similarity

matrix (or kernel) defined based on this attribute will have a complete row and column

missing (Figure 1).The proposed DrugCom will also solve the second problem.

Problem 2. Incorporating Existing Knowledge. How existing knowledge of

drugs and diseases (i.e., several incomplete similarity matrices from different data

sources) can be used in a principled way to alleviate the noise and missing informa-

tion?

DrugCom solves above two problems simultaneously by factorizing the main tensor

together with multi-view side information in a unified framework. By incorporating

existing knowledge of drugs and diseases, DrugCom can effectively identify top drug

pairs for each disease.
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4.3 Our DrugCom

4.3.1 Recover the Main Tensor

We use tensor factorization to solve the first problem. Let X denote the drug-drug-

disease tensor of size N×N×M described in before. DrugCom simultaneously decom-

poses all the disease slice Xk (shorthanded of X (:, :, k) ) of X (the third mode) using

a rank-r factorization:

Xk ≈ UṼkU
T , for k = 1, . . . ,M (4.1)

where Xk ∈ RN×N is symmetric and contains all drug pair for disease dk, U ∈ RN×R con-

tains the latent-component representation of drugs shared by all diseases, Ṽk ∈ RR×R is

diagonal and denotes the latent factor only for disease dk, R is a user-defined parame-

ter that specifies the number of latent factors. Eq. (4.1) can be interpreted as network

clustering of drug pairs in the disease domain by the symmetric matrix factorization

approach [Ding et al., 2005]. In particular, by requring the same drug latent factor

U, DrugCom simultaneously decomposes the drug-drug networks across all diseases.

We further point out that there is a connection between Eq. (4.1) and INDSCAL fac-

torization [Kolda and Bader, 2009], a special case of CP model for third-order tensors

that are symmetric in two modes, which is shown in Lemma 3 (the proof is omitted).

Lemma 3. Equation (4.1) is equivalent to the INDSCAL factorization X ≈
∑R

r=1 ur◦

ur ◦ vr = JU,U,VK with factor matrix V(k, :) = diag(Ṽk), where J·K is a shorthand

notation of the sum of rank-one tensors.

Lemma 3 establishes the equivalence of the objective function in Eq. (4.1) with

the CP “slice-wise” model. This equivalence implies that minimizing the objective

function in Eq. (4.1) can be achieved by executing the CP decomposition on the

tensor X without optimizing the k independent objective functions in Eq. (4.1), which

provides an efficient algorithm to handle large datasets.
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4.3.2 Model Side Information

To utilize existing knowledge of drugs and diseases, we use matrix factorization to

learn multiple incomplete kernel matrices from multiple datasets [Chen and Li, 2017b].

The key idea is to factorize all views of drugs (diseases) into similar latent factors.

Because all the views representing the same entities, they should share some common

latent structures. Doing so allows DrugCom to alleviate the noise and missing data

contained in each individual data source. Formally, to learn a common underlying

latent structure from multiple views of drugs A = {A(1),A(2), . . . ,A(nc)}, the objective

function is

J (U(i),U∗) =

nc∑
i=1

(‖A(i) −U(i)U(i)T ‖2F + ‖U(i)Q(i) −U∗‖2F ) (4.2)

where U(i) ∈ RN×R is the drug latent factor for ith view, and U∗ ∈ RN×R is the con-

sensus drug latent structure shared by all views. The first term is the decomposition

of each view and the second term is a measure of inconsistency between U(i) and

U∗. The matrix Q(i) = diag
(∑

τ U
(i)
τ,1,
∑
τ U

(i)
τ,2, . . . ,

∑
τ U

(i)
τ,R

)
is a scale matrix for U(i)

because different views might not be comparable at the same scale when factorizing

together [Chen and Li, 2017b]. A joint factorization for all views of diseases can be

defined similarly. We leave the details in the unified model.

4.3.3 DrugCom: Optimization Formulation

To combine the tensor decomposition model in Eq. (4.1) with the matrix factorization

model in Eq. (4.2), we need to understand the relationship between the drug latent

factor U in Eq. (4.1) and the consensus drug latent factor U∗ in Eq. (4.2) first.

In general, the drug pairs in tensor X can also be regarded as one view of drugs’

characteristics, indicating drugs’ mechanism of action when treating different diseases.

Therefore, it’s expected that U and U∗ should be close to each other because both

of them reflect properties of the same drugs. To combine the objective functions of
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Eq. (4.1) and Eq. (4.2), we require the two drug factor matrices to be the same. By

incorporating disease information as well, we obtain a unified framework, DrugCom,

for simultaneous learning of the tensor and similarity matrices from multiple data

sources:

min
X ,U,V,U ,V

{Φ(X ,U,V,U ,V )} , s.t. W ∗ X = O (4.3)

where W is a weight tensor with same size as X and Wijk = 1 if Xijk is observed;

otherwise 0. And

Φ = ‖X − C‖2F︸ ︷︷ ︸
Factorization error

+

nc∑
i=1

αi(‖A(i) −U(i)U(i)T ‖2F + ‖U(i)Q(i) −U‖2F )︸ ︷︷ ︸
Multiple side information of drugs

+

nd∑
j=1

βj(‖B(j) −V(j)V(j)T ‖2F + ‖V(j)P(j) −V‖2F )︸ ︷︷ ︸
Multiple side information of diseases

C = JU,U,VK ∈ ΩC︸ ︷︷ ︸
INDSCAL factorization

, ΩC = ΩU × ΩU × ΩV

U,U(i) ∈ [0,+∞)N×R︸ ︷︷ ︸
Nonnegative

; V,V(j) ∈ [0,+∞)M×R

The scale matrix P(j) for V(j) can be defined in the same way as Q(i) before and Ω·

denotes the variable domains. The weight parameter αi and βj represent the relative

strength of i-th view of drugs and j-th view of diseases, i.e., how important A(i) and

B(j) are in shaping the decomposition of the tensor. The non-negativity constraints

on the drug’s and disease’s latent factors can lead to more interpretable and intuitive

results [Kolda and Bader, 2009].

4.3.4 DrugCom: Optimization Algorithm

Many techniques have been proposed to solve the nonnegative tensor optimization

problem by the multiplicative update rules [Welling and Weber, 2001]. However, the

non-negativity constraints may bring significant computational burden with slow con-
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vergence and complicate the development of parallel algorithms to compute large

datasets. Also the INDSCAL model in Eq. (4.3) is not as well understood since its

factorization is symmetric [Kolda and Bader, 2009]. In this paper, we propose two

optimization algorithms. The first one is based on the scaling multiplicative update

rules [Welling and Weber, 2001], denoted as DrugCom-MU (The solution is omitted).

A known issue with DrugCom-MU is its low convergence rate. We therefore

further develop a more efficient algorithm based on Alternating Direction Method of

Multipliers (ADMM), a distributed optimization algorithm that has been shown to

perform very well for large-scale tasks [Boyd et al., 2011].

Re-formulation

The objective function Φ in Eq. (4.3) is non-convex w.r.t. U, V, U(i), and V(j) all

together and it involves fourth-order term w.r.t U, U(i), V(j) , which is hard to optimize

directly. Using the variable splitting technique, let S = U, C(i) = U(i) and D(j) = V(j),

we obtain an equivalent form of Φ as follows:

Ψ = ‖X − JU,S,VK‖2F +

nc∑
i=1

αi(‖A(i) −C(i)U(i)T ‖2F + ‖U(i)Q(i) −U‖2F )

+

nd∑
j=1

βj(‖B(j) −D(j)V(j)T ‖2F + ‖V(j)P(j) −V‖2F )

The optimization function in Eq. (4.3) can then be reformulated:

min {Ψ(X ,U,S,V,U ,V )}

s.t. S = U,S ∈ ΩU, W ∗ X = O

C(i) = U(i), i = 1, . . . , nc

D(j) = V(j), j = 1, . . . , nd

(4.4)

where S, C = {C(1), . . . ,C(nc)} and D = {D(1), . . . ,D(nd)} are the auxiliary variables with

respect to U, U = {U(1), . . . ,U(nc)} and V = {V(1), . . . ,V(nd)}.
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Optimization Scheme

The partial augmented Lagrangian function for Eq. (4.4) is

L = Ψ + 〈F,S−U〉+
ρ

2
‖S−U‖2F +

nc∑
i=1

(〈Y(i),C(i) −U(i)〉+
η

2
‖C(i) −U(i)‖2F )

+

nd∑
j=1

(〈Z(j),D(j) −V(j)〉+
µ

2
‖D(j) −V(j)‖2F )

(4.5)

where F, Y = {Y(1), . . . ,Y(nc)} and Z = {Z(1), . . . ,Z(nd)} are the Lagrange multipliers.

〈·, ·〉 denotes the inner product of two matrices. {ρ, η, µ} are penalty parameters

and can be adjusted efficiently according to [Lin et al., 2011]. We solve Eq. (4.4) by

successively updating one variable while fixing others until convergence.

Update drug factor U. The terms in the objective function involving U can be

rewritten as

min
U≥0
‖UΠT

t −Xt
(1)‖

2
F +

nc∑
i=1

αi‖U(i)
t Q

(i)
t −U‖2F +

ρt
2
‖U− St −

Ft

ρt
‖2F (4.6)

where Πt = Vt � St, Xt
(1) is the mode-1 matricization of tensor Xt. Setting the

derivatives of Eq. (4.6) w.r.t. U to zero:

Ut+1 = (2Xt
(1)Πt + 2

nc∑
i=1

αiU
(i)Q(i) + ρtSt + Ft)(Π̃t)

−1 (4.7)

where Π̃t = 2ΠT
t Πt + 2

∑nc

i=1 αiI + ρtI. To implement the non-negative condition in Eq.

(4.3), we set the elements of Ut+1 to 0 when they are negative. Similarly, we can solve

the auxiliary variable S by minimizing

min
S∈ΩU

‖SΘT
t −Xt

(2)‖
2
F +

ρt
2
‖S + Ft/ρt −Ut+1‖2F (4.8)

where Θt = Vt �Ut+1, and its closed-form solution is

St+1 = (2Xt
(2)Θt + ρtUt+1 − Ft)(2ΘT

t Θt + ρtI)−1 (4.9)
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Update disease factor V. The terms in the objective function involving V can be

rewritten as

min
V≥0
‖VΞT

t −Xt
(3)‖

2
F +

nd∑
j=1

βj‖V(j)
t P

(j)
t −V‖2F (4.10)

where Ξt = St+1 �Ut+1. Its close-form solution is

Vt+1 = (Xt
(3)Ξt +

nd∑
j=1

βjV
(j)
t P

(j)
t )(ΞT

t Ξt +

nd∑
j=1

βjI)−1
(4.11)

Update drug side information factors U(i). The optimization function for U(i):

min
U(i)≥0

‖A(i) −C
(i)
t U(i)T ‖2F + ‖U(i)Q

(i)
t −Ut+1‖2F +

ηt
2
‖U(i) −C

(i)
t −Y

(i)
t /ηt‖2F (4.12)

Letting the derivatives to be 0, we can get the updating rule

U
(i)
t+1 =(2A(i)TC

(i)
t + 2Ut+1Q

(i)
t

T
+ ηtC

(i)
t + Y

(i)
t )(2C

(i)
t

T
C

(i)
t + 2Q

(i)
t Q

(i)
t

T
+ ηtI)−1

(4.13)

And the updating rule for its auxiliary variable C(i) is

C
(i)
t+1 = 2A(i)U

(i)
t+1 + ηtU

(i)
t+1 −Y

(i)
t )(2U

(i)
t+1

T
U

(i)
t+1 + ηtI)−1 (4.14)

Update disease side information factors V(j). Similarly,

V
(j)
t+1 =(2B(j)TD

(j)
t + 2Vt+1P

(j)
t

T
+ µtD

(j)
t + Z

(j)
t )(2D

(j)
t

T
D

(j)
t + 2P

(j)
t P

(j)
t

T
+ µtI)−1

(4.15)

And the updating equation for its auxiliary variable D(j) is

D
(j)
t+1 = (2B(j)V

(j)
t+1 + µtV

(j)
t+1 − Z

(j)
t )(2V

(j)
t+1

T
V

(j)
t+1 + µtI)−1 (4.16)

Update the Lagrange multipliers F, Y(i) and Z(j). We optimize the Lagrange

75



CHAPTER 4. MULTI-VIEW TENSOR COMPLETION FOR DRUG
COMBINATIONS

multipliers using gradient ascent as:

Ft+1 = Ft + ρt(St+1 −Ut+1)

Y
(i)
t+1 = Y

(i)
t + ηt(C

(i)
t+1 −U

(i)
t+1)

Z
(j)
t+1 = Z

(j)
t + µt(D

(j)
t+1 −V

(j)
t+1)

(4.17)

Update the full tensor X . To perform predictions, Xt+1 is computed iteratively

as follows:

Xt+1 = O +Wc ∗ JUt+1,St+1,Vt+1K (4.18)

where Wc is the complement of W, which is equal to 1−W. The overall procedure is

summarized in Algorithm 1.

Complexity Analysis

In Eq. (4.7) , the complexity for updating U mainly comes from the following ma-

trix operations: O(MN2R) for computing X(1)Πt; O((N + M)R2) for computing ΠT
t Πt

by using property of the Khatri-Rao product (V � S)T (V � S) = VTV ∗ STS; O(R3) for

Cholesky decomposition of Π̃t and O(NR2) for solving the system equation. An anal-

ogous estimate can be derived for updating other variables. Overall, the complexity

of DrugCom is O(MN2R+ (N +M)R2 +R3) in total, noting that R� min(N,M).

4.4 Experiments

4.4.1 Datasets

We first download a dataset from a comprehensive drug combinations database DCDB1

with data schema (drug1, drug2, disease), which reveals that drug1 and drug2 can

be combined together to treat a disease. In total, there are 759 individual drugs,

751 diseases, and 786 pairs of drugs that are labeled as “Efficacious” for one or

1http://www.cls.zju.edu.cn/dcdb/faq1.jsf
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Algorithm 1: DrugCom

Input: O, Ω, R, {A(i)}nc
i=1, {B(j)}nd

j=1, {αi}, {βj}, tol.
1 Initialize U0 , V0, U

(i)
0 , V

(j)
0 randomly, set X0 = O; F0 = Y

(i)
0 = Z

(j)
0 = 0;

ρ0 = η0 = µ0 = 10−7, τmax = 1012, a = 1.15
2 repeat
3 Update Ut+1 and St+1 by Eq. (4.7) and Eq. (4.9)
4 Update Vt+1 and Ft+1 by Eq. (4.11) and in Eq. (4.17)
5 for i← 1 to nc do

6 Update U
(i)
t+1 and C

(i)
t+1 by Eq. (4.13) and Eq. (4.14)

7 Update Y
(i)
t+1 in Eq. (4.17)

8 end
9 for j ← 1 to nd do

10 Update V
(j)
t+1 and D

(j)
t+1 by Eq. (4.15) and Eq. (4.16)

11 Update Z
(j)
t+1 in Eq. (4.17)

12 end
13 Update Xt+1 by Eq. (4.18)
14 Update parameter ρt+1 = min(a ∗ ρt, τmax) (speed up [Lin et al., 2011]).
15 Update parameter ηt+1 = min(a ∗ ηt, τmax).
16 Update parameter µt+1 = min(a ∗ µt, τmax).

17 until ‖Xt+1−Xt‖F
Xt

≤ tol
18 return X

more diseases. Diseases in DCDB are coded using the international classification of

disease system (ICD-10-CM), which can be mapped directly to the OMIM2 disease

phenotypes [Garcia-Albornoz and Nielsen, 2015]. Finally, we can construct a binary

759×759×751 tensor with 3556 positive samples. Existing knowledge about drugs and

diseases are collected from multiple online databases including DrugBank3 for drugs’

chemical structures, SIDER4 for drugs’ side effects, and OMIM for disease pheno-

types. Following several previous studies [Chen and Li, 2017a, Zheng et al., 2013],

we define four drug-drug similarities based on drug’s chemical structures, drug’s side

effects, drug-target profiles, and drug-ligand binding site; three disease-disease sim-

ilarities based on disease’s phenotypes, disease Human Phenotype Ontology (HPO)

terms, and Disease Ontology (DO). The statistics of each view of drugs and diseases

2https://www.omim.org/
3https://www.drugbank.ca/
4http://sideeffects.embl.de/
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are shown in Table 4.1. The data source about drugs’ side effects has the largest

number of missing, with 432 (56.9%) out of the 759 drugs having no side effect in-

formation in SIDER. For other views of drugs and diseases, the missing rate ranges

from 12.3% and 48.8%.

Table 4.1: The statistics of each view of drugs/diseases.

Drug View Number Disease View Number
Chemical Structure 665 Phenotype 418
Side Effects 327 HPO term 621
Binding Site 444 DO term 384
Target Profiles 518

4.4.2 Experiment Design

We compare DrugCom and DrugCom-MU with several state-of-the-art models that

are also based on tensor completion, including (1) CANDECOMP/PARAFAC (CP):

a baseline tensor factorization model without considering any auxiliary information

of drugs or diseases [Carroll and Chang, 1970]; (2) CMTF: a gradient based tensor

completion method by coupling matrix and tensor factorizations [Acar et al., 2011];

(3) TFAI: a tensor analysis method that integrates auxiliary information by within-

mode regularization [Narita et al., 2012]; (4) AirCP: another tensor model that inte-

grates auxiliary information using Laplacian regularization [Ge et al., 2016], and (5)

t-BNE: a symmetric tensor factorization with orthogonality constraints and Laplacian

regularization[Cao et al., 2017].

Notice that the tensor methods CMTF, TFAI, AirCP, and t-BNE can only in-

corporate information from one data source for each entity, and obviously, cannot

impute missing by borrowing information from other data sources. One has to either

only include one data source for each entity, or somehow to combine different data

sources. We have tried both approaches: 1) using one data source with least missing

(chemical structures for drugs and HPO terms for drugs), and 2) using the average
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values from all similarity matrices of each entity. The performances of the four mod-

els using two different ways of incorporating auxiliary information do not show much

differences. Results are only presented for the four models using single data source

with least missing.

Another characteristic of the data is that the original observed tensor is very

sparse with many unobserved elements. With no doubt, a significant majority of

these unobserved elements are actually negative samples. To handle the imbalance of

the positive and negative samples, we randomly select an equal number of unobserved

elements and treat them as negative samples. Therefore we have the same number of

positive and negative samples in the experiments to evaluate the performance of all

the approaches. We then randomly select 80% of total data instances as the training

dataset and the rest of 20% as the test dataset, and evaluate the performance of all the

approaches using Area Under the Precision-Recall curve (AUPR). The dimensionality

of the latent factor in all models is set to 30 (i.e., R = 30) to have a better tradeoff

between computational cost and accuracy. For all the approaches, the regularization

parameters are tuned using cross-validation using the training data alone. For t-BNE,

the parameters β and γ are both set to 0 because the classification information of

drugs or diseases are unknown. The Laplacian regularized terms are both added for

drugs and diseases. For DrugCom and DrugCom-MU, the parameters {αi} and {βj}

are both set to 0.1. The experiments are carried out five times independently and

their average results are reported.

4.4.3 Performance Results

Figure 4.2 shows the Precision-Recall curves of all approaches on the DCDB dataset.

DrugCom (AUPR: 0.821), as well as DrugCom-MU (0.815), clearly outperforms all

other methods (CP: 0.651, CMFT: 0.711, TFAI: 0.704, AirCP: 0.726 and t-BNE:

0.738), showing an improvement of 26.2% to 16.7%. There are several interesting
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observations. First, all methods (CMTF, TFAI, AirCP, t-BNE and DrugCom) that

consider any auxiliary information consistently perform better than CP model, imply-

ing the importance of auxiliary information when data (i.e., the drug×drug×disease

tensor) is sparse. Second, both AirCP and t-BNE have similar objective functions

with Laplacian regularization. The main difference is that t-BNE utilizes a sym-

metric factorization of the tensor. For the drug combination prediction problem,

t-BNF performs better than AirCP, suggesting that symmetric factorization makes

more sense for the drug×drug×disease tensor because the first two modes are sym-

metric. DrugCom also uses a symmetric factorization, which may also contribute to

its superior performance. Third, both DrugCom and DrugCom-MU constantly gain

better performance than CMTF, TFAI, AirCP and t-BNE. One of the main reasons is

that DrugCom and DrugCom-MU incorporate multiple more compatible and comple-

mentary information from multiple data sources, while the others only use one data

source. Finally, the performance of DrugCom and DrugCom-MU is similar, implying

that different optimization algorithms (e.g., ADMM and MU) for solving Eq. (4.5)

are generally consistent with each other. However, as shown in later sections, ADMM

is much more efficient than MU. In summary, DrugCom can effectively predict po-

tential drug combinations based on multiple incomplete data sources and has great

potential to accelerate the development of compound combinations in drug discovery.

Robustness to Missing Data

As shown in Table 4.2, data missing occurs frequently when integrating multiple data

sources. By utilizing multi-view learning, DrugCom can effectively handle missing

data.To further test the robustness of DrugCom, we randomly remove some addi-

tional data points from each individual view of drugs/diseases by 20%, 30% and 40%

(but requiring that information from at least one view is available for each entity

when discarding data). We then perform the tensor methods with ability of incor-
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Figure 4.2: The Precision-Recall curves on DCDB dataset.

porating auxiliary information on these datasets. The results are averaged over five

independent tests. Table III shows that DrugCom performs well even when the miss-

ing rate is as high as 40%. One intuitive interpretation is that the common consensus

latent features of drugs/diseases are stable even with a very high missing rate. On

the contrary, for tensor methods that can only include one data source for each entity,

high missing rates have greater impact on their performance. For example, with 40%

missing ratio, all four approaches incorporating a single auxiliary information source

actually perform worse than the one without using auxiliary information (CP: 0.651).

In summary, DrugCom is resilient to missing data. Therefore it is more generalizable

for real-world applications.

Table 4.2: The AUPR values for all approaches when removing additional data at
rate of 20%,30% and 40%.

Ratio CMTF TFAI AirCP t-BNE DrugCom
20% 0.701 0.672 0.683 0.714 0.801
30% 0.643 0.646 0.675 0.676 0.768
40% 0.617 0.608 0.617 0.624 0.759
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4.5 Conclusion

Drug combination therapies are a promising strategy for overcoming drug resistance

and can be a great alternative to treat complex human diseases. In this paper, we

propose a new tensor model, DrugCom, which can infer beneficial drug combinations

for diseases based on multiple incomplete data sources. We formulate the problem

as an optimization problem and develop an efficient algorithm. Experimental results

on real-world datasets demonstrate the effectiveness and efficiency of the proposed

method.
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Chapter 5

Learning Drug-Target-Disease

Interactions via Tensor

Factorization

5.1 Introduction

Targeted therapies and personalized treatments are the most promising approaches to

treat complex human diseases such as cancer. Clear understanding of drugs’ mech-

anism of actions (MoAs) is a critical step in drug discovery [Hauser et al., 2017].

Traditional high-throughput screening methods are desirable to identify a new drug

against a chosen target (most time a druggable protein) for a special disease. How-

ever, the process has been costly and lengthy. A conservative estimate is that it takes

$ 2.87 billion and more than 10 years to bring a new drug into market [Lindsley, 2014].

On the other hand, statistical and machine learning models provide an alternative

way to accelerate the process of understanding drugs’ MoAs by mining bioinformat-

ics, cheminformatics, and Web data sources [Paul and Dredze, 2013, Li et al., 2015a,

Campillos et al., 2008, Santos et al., 2017, Althouse et al., 2015, Ezzat et al., 2018,
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Araujo et al., 2017]. Learning tasks have been proposed from different angles, such as

exploring drug behaviors [Zitnik et al., 2018, Eguale et al., 2016, Sarker and Gonzalez, 2015],

assessing target activities [Santos et al., 2017, Gonzalez et al., 2007, Radivojac et al., 2013],

and understanding disease models [Zou et al., 2018, Zhang et al., 2017, Perra et al., 2011].

Two of the most prominent formulations among these recent advancements are the

drug-target [Ezzat et al., 2018] prediction and drug-disease prediction, also known as

drug repositioning [Li et al., 2015a]. In these two tasks, researchers have attempted

to collect a variety of omics data from scientific literature and online Web sources, and

discover new interactions between drugs and targets/diseases through different statis-

tical models [Zitnik et al., 2018, Lewis et al., 2011, Chen and Li, 2017a, Ray et al., 2016].

For example, a network-based inference method was proposed to infer new targets for

known drugs by leveraging the drug-target bipartite network [Cheng et al., 2012].

The method Decagon modeled drug polypharmacy side-effect via graph convolu-

tional networks [Zitnik et al., 2018]. Another approach, PREDICT, integrated mul-

tiple drug-drug and disease-disease similarities to infer potential drug-disease interac-

tions [Gottlieb et al., 2011]. Approaches based on multiple kernel learning were devel-

oped to predict drug-target [Nascimento et al., 2016] or drug-disease [Chen and Li, 2017a]

relationships, by integrating additional heterogeneous information sources.

However, despite the obvious connections, most existing work treat drug-disease

and drug-target predictions as two independent tasks, which is viewed as a major

shortcoming. Indeed, the therapeutic effect of drugs on a disease is through their

abilities to bind and to modulate biological targets that involve the disease path-

ways, which in turn promote healthy function of the metabolic system and cure

the disease [Hauser et al., 2017]. Therefore, instead of a binary relationship such as

drug-disease or drug-target, a strong triple relationship drug-target-disease should be

considered to better model their interplay. In addition, the growing availability of new

types of data on the web (Figure 5.1) brings new opportunities to learn a more com-

84



CHAPTER 5. LEARNING DRUG-TARGET-DISEASE INTERACTIONS VIA
TENSOR FACTORIZATION

Medical knowledge on Web Datasets

D
is

ea
se

Target
Drug

Target

Disease

Figure 5.1: Illustration of DTD. Our model jointly explores the drug×target×disease
tensor along with rich existing medical knowledge on the Web.

prehensive relationship among drugs, targets, and diseases [Paul and Dredze, 2013,

Zheng et al., 2013, Nascimento et al., 2016, Chen and Li, 2018a, Althouse et al., 2015,

Araujo et al., 2017]. Incorporating such heterogeneous information can significantly

improve our understanding of the underlying biological processes. For example, joint

analysis of drugs’ chemical structures, drugs’ side-effects, and protein-protein net-

works can improve success rates of finding novel drug-target interactions [Gottlieb et al., 2011,

Zheng et al., 2013, Nascimento et al., 2016].

In this work, we propose a tensor completion method, termed DTD, to model

Drug-Target-Disease interactions, with the help of existing data from the Web. DTD

explicitly learns a third-order drug × target × disease tensor using Tucker Decom-

position [Kolda and Bader, 2009]. In addition, to alleviate the data sparsity issue,

DTD incorporates multiple auxiliary information sources of drugs, targets, and dis-

eases. For example, in Figure 1, in addition to drug × target× disease tensor, there

are rich data on the Web describing drugs (e.g., chemical structures in DrugBank
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and side-effects in SIDER database), targets (e.g., protein sequence in Uniprot), and

diseases (phenotype description in OMIM or KEGG). The tensor and multiple fea-

ture matrices are coupled in the ”drug”, ”target”, and ”disease” mode, respectively.

These feature matrices from Web sources are very useful to learn extra static infor-

mation about each mode of the tensor. Fusing those datasets together can lead to

better interpretations of the complex biological processes. To achieve this goal, DTD

further explores the correlations among the latent matrices from the tensor and these

multiple data sources via a coupled tensor-matrix factorization. This ensures that

knowledge in the tensor aligns more closely with existing medical knowledge of each

of the entities.

Another critical challenge is how to solve the tensor completion problem effectively.

Because of the nonlinear and non-convex orthogonality constraints in the tensor

Tucker model, the solutions of the popular HOSVD and HOOI Euclidean solvers are

not unique, which makes it hard to couple with auxiliary information. Motivated by

the fast growing Riemannian optimization [Absil et al., 2009, Zhang et al., 2016], we

cast the coupled tensor-matrix factorization problem as a nonlinear program with the

factor matrices constrained to the Grassmann manifold. Rather than a special non-

uniqueness solution in Euclidean solvers, DTD obtains an equivalence class of matrices

on Grassmann manifold, which leads to more meaningful subspace representations of

factor matrices and can be well coupled with auxiliary information. Moreover, em-

pirical studies have shown that nonlinear Riemannian solvers are significantly faster

comparing to the Euclidean solvers [Kasai and Mishra, 2016, Zhang et al., 2016].

86



CHAPTER 5. LEARNING DRUG-TARGET-DISEASE INTERACTIONS VIA
TENSOR FACTORIZATION

5.2 Background and Task Description

5.2.1 Tensor Algebra

We follow the notations introduced by Kolda and Bader [Kolda and Bader, 2009].

Tensors are multidimensional arrays that extend the concept of matrices. The or-

der of a tensor is the number of its dimensions, also known as ways or modes. A

fiber is a vector extracted from a tensor by fixing every index but one. A slice is

a matrix extracted from a tensor by fixing all but two indices. Note that an N -

way tensor X ∈ RI1×I2×···×IN reduces to a vector when N = 1, and a matrix when

N = 2. The (i1, . . . , iN)-th element of X is denoted as X i1,...,iN . Matricization, also

known as unfolding or flattening, is the process of reordering the elements of a ten-

sor into a matrix. The mode-n matricization of an N -way tensor X ∈ RI1×I2×···×IN

is represented as X(n) ∈ RIn×I1...In−1×In+1...IN and is arranging the mode-n fibers of

the tensor as columns of the long matrix. The n-mode matrix product of a tensor

X ∈ RI1×I2×···×IN with a matrix U ∈ RJ×In is denoted as X ×n U with size of

I1 · · · × In−1× J × In+1 · · · × IN . We also give the definition of Tucker decomposition

and coupled tensors for third-order tensors.

Definition 1. (Tucker Decomposition). The Tucker decomposition is a form of

higher-order PCA. It decomposes a tensor into a core tensor multiplied by a matrix

along each mode. For a three-order tensor X ∈ RI×J×K, its Tucker decomposition is

X ≈ G ×1 A×2 B×3 C

where A ∈ RI×R1, B ∈ RJ×R2 and C ∈ RK×R3 are the factor matrices (which are

usually orthogonal) and can be regarded as the principal components in each mode.

The tensor G ∈ RR1×R2×R3 is the core tensor and captures interactions between factor

matrices.
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Definition 2. (Coupled Tensors). If a tensor shares one or more modes with other

matrices or other tensors, then they can be coupled with one another. For example,

in a recommender system, a triple relationship user ×movie× review tensor and a

user ×movie rating matrix can be coupled on the shared user and movie modes.

5.2.2 Task Description

Our aim is to infer potential drug-target-disease interactions for rational drug repo-

sitioning. We formulate the task as a tensor completion problem. To be specific,

the input can be organized as a three-way drug × target × disease tensor X of size

n1 × n2 × n3, in which n1, n2, and n3 denote the number of drugs, targets, and dis-

eases, respectively. An entry X ijk = 1 if drug i binds to target j and treats disease k.

Otherwise, the entries are set to 0. In practice, we can only observe part of the tensor

X and this partially observed tensor is denoted as T . Our goal is to predict the

potential concurrences of drug-target-disease, which can be achieved by completing

tensor X given the incomplete tensor T .

In real-world applications, tensor T is often sparse with a large number of un-

known entries. Recovering tensor X is challenging when relying only on the ob-

served tensor T . Fortunately, for drug × target × disease, there exist many ad-

ditional data sources on the Web to describe drugs, targets, and diseases. For ex-

ample, for most drugs, their chemical structures and side-effects can be obtained

from online databases, which represent different views of drugs. Datasets regard-

ing targets and diseases are also available online. In most cases, one can further

summarize such auxiliary data as drug-drug, target-target, and disease-disease simi-

larity/kernel matrices, which can be incorporated in the learning process. Formally,

let SA = {S(1)
A , . . . ,S

(na)
A } denote the similarity matrices constructed from na views of

drugs. SB = {S(1)
B , . . . ,S

(nb)
B } and SC = {S(1)

C , . . . ,S
(nc)
C } are defined similarly from

nb views of targets and nc views of diseases, respectively. All of them are assumed to
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be symmetric and non-negative. The details of their constructions will be presented in

Sec. 5.5. The proposed DTD framework jointly explores the main tensor X together

with multi-view auxiliary information SA, SB and SC to predict more meaningful

interactions of drug-target-disease.

5.3 The DTD Model

In this section, we develop the novel DTD model, a simple but effective coupled

tensor-matrix factorization to show how different data sources can be included in a

principled way. Notation used throughout the paper is provided in Table 5.1.

Table 5.1: Main Notation

Symbol Description

X , T Full recovery tensor and observed tensor
G Core tensor in Tucker model

A, B, C Drug, target, disease factor matrix

L
(i)
A , A(i) Laplacian matrix and its spectral embedding from

i-th view of drug auxiliary information

L
(j)
B , B(j) Laplacian matrix and its spectral embedding from

j-th view of target auxiliary information

L
(k)
C , C(k) Laplacian matrix and its spectral embedding from

k-th view of disease auxiliary information

5.3.1 Recover the Main Tensor

To complete the tensor X ∈ Rn1×n2×n3 , we adopt the Tucker Decomposition (Defini-

tion 1), which can be represented by the following optimization problem:

min
X ,G,A,B,C

‖X − G ×1 A×2 B×3 C‖2
F s.t. PΩ(X ) = PΩ(T ) (5.1)

where ‖·‖F is the Frobenius norm. Recall that G is the core tensor; A ∈ Rn1×r1 , B ∈

Rn2×r2 and C ∈ Rn3×r3 are the factor matrices with respect to drug, target and disease

mode. Ω is the set which contains the indices of observed entities and PΩ(·) keeps the
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entries in Ω and zeros out others [Wang et al., 2015, Kasai and Mishra, 2016]. The

equality constraint ensures that the corresponding elements of the recovering tensor

X should match with these observed elements in tensor T .

In addition, the factor matrices A, B and C are orthogonal matrices, i.e., ATA = I

and I is the identity matrix. The orthogonal constraints indicate that the matrices A,

B and C are well defined on the so-called Stiefel manifold [Absil et al., 2009], which

is defined as

St(m,n) = {U ∈ Rn×m|UTU = Im}

which contains a set of n × m orthonormal matrices. We will see the advantage of

Stiefel manifold when coupled with the auxiliary information.

5.3.2 Coupled with Auxiliary Information

To incorporate multi-view auxiliary information, we adopt the idea of spectral cluster-

ing, due to its flexibility and ease of implementation [Ng et al., 2002, Lu et al., 2016].

Before going on, we give a brief introduction of spectral clustering. Suppose S ∈ RN×N

is the similarity/affinity matrix for N objects where Sij measures the similarity be-

tween object i and object j. One can then compute the normalized Laplacian matrix:

L = I − D−
1
2 SD−

1
2 in which D is the diagonal matrix with Dii =

∑N
j=1 Sij. The

spectral clustering is to solve the following optimization:

min
U∈RN×k

〈UUT ,L〉 s.t. UTU = I (5.2)

where 〈·, ·〉 denotes the matrix inner product. U can be regarded as the low-dimensional

spectral embedding of N objects. For clustering task, the k-means algorithm can

be then applied to U to get the clustering indicators. Furthermore, the orthogo-

nal constraint indicates that the spectral embedding U is also well defined on the

Stiefel manifold. Therefore, it is reasonable to jointly consider the factor matrices
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in Eq. (5.1) together with the spectral embedding in Eq. (5.2) when performing the

coupled tensor-matrix factorization in the sense that both of embeddings are on the

Stiefel manifold.

For drug mode of tensor X , considering drug factor matrix A ∈ St(r1, n1) and its

multi-view auxiliary information SA = {S(1)
A , . . . ,S

(na)
A }, we extend the single-view

spectral embedding to the follow multi-view co-training optimization function as:

min
A,A(i)∈St(r1,n1)

na∑
i=1

(〈A(i)A(i)T ,L
(i)
A 〉+ ‖A(i)A(i)T −AAT‖2

F ) (5.3)

where L
(i)
A is the normalized Laplacian matrix of S

(i)
A and A(i) is the corresponding

spectral embedding. The key idea behind Eq. (5.3) is that all the spectral embeddings

A(i) (0 ≤ i ≤ na) from auxiliary information should be close to the drug factor A since

they all represent the same drugs. We achieve this by minimizing the disagreements

d(A(i),A) = ‖A(i)A(i)T − AAT‖2
F . The reason for choosing d(A(i),A) is two-fold:

(i) the reconstruction of similarity/kernel matrix A(i)A(i)T from spectral embedding

is expected to be consistent with similarity AAT from tensor factor matrix, which is

our assumption. (ii) we later show that the joint optimization is further defined on

the Grassmann manifold, the quotient space of Stiefel manifold [Absil et al., 2009].

d(A(i),A) exactly measures the geodesic distance between two Grassmannian points

A(i) and A [Edelman et al., 1998].

The same analysis can be applied to the target and disease factor matrices B and

C with auxiliary information SB and SC . We leave the details in the unified model

in Eq. (5.4) later.

5.3.3 The Overall Model

Now, we propose the coupled tensor-matrix factorization model by combining the loss

function in Eq. (5.1) and Eq. (5.3). Moreover, as pointed out by recent work [Ng et al., 2002,
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Lu et al., 2016], in the ideal case, the new affinity/similarity matrix A(i)A(i)T implies

the true membership of data cluster and it is naturally sparse. The sparse property

also holds for AAT in tensor.

Our DTD model seeks for a better representation of drug by further adding l1-norm

on AAT [Lu et al., 2016]. As the matrix AAT is sparse, the spectral embeddings

A(i)A(i)T (0 ≤ i ≤ na) from auxiliary information will also encourage to be sparse

because of the geodesic distance measurement d(A(i),A). The same process holds for

target’s and disease’s factor matrices. Therefore, DTD formulates a joint optimization

problem as:

min f = ‖X − G ×1 A×2 B×3 C‖2F + ρ · (‖AAT ‖1 + ‖BBT ‖1 + ‖CCT ‖1)

+ α ·
na∑
i=1

(〈A(i)A(i)T ,L
(i)
A 〉+ ‖A(i)A(i)T −AAT ‖2F )

+ β ·
nb∑
j=1

(〈B(j)B(j)T ,L
(j)
B 〉+ ‖B(j)B(j)T −BBT ‖2F )

+ γ ·
nc∑
k=1

(〈C(k)C(k)T ,L
(k)
C 〉+ ‖C(k)C(k)T −CCT ‖2F )

s.t. A,A(i) ∈ St(r1, n1); B,B(j) ∈ St(r2, n2); C,C(k) ∈ St(r3, n3)

PΩ(X ) = PΩ(T ); G ∈ Rr1×r2×r3

(5.4)

where parameter ρ controls the sparsity of factor matrices. And α, β and γ represent

the impact of auxiliary information on each mode of tensor, i.e., how important such

knowledge is to improve the performance. At first glance, the objective function

f is complicated with nonlinear and non-convex orthogonality constraints, we next

provide a simple but effective algorithm to solve our problem.
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5.4 Optimization Algorithm

In this section, we develop an alternating minimization algorithm to optimize the

objective function in Eq. (5.4). To be specific, the objective function f is suc-

cessively minimized with respect to one variable while fixing others until conver-

gence. To deal with orthogonality constraints, we directly optimize on Grassmann

manifolds, an emerging topic in nonlinear programming, to leverage the smooth

geometry of the search space and its convergence is guaranteed [Absil et al., 2009,

Kasai and Mishra, 2016, Wang et al., 2017, Zhang et al., 2016].

Updating core tensor G: The objective with respect to G is:

min f(G) = ‖X − G ×1 A×2 B×3 C‖2F

The core tensor G is obtained as the closed form solution

G = X ×1 AT ×2 BT ×3 CT (5.5)

Updating factor matrices A, B and C: For matrix A, the objective f(A) can be

regarded as an unconstrained manifold optimization problem on the Stiefel manifold:

min
A∈St(r1,n1)

f(A) = ‖X − G ×1 A×2 B×3 C‖2F + ρ‖AAT ‖1

+ α

na∑
i=1

‖A(i)A(i)T −AAT ‖2F

Above optimization can be further converted into follow [Kolda and Bader, 2009]:

min
A∈St(r1,n1)

f(A) = −‖ATW‖2F + α

na∑
i=1

‖A(i)A(i)T −AAT ‖2F + ρ‖AAT ‖1 (5.6)

where W = X(1)(C ⊗ B), in which X(1) is the mode-1 matricization of tensor

X and ⊗ is the Kronecker product. However, simply optimizing problem (5.6) on

Stiefel manifold may result in identifiability issue [Absil et al., 2009]. We next analyze
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problem (5.6) more deeply.

Consider the r1-order group S(r1) = {Q ∈ Rr1×r1|QTQ = I} that contains all the

r1×r1 orthogonal matrices. With S(r1), we can define an equivalent relation ∼ on the

Stiefel manifold St(r1, n1) in the sense that A ∼ A′ indicates that there exists a Q ∈

S(r1) such that A = A′Q. The quotient space of Stiefel manifold St(r1, n1) under this

equivalence relation is exactly the Grassmann manifold Gr(r1, n1) [Absil et al., 2009],

which consists of all the r1-dimensional subspaces in n1-dimensional Euclidean space

Rn1 (0 ≤ r1 ≤ n1). Moreover, it is interesting to observe that for any Q ∈ S(r1), we

have the following invariance property:

f(A) = f(AQ)

Above equivalence indicates that the function f(A) is independent from the choice of

basis spanned by A and it is thus well defined on the Grassmann manifolds. Instead

of optimizing f(A) on Stiefel manifold, a better strategy is thus to regard the problem

(5.6) as an unconstrained Grassmann manifold optimization problem:

min
A∈Gr(r1,n1)

f(A) = −‖ATW‖2F + α

na∑
i=1

‖A(i)A(i)T −AAT ‖2F︸ ︷︷ ︸
J1(A)

+ρ‖AAT ‖1 (5.7)

Problem (5.7) can be then efficiently solved by standard gradient descent on the

Grassmann manifold such as Riemannian conjugate gradient descent algorithm or

trust region algorithm [Absil et al., 2009]. For Grassmann manifold, its Riemannian

gradient is the projection of Euclidean gradient into relevant tangent space of the

manifold. We next compute the Euclidean gradient of function f(A).

For the first two terms in the problem (5.7), we have:

∇J1(A) = −2WWTA + α

na∑
i=1

(4AATA− 4A(i)A(i)TA) (5.8)
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The third term ‖AAT‖1 in objective function (5.7) is not differentiable when the

elements of AAT are zeros, we consider the sub-differential. According to the chain

rule:

vec

(
∂‖AAT ‖1
∂(A)

)T

= vec(sgn(AAT ))T
∂AAT

∂A
(5.9)

where sgn(·) denotes sign function and vec(·) is vectorize operator that stacks all

columns of a matrix into a long vector. Also, from the partial equation: ∂(AAT ) =

(∂A)AT + A∂(AT ), we can get:

∂ vec(AAT ) =(A⊗ In1)∂ vec(A) + (In1 ⊗A)∂ vec(AT )

=
(

(A⊗ In1) + K(n2
1,n

2
1)(A⊗ In1)

)
∂ vec(A)

=(In2
1

+ K(n2
1,n

2
1))(A⊗ In1)∂ vec(A)

From above equation, the derivative part in Eq. (5.9) is

∂AAT

∂A
= (In2

1
+ K(n2

1,n
2
1))(A⊗ In1)

where In2
1

is the identity matrix with size n2
1 × n2

1 and K(n2
1,n

2
1) is the commutation

matrix. Although the large size of the matrix In2
1

and K(n2
1,n

2
1), both of them are very

sparse with a large number of zeros.

Define the column vector d as

d = (
∂AAT

∂A
)T vec(sgn(AAT )) (5.10)

Combining Eq. (5.8) and (5.10), the Euclidean gradient of the objective function

f(A) is

∇f(A) = ∇J1(A) + ρ · ivec(d) (5.11)

where ivec(·) is the inverse vectorize operator, i.e., ivec(vec(X)) = X. With the
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Euclidean gradient ∇f(A), the Riemannian gradient with respect to A ∈ Gr(r1, n1)

can be computed as

grad f(A) = (I−AAT ) · ∇f(A) (5.12)

With the Riemannian gradient, we can use the popular nonlinear ManOpt solver to

solve optimization problem (5.7) effectively [Boumal et al., 2014].

For updating factor matrices B and C, their objective function f(B) and f(C)

share the similar optimization structure as f(A). Therefore, they can be solved in the

same way with corresponding Riemannian gradients. The details are omitted here.

Updating spectral embedding A(i),B(j) and C(k): For matrix A(i), the ob-

jective f(A(i)) is

min
A(i)∈St(r1,n1)

f(A(i)) = 〈A(i)A(i)T ,L
(i)
A 〉+ ‖A(i)A(i)T −AAT ‖2F (5.13)

The objective function f(A(i)) is also invariant to Q ∈ S(r1), i.e., f(A(i)) = f(A(i)Q).

Therefore, problem (5.13) can be also regarded as an unconstrained Grassmann man-

ifold optimization problem. The Euclidean gradient of the objective function f(A(i))

is

∇f(A(i)) = 2L
(i)
A A(i) + 4A(i)A(i)TA(i) − 4AATA(i) (5.14)

The Riemannian gradient grad f(A(i)) can be obtained like in Eq. (5.12). The

Riemannian trust-regions algorithm is then used to compute the optimal solution

since the objective function f(A(i)) in Eq. (5.13) is smooth. The initial n1×r1 spectral

embedding A(i) can be approximated by the r1 eigenvectors of L
(i)
A corresponding to

the first r1 smallest eigenvalues. The objective function f(B(j)) and f(C(k)) can be

solved in the similar fashion.

Updating tensor X : The optimization problem with respect to X is formulated

as follows:

min
X
‖X − G ×1 A×2 B×3 C‖2F s.t.PΩ(X ) = PΩ(T )

96



CHAPTER 5. LEARNING DRUG-TARGET-DISEASE INTERACTIONS VIA
TENSOR FACTORIZATION

The optimal solution is given by:

X = PΩ(T ) + PΩc(G ×1 A×2 B×3 C) (5.15)

where Ωc is the complement of Ω, i.e., the set of indexes of the unobserved elements.

According to above analysis, we summarize the algorithm for solving the tensor

completion problem (5.4) in Algorithm 2.

Remark: Comparison with Euclidean solvers that usually deal with the orthogo-

nality constraints by solving eigenvalue decomposition problem [Kolda and Bader, 2009],

our solver seeks to find concise subspace on the Grassmann manifold for all factor

matrices. As pointed out in spectral clustering [Ng et al., 2002], when the leading

eigenvalues are almost equal, the best spectral embedding is better determined by

the subspace rather than a particular eigenvectors as most of Euclidean solvers do.

The same analysis can be analogously applied to solve Tucker decomposition in Eu-

clidean space i.e., using eigenvalue decomposition. The Riemannian solver is thus

more interpretable in a straightforward way.

5.5 Experiments

In this section, we evaluate the proposed DTD model using a real-life dataset. The

experimental results demonstrate the outstanding performance of DTD compared

with existing methods.

5.5.1 Datasets

We collect data from a variety of public sources. We first download the drug-disease

associations from the Comparative Toxicogenomics Database 1 (CTD). The original

dataset contains 1, 048, 547 pairs of drug-disease associations. Here, we only focus

1http://ctdbase.org/downloads/
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Algorithm 2: DTD

Input: T , Ω, {S(i)
A }

na
i=1, {S(j)

B }
nb
j=1, {S(k)

C }
nc
k=1 and tol, parameters α, β, γ ρ

and rank (r1, r2, r3).

1 Compute the all Laplacian matrix L
(i)
A , L

(j)
B and L

(k)
C

2 Initialize X , A, B, C and G randomly, set XΩ = T Ω

3 Initialize A
(i)
0 with r1 eigenvectors of L

(i)
A corresponding to the first r1

smallest eigenvalues. Same process to initialize B
(j)
0 and C

(k)
0

4 repeat
5 Update Gt+1 by Eq. (4.2)
6 Compute Riemannian gradient grad f(At) by Eq. (4.9)
7 Update At+1 by using Conjugate-gradient solver
8 Update Bt+1 and Ct+1 the same way as updating At+1

9 for i← 1 to na do

10 Update A
(i)
t+1 by using trust-regions solver

11 end
12 for j ← 1 to nb do

13 Update B
(j)
t+1 by using trust-regions solver

14 end
15 for k ← 1 to nc do

16 Update C
(k)
t+1 by using trust-regions solver

17 end
18 Update X t+1 by Eq. (4.12)

19 until Objective: ‖ft+1 − ft‖F ≤ tol
20 return X
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Table 5.2: Dataset statistics

#drug #target #disease #interaction sparsity rate

450 708 1,267 188,479 0.047%

on those drugs with DrugBank 2 identifier and diseases with OMIM 3 identifier for

conveniently integrating with auxiliary information on other public datasets. As

discussed before, the drug’s targets, usually proteins that drugs can bind, through

which drugs interact with biological pathways and possibly change their behaviors

and functions, are crucial in drug discovery. The drug’s targets can be collected from

the DrugBank database to obtain drug-target interactions. To get dense data, we

only include those drugs that interact with at least two targets. We then merge the

drug-disease and drug-target interactions into data schema < drug, target, disease >.

The dataset contains 188, 479 drug-target-disease interactions, involving 450 drugs,

708 targets and 1, 267 diseases. Data statistics are shown in Table 5.2.

The data are then encoded into a drug × target × disease tensor X . An entry

X ijk = 1 in the tensor indicates that drug i binds to target j and it can treat disease

k; X ijk = 0 otherwise. The tensor is very sparse (with sparsity rate 0.047% ). We

further collect auxiliary information to align each mode of tensor with existing medical

knowledge.

Auxiliary information: Following several previous studies [Nascimento et al., 2016,

Zheng et al., 2013, Chen and Li, 2017a, Gottlieb et al., 2011, Campillos et al., 2008],

we collect auxiliary information from different datasets with respect to drugs, tar-

gets, and diseases. For drugs, we define two drug-drug similarities based on drugs’

chemical structures and drugs’ side effects [Campillos et al., 2008]. For targets, two

target-target similarities are considered based on target amino acid sequences and

Gene Ontology (GO) terms, both of which can directly be obtain from Uniprot 4

2https://www.drugbank.ca/
3https://www.omim.org/
4https://www.uniprot.org/
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Figure 5.2: The pairwise scatter plots among different views of drugs, targets and
diseases.

database [Zheng et al., 2013, Gottlieb et al., 2011]. For diseases, two disease-disease

similarities are computed according to disease molecular profiles from biomedical liter-

atures [Caniza et al., 2015] and disease phenotypes on OMIM datasets [Chen and Li, 2017a].

Each view of data contains its own features and emphasizes different aspects. Dif-

ferent views may share some consistency and complementary properties. We begin

our investigation by examining the strength of the associations among those different

views of drugs, targets, and diseases. The scatter plots of the pairwise similarity

scores are shown in Figure 5.2. We further assess the strength of their associations

by calculating the correlation coefficient between two views of similarity scores, re-

spectively. All correlations are positive with the correlation coefficient values of 0.148

(drug chemical structures vs. drug side effects), 0.372 (target sequences vs. target

GO terms), and 0.374 (disease molecular profiles vs. disease phenotypes). Despite

small values in some of the coefficients, all of them are significant because of the large

sample sizes (e.g., 802, 011 data instances in the disease scatter plot). Therefore, it’s

reasonable to integrate the multi-view auxiliary information in the DTD framework

and to improve the overall performance for modeling drug-target-disease interactions,
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as shown later.

5.5.2 Comparison Methods

As mentioned earlier, many existing methods can only handle the binary relationships

of drug-target or drug-disease. We mainly compare with existing tensor completion

approaches due to their abilities to represent the triple relationships of drug-target-

disease. To show the effectiveness of the proposed DTD model, we compare with

several existing models as described below.

• Tucker decomposition (TD): It only decomposes the tensor without any

auxiliary information for each mode.

• CMTF [Acar et al., 2011]: CMTF constructs common latent factors shared by

a tensor and single-view of auxiliary information by using coupled matrix-tensor

CP-decomposition.

• ConCMTF [Bahargam and Papalexakis, 2018]: A novel constrained tensor

model with non-negativity, sparsity and orthogonality constraints. Similar to

CMTF, it can incorporate single-view of auxiliary information but with Tucker

tensor decomposition as base.

• FaLRTC [Liu et al., 2013a]: FaLRTC can estimate the low rank structure by

imposing the trace norm on its unfolding matrices and the algorithm is based

upon alternating direction method of multipliers (ADMM).

• TFAI [Narita et al., 2012]: it recovers the tensor by incorporating within-mode

auxiliary information and adopt alternating least squares algorithm to solve its

problem.

• Rubik [Wang et al., 2015]: A novel knowledge-guided tensor factorization and

completion framework to fit electronic health record data with non-negativity
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and sparsity constraints. It is also solved by ADMM algorithm.

• AirCP [Ge et al., 2016]: Another tensor model that integrates single-view aux-

iliary information using Laplacian regularization and it is optimized by ADMM

algorithm.

• DTDone: A degraded version of our DTD model with single-view auxiliary

information for each mode of tensor.

Note that the approaches TD and FaLRTC cannot integrate any auxiliary in-

formation when completing the tensor. The rest of comparison methods can only

incorporate single-view auxiliary information for each mode. One has to either only

include single-view for each mode, or a straightforward concatenation (e.g., aver-

age) of all similarity matrices into one. We tries both ways but the performance do

not show much differences. The reason is that concatenation of all views may not be

physically meaningful because each view has its owns specific statistical property. For

these single-view models, we thus chose the drug chemical structure, target sequence,

and disease phenotypes, all of which have long been considered valuable knowledge

in drug discovery [Nascimento et al., 2016, Zheng et al., 2013, Gottlieb et al., 2011].

For all Tucker-based tensor models, we set the rank of core tensor G, ri = 0.05ni

(1 ≤ i ≤ 3); For CP-based tensor models, we set CP-rank r = 0.05 min(n1, n2, n3).

The regularization parameters of all comparison methods are tuned using the grid-

based search algorithm for optimal performance. All methods use the same stopping

threshold for a fair comparison, i.e., the variation of two consecutive objective value

is less than 10−4. For the proposed DTD and DTDone model, we manually set the

parameters α = β = γ = ρ = 0.01. The impact of the regularization parameters on

the performance of DTD will be discussed later.
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Figure 5.3: Comparison of recovery results over four scenarios with 20%, 30% and
40% test dataset.

5.5.3 Experimental Performance

To investigate the performance of different methods, we randomly selected a subset

Ω′ ∈ Ω to be used as the unobserved elements (that is the test dataset), and evaluated

the mean squared errors (MSE) between true values T Ω′ and predicted values XΩ′

[Narita et al., 2012]. We mainly consider the following random selection scenarios

[Ge et al., 2016]: (i) Scenario 1 (random selection): we randomly select a fraction of

elements across drug-target-disease tensor and assume that these are unobservable.

(ii) Scenario 2 (random selection in drug mode): we randomly select a fraction of

drugs, and assume that those drugs are completely unobservable across the whole

tensor. (iii) Scenario 3 (random selection in target mode): similarly, we randomly

select a fraction of targets. (iv) Scenario 4 (random selection in disease mode): A frac-

tion of diseases are randomly selected. For each method, the experiment is repeated
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ten times independently and the average result is reported.

Figure 5.3 shows the performance of all the methods with different sampling ratios

20%, 30% and 40% (i.e., the fractions of test dataset). DTD consistently performs

better than all the comparison methods within a wide range of sampling ratios. In

addition, we have the following observations. First, the methods that integrate single-

view or multi-view auxiliary information achieve better performance than TD and

FaLRTC, indicating the importance of those auxiliary information. With the guid-

ance of extra knowledge, these tensor models keep their performance even with a very

sparse input tensor. Second, ConCMTF (Tucker decomposition) perform slightly bet-

ter than CMTF (CP decomposition) in many situations. The main difference between

them is that ConCMTF seeks to find as many non-overlapping structures as possi-

ble. Such non-overlapping latent structures are more concise and become specially

favorable when jointly decomposing the tensor and matrices. The proposed DTD

and DTDone also preserve such non-overlapping structures by imposing orthogonal-

ity constraint on factor matrices, which leads to better representations of data. Third,

the proposed DTDone further achieves better performance than ConCMTF with an

average improvement of 5.76%. As discussed before, the solutions of DTDone, both

factor matrices and spectral embeddings, are exactly on the Grassmann manifold and

can be well coupled together with each other to obtain better performance. And such

advantages make DTDone generally outperform other single-view tensor completion

methods such as TEAI, Rubik and AirCP. Finally, the proposed DTD method in-

tegrating all available auxiliary information achieves better performance than those

only integrating single-view auxiliary information, which illustrates that DTD suc-

cessfully makes use of all useful information sources to perform effective recovery for

the drug-target-disease tensor. In summary, DTD can effectively predict potential

interactions of drug, target and disease by leveraging multiple auxiliary data sources

and has great potential to accelerate the drug development.
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Table 5.3: Precision@k and Recall@k for different methods.

Methods Prec@5 Rec@5 Prec@10 Rec@10
CMTF 0.287 0.347 0.264 0.283

ConCMTF 0.340 0.371 0.270 0.305
TEAI 0.334 0.359 0.254 0.284
Rubik 0.291 0.362 0.269 0.296
AirCP 0.289 0.352 0.261 0.298

DTDone 0.342 0.378 0.273 0.316
DTD 0.353 0.394 0.292 0.331

Top-k Prediction: In clinics, given a disease, it is critical to know which drugs

can treat this disease as well as the targets involved in the disease pathway. These

pairs of drug-target related to a special disease are very important in personalized

treatments. We further evaluate the performance of top-k prediction for Scenario 4.

Recall that we randomly select a subset of diseases and remove all of their interac-

tions in the Scenario 4. For each disease, we can predict a top-k list of drug-target

candidates.

We adopt Precision@k and Recall@k as our evaluation metrics for different meth-

ods. Both of them have been widely used to evaluate the quality of top-k predic-

tions [Rendle et al., 2009, Ge et al., 2016]. In our experiments, we evaluate those

tensor models with auxiliary information and test for k at 5 and 10 for both precision

and recall.

Table 5.3 shows the top-k prediction performance of all the methods with 20%

fractions of test dataset. Overall, the proposed DTD model performs the best among

all methods in terms of both precision and recall with different values of k. The trend

is very similar to the results based on the MSE metric. For example, DTD performs

better than CMTF with an average improvement of 16.8% in precision and 15.3% in

recall. We attribute the poor performance of the CMTF approach to the sparseness of

tensor and its weak abilities of coupling tensor with auxiliary matrices (e.g., overlap

structure). Moreover, DTD has a better performance than DTDone, indicating the

superiority of a tensor model integrating rich multi-view auxiliary information. All
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Table 5.4: Top 10 novel triple relationship of (drug→target→ disease) by DTD model.

Carbamazepine→ Nuclear receptor subfamily 1 group I member 2
→ Osteoporosis

Testosterone→ Estrogen receptor→Myocardial infarction
Nefazodone→D(2) dopamine receptor→Schizophrenia
Raloxifene→Estrogen receptor→Obesity
Fenofibrate→Matrix metalloproteinase→Psoriatic arthritis
Acetazolamide→Estrogen receptor→Amyotrophic lateral sclerosis
Raloxifene→Androgen receptor→Breast cancer
Amoxapine→Potassium voltage-gated channel subfamily H member 2

→Hepatocellular carcinoma
Nefazodone→Histamine H1 receptor→Schizophrenia
Promethazine→Muscarinic acetylcholine receptor M3→Obesity

these results illustrate that the proposed method can successfully predict top-k drug-

target pairs by exploiting the compatible and complementary information from multi-

view data sources.

Given these encouraging results, we use DTD model to predict novel triple re-

lationships of drug-target-disease by leveraging all the observed data. The top-10

novel triple relationships are listed in Table 5.4. The results can then be evaluated by

domain experts to see whether such interactions are clinically meaningful. Also, such

top-k candidates can be further validated in vitro and in vivo. In summary, our pro-

posed model efficiently predict potential interaction candidates with high accuracy,

providing a systematic approach to narrow down the search space for further wet-lab

investigations.

5.5.4 Parameter Studies

We further analyze the effect of key hyperparameters, the rank of core tensor (r1, r2, r3)

and the regularized parameters α, β, γ, and ρ.
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The impact of tensor rank:

In Tucker-based tensor decomposition, the hyperparameter (r1, r2, r3) controls the

rank of the core tensor G, which also decides the number of latent features for each

mode, i.e., A, B and C. In contrast to Tucker model, the CP decomposition only

have one hyperparameter r, the CP-rank. In the experiments, we set the rank ri =

δ · ni (1 ≤ i ≤ 3) for Tucker-based model and r = δ · min(n1, n2, n3) for CP-based

model. The δ is the ratio varying within [0.05, 0.1, 0.15, 0.2, 0.25]. We then evaluate

all methods for scenario 4 with 20% as the test dataset. Figure 5.4 shows that our

model benefits slightly from larger numbers of latent dimensions in terms of MSE and

Prec@5 metric. But generally speaking, both DTD and DTDone are fairly robust with

respect to δ.
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Figure 5.4: Effect of the tensor rank in scenario 4.

The impact of regularized parameters

Finally, we explore the impact of the regularization parameters on the quality of tensor

completion. Recall that α, β and γ control the contributions of auxiliary information

of drugs, targets, and disease, respectively. ρ controls the sparsity of factor matrices.

In order to better understand the effect of these parameters, we vary their values in
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Figure 5.5: Effect of regularized parameters:α, β, γ and ρ .

the range [0.001, 0.01, 0.1, 1, 10], and then evaluate DTDone and DTD for scenario 4

with 20% as testing data. When studying one variable (e.g., α), we fix all the rest

variables to be 0.01. As shown in Figure 5.5, DTDone and DTD are stable over a

wide range of α, β and γ in terms of MSE. Specifically, a relatively low MSE can be

achieved when those regularized parameters are around 0.01.

5.6 Related Work

We review related research on computational predictions of drugs, targets, and dis-

eases, as well as on tensor completion for high-dimensional structured data.

Modeling drug-target-disease. Treating human diseases caused by complex

biological processes involves activities of many biological entities such as drugs and

targets. Methods in computational pharmacology aim to find associations among

those entities, and understand drug’s MoAs [Hauser et al., 2017]. Two excellent sur-

veys [Li et al., 2015a], [Ezzat et al., 2018] provide a very detailed overview of different

computational methods for predicting drug-disease and drug-target relationships, re-
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spectively. Among existing approaches, one very popular method is network-based

inference models, e.g., a bipartite network consisting of one layer for drugs and one

layer for diseases (targets). Different machine learning algorithms, such as random-

walk [Chen et al., 2012], matrix factorization [Ezzat et al., 2017], and support vector

machine [Yamanishi et al., 2008], have been applied to predict novel interactions of

drug-disease (or target). In addition to network topology, existing medical knowl-

edge, such as a variety of omics data, on the Web can be incorporated to better un-

derstand complex human metabolic systems [Zitnik et al., 2018, Zheng et al., 2013,

Chen and Li, 2017a, Nascimento et al., 2016]. For example, a multiple kernel learn-

ing method has been developed to predict drug-target relationships by integrating

multiple similarities of drugs and targets. Decagon models drug polypharmacy side ef-

fects via graph convolutional networks with additional drug-drug and protein-protein

interactions [Zitnik et al., 2018].

However, current studies generally considered drug-disease and drug-target predic-

tions as two independent tasks and the relationships of drug-target-disease is typically

ignored. There exist several studies incorporating target information in the task of

drug-disease predictions [Wang et al., 2014, Cheng et al., 2012, Zitnik et al., 2018].

However, their extensions are unsatisfactory because their goals are still on modeling

binary relationships, not on the triple drug-target-disease patterns we aim to learn.

Tensor completion. Tensors are very powerful in real-world applications be-

cause of their ability to represent multi-aspects or high-dimensional data. In many

applications, we are often interested in analyzing tensors together with matrices

from additional information, such as computational phenotyping [Wang et al., 2015]

and recommender system [Chen and Li, 2019d, Ge et al., 2016, Chen and Li, 2019a].

This coupled tensor-matrix factorization method has been developed over the years.

For example, Acar et. al. proposed a gradient-based algorithm for coupled matrix-

tensor factorization [Acar et al., 2011]. Narita et. al. incorporated valuable auxiliary
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information to further improve the quality of tensor recovery [Narita et al., 2012].

Wang et. al. proposed a knowledge guided tensor factorization model for health data

analysis [Wang et al., 2015]. Ge et. al. proposed a spatiotemporal dynamics recovery

framework, which could capture the latent relationships among locations, memes, and

times by coupled factorization [Ge et al., 2016]. However, none of these methods are

guaranteed to non-overlapping structures in both tensor and matrices and can only

integrate single-view of additional information for each mode of tensor. Some mod-

els [Kolda and Bader, 2009, Narita et al., 2012, Bahargam and Papalexakis, 2018] try

to impose orthogonality constraint on factor matrices. However, their solutions are

usually not unique, which is hard to couple with auxiliary information. Recently,

concrete tensor/matrix representations on the manifold is a fast growing research

topic [Absil et al., 2009, Kasai and Mishra, 2016, Zhang et al., 2016]. Kasai et. al.

recently developed a novel Riemannian manifold preconditioning approach for tensor

completion [Zhang et al., 2016], but they did not take the auxiliary information into

account. The proposed approach is innovative and properly addresses the challenges

in coupled tensor-matrix factorization with multi-view auxiliary information.

5.7 Conclusion

Modeling drug-target-disease interactions is important for understanding drugs’ MoAs

in drug development. The problem has conventionally been addressed separately by

considering associations of drug-target or drug-disease, and most existing methods

cannot leverage intrinsic interactions among these three biological entities. Here we

present a novel approach DTD, which explicitly explores a three-way drug-target-

disease tensor via coupled tensor-matrix factorization. Completing such tensor is

challenging because of its large sparsity. DTD elegantly integrates multiple Web data

to align existing knowledge with the tensor. With the guidance of auxiliary infor-
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mation, DTD infers the concurrence of drug-target-disease more accurately than do

baselines. Another distinguishing aspect of DTD is that it directly optimizes on the

Grassmann manifold, which is more effective than Euclidean solvers. Experimental

results on a real-world dataset demonstrate the effectiveness and efficiency of the

proposed method.

The proposed DTD can easily incorporate additional domain knowledge and can

be extended to detect high-order tensor (e.g., four-way drug-target-gene-disease ten-

sor) with relatively little effort. Future work should aim to extend this model to

simulate human metabolic systems by considering more biological entities (e.g., gene)

as well as other domain knowledge (e.g., gene expression data). Deep understand-

ing of those entities opens up opportunities to use rich Web data to assist follow-up

analysis via formal pharmacological studies.
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Chapter 6

Neural Tensor Network for

Drug-Target-Disease Interactions

6.1 Introduction

Data-Driven Drug Discovery: Personalized medicine recommendation is one of

the most promising assets to treat human disease [Wu et al., 2013b]. A critical step

in personalized medicine is to understand drugs’ mechanism of actions (MoAs) by

exploring the biological interactions among drugs, targets, and diseases. In vitro ex-

periments can be performed to identify potential associations of drug-target-disease,

but such systematic screening remains an expensive and time-consuming process.

It takes more than 13 years and $2.87 billion to bring a new drug into the mar-

ket [Hauser et al., 2017]. Researchers are thus resorting to machine learning to under-

stand the drugs’ MoAs by mining the emergence of large-scale chemical and genomic

data.

Two most prominent data-driven tasks among these recent developments are drug-

disease and drug-target prediction (see [Ezzat et al., 2018, Li et al., 2015a] for sur-

veys). In these tasks, researchers have attempted to collect a variety of omics data,
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and predict new interactions of drug-disease or drug-target through network infer-

ence [Wu et al., 2013b, Chen et al., 2020], multi-view learning [Zheng et al., 2013],

and deep learning [Tsubaki et al., 2018]. Beyond pairwise drug-disease or drug-target

relationships, some recent studies have pointed at the importance of identifying triple-

wise interactions of drug-target-disease in human metabolic systems [Capuzzi et al., 2018,

Chen and Li, 2019f, Wang et al., 2018]. Among different methods, tensor factoriza-

tion is a commonly used method to infer the missing entries of a drug-target-disease

tensor [Chen and Li, 2019f, Wang et al., 2018].

Tensor Factorization: Tensor factorizations aim to extract latent structure from

high dimensional data [Kolda and Bader, 2009]. CP (CANDECOMP/PARAFAC)

and Tucker are two popular tensor models with diverse variants being successfully

applied in many applications [Wang et al., 2015, Chen and Li, 2019c, He et al., 2019,

Chen and Li, 2019b]. However, the CP and Tucker models (or their variants) suffer

from two weaknesses.

First, their performance can be limited by linearity, which might not be expres-

sive well for nonlinear data manifolds. Recently, a series of studies have shown that

nonlinear tensor factorizations have superior performances over multilinear tensor

models [Fang et al., 2015, Xu et al., 2012, Liu et al., 2019, Wu et al., 2019]. For ex-

ample, NLTF [Fang et al., 2015] and InfTucker [Xu et al., 2012] are proposed to use

a nonlinear Gaussian kernel. However, they rely on a prior Gaussian process over

tensor data, which might be difficult to estimate in practice [Zhe et al., 2016].

The second drawback of CP or Tucker models is the data sparsity issue. To allevi-

ate this issue, coupled tensor-matrix models are extended to jointly analyze tensor to-

gether with auxiliary information [Wang et al., 2015, Narita et al., 2012, Acar et al., 2011].

However, these methods are inherently limited by encoding feature matrices, which

require tedious feature engineering [Shan et al., 2016]. As the number of features

grows, designing and deploying them become challenging, especially for healthcare
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data.

Contributions: To tackle these challenges, we propose a Neural Tensor Network

(NeurTN), which seamlessly combines tensor algebra and deep neural networks to

provide effective medicine recommendations. By replacing the multilinear multipli-

cation with a neural network, NeurTN is able to characterize nonlinear dependencies

among tensor data. Moreover, NeurTN incorporates a collection of heterogeneous

information to alleviate the data sparsity issue. Instead of constructing them as fea-

ture matrices, NeurTN uses geometric neural networks to learn the embeddings from

molecular graphs and target sequences, which allows to be trained end-to-end. Our

data-driven model opens up opportunities to use large-scale omics data to discover

drug’ MoAs in pharmacological studies.

6.2 Preliminaries

6.2.1 Tensor Algebra

The n-mode product of a tensor X ∈ RI1×I2×···×IN with a matrix A ∈ RJ×In is denoted

as X ×n A with size RI1···×In−1×J×In+1···×IN . Also, we have

(X ×n A)i1···in−1jin+1···iN =

In∑
in=1

X i1i2···iN Ajin

Tensor Factorization: CP and Tucker are two widely used tensor models, which

assumes a compact hidden structure in the data [Kolda and Bader, 2009].

The CP model decomposes a third-order tenor X ∈ RM×N×L into three factor

matrices: U ∈ RM×r, V ∈ RN×r, and W ∈ RL×r, such that a tensor entry can be

estimated by:

X̂ ijk = f(i, j, k|U,V,W) =

r∑
t=1

UitVjtWkt (6.1)

here r is the rank, also known as CP tensor rank.
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The Tucker decomposes a tenor X into a core tensor G ∈ Rr1×r2×r3 with three

orthogonal factor matrices: U ∈ RM×r1 , V ∈ RN×r2 , and W ∈ RL×r3 , such that:

X̂ ijk = f(i, j, k|G,U,V,W) =

r1∑
a=1

r2∑
b=1

r3∑
c=1

GabcUiaVjbWkc (6.2)

Limitation: As we can see, both the CP and Tucker models interpret the three-

way feature interactions through multilinear multiplication. For example, the CP

model estimates X̂ ijk by linearly combining of latent factors with equal contribution.

We argue that the multilinear strategy may be insufficient to capture the nonlinear

feature interactions.

Our work builds on this line of work and addresses this limitation by learning the

predictor f(·) using neural networks.

6.2.2 Problem Definition

The medicine recommendation task can be formulated as a tensor completion problem

[Chen and Li, 2019f, Wang et al., 2018]. To be specific, the input can be organized as

a drug-target-disease tensor X ∈ RM×N×L, where M , N , and L denote the number of

drugs, targets, and diseases, respectively. An entry X ijk = 1 if an interaction among

drug i, target j, and disease k is observed; X ijk = 0, otherwise. Our aim is to estimate

the scores of unobserved elements X̂ ijk, which can be used to infer novel interactions

of drug-target-disease.

6.2.3 Feature Encodings

Before presenting our model, we describe the related features.

Embedding Look-up:

Given a drug i, a target j, and a disease k, their one-hot features ai ∈ RM , bj ∈ RN ,

and ck ∈ RL can be obtained based on their identities. We can obtain their dense
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embeddings via three lookup tables:

ûi ← lookup(ai), v̂j ← lookup(bi), ŵk ← lookup(ci) (6.3)

where ûi ∈ Rd1 , v̂j ∈ Rd2 , and ŵk ∈ Rd3 are new embeddings for drug i, target j,

and disease k, respectively.

Here we also incorporate medical knowledge of drugs and targets. We leave the

exploration of diseases as a future work. Instead of constructing these auxiliary

information as feature matrices [Zheng et al., 2013, Chen and Li, 2019f], we apply

geometric neural networks to learn the structural information of both drugs’ chemical

structures and targets’ sequences.

GNN for Molecular Graph:

A chemical molecule can be represented as a graph G = (V, E), where nodes denote the

atoms and edges denote the chemical bonds between atoms [Duvenaud et al., 2015].

Given a graph Gi for drug i, we extract features of a molecular graph by using a graph

neural network:

riG ← GNN(Gi)

here riG ∈ Rg is the molecule-based features for drug i.

CNN for Target Sequence:

We can also obtain representations of target sequences using a convolutional neural

network (CNN) [Tsubaki et al., 2018]. Let Sj be an amino acid sequence for target

j, we have

rjS ← CNN(Sj)

here rjS ∈ Rs is the sequence-based features for target j.
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Fusion Feature Encodings:

We integrate all the features for better representation learning. Given drug’s features

(ûi, r
i
G), target’s features (v̂j, r

j
S), and disease’s feature ŵk, we have:

ui ← FC(Θu; ûi⊕riG), vj ← FC(Θv; v̂j⊕rjS), wk ← ŵk (6.4)

here ⊕ is the concatenation operator; {ui,vj,wk} ∈ Rr are the new representations.

wk only contains one-hot feature since there is no auxiliary information for diseases.

Two fully connected layer FC(·) with parameters Θu and Θv are followed to obtain

more sophisticated representations of drugs and targets. More importantly, by prop-

erly choosing the weights in Θu and Θv, we can reshape the feature vectors ui and vj

to have the same dimension as wk. As such, {ui,vj,wk} can be interpreted as the

latent factors in CP tensor factorization as shown latter in Eq. (6.7).

6.3 The Proposed Model

To better learn multi-aspect features, the NeurTN contains three components: MLP,

GCP, and CML as in Figure 6.1.

6.3.1 Multi-Layer Perceptron (MLP)

It is straightforward to feed the concatenated features of drugs, targets, and diseases

into a MLP [Wu et al., 2019, He et al., 2017], in which each hidden layer can capture

nonlinear interactions among ui, vj, and wk:

zL = MLP(ui ⊕ vj ⊕wk),

X̂ ijk = σ(WLzL + bL)

(6.5)
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Figure 6.1: Overall architecture of NeurTN.

here WL and bL denote the weight and bias. We choose the ReLU(·) as activation

function in hidden layers and the sigmoid function σ(·) as predictor function.

The MLP is capable of learning nonlinearity of the concatenated features. Never-

theless, the concatenated features may lose some information in the original embed-

dings that are useful for later interaction learning. To avoid such information loss,

we further propose two triple-wise layers for learning multi-aspect features.

6.3.2 Generalized CP Tensor Layer (GCP)

As shown in Eq. (6.1), the CP model can interpret linear triple-wise interactions

by its multilinear product. Here we generalize the CP to learn nonlinear feature

interactions.

Given {ui,vj,wk} ∈ Rr from embedding layers, we design a novel GCP layer φ(·),

which contains a pooling operator that converts a set of embedding vectors to one

vector:

φ(ui,vj,wk) = ui � vj �wk (6.6)
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here � is the element-wise product. Clearly, the GCP layer φ(·) does not introduce

extra model parameters, and more importantly, it can be efficiently computed in

linear time. Then, we can project the hidden vector φ(ui,vj,wk) by:

X̂ ijk = fout(h
T (ui � vj �wk)) (6.7)

here fout(·) and h denote the activation function and weights.

Proposition 1. The CP tensor factorization in Eq.(6.1) is a special case of general-

ized tensor factorization in Eq.(6.7).

Proof. Let fout be an identity function (fout(x) = x), h be a uniform weight vector of

1 (h = [1, . . . , 1]T ∈ Rr), and ui(t) be the t-th element in the column vector ui, we

have:

X̂ ijk = fout(h
T (ui � vj �wk)) =

r∑
t=1

ui(t)vj(t)wk(t)

which exactly recovers the CP factorization in Eq.(6.1) and the embedding size r now

becomes the tensor CP rank.

This is a very appealing property, meaning that we can develop a nonlinear CP

tensor model by learning the fout and h. For example, if we adopt a nonlinear

predictor fout and allow h to be trained from data, GCP will generalize the CP to

a nonlinear tensor machine. As neural networks have strong ability to fit the data,

GCP is thus capable of modeling complex feature interactions, which subsumes the

linear CP model. In this work, we implement the GCP by using the sigmoid function

fout(x) = 1/(1 + e−x) and training h by the pairwise loss function.
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6.3.3 Compressed Tensor Layer (CTL)

To better capture the triple-wise feature interactions, we further propose to use an

outer product on {ui,vj,wk} via:

E = ui ⊗ vj ⊗wk (6.8)

here E ∈ Rr×r×r is a tensor feature map and ⊗ is the outer product. Our motivation

for E is straightforward. The map E captures more signals than element-wise product

in Eq.(6.6) since it encodes any tripe-wise feature interactions. Such strategy has been

widely used to boost system performance in deep learning [He et al., 2018].

To exploit the nonlinearity of E , one can flat E to a vector and feed it to another

MLP as Eq.(6.5). However, unlike the size of input in Eq.(6.5) (e.g., 3r), the size of

E (e.g., r3) requires much more neurons. As an example, assuming we have a feature

map E ∈ R64×64×64 and adopt a MLP with the half-size tower structure. In this case,

even the first layer of the MLP requires 262, 144×131, 072 parameters, not to mention

the use of more layers.

To address this issue, we turn our attention to n-mode product in Sec. 6.2.1. In-

spired by this shrinking technique, we propose a simple but efficient CTL (Compressed

Tensor Layer) to perform a feedforward computation on tensor feature map.

CTL block: Given input E, we apply one CTL block as:

H = g(E ×1 A×2 B×3 C + B) (6.9)

where H is output in the hidden layer; g(·) is the activation function; {A,B,C}

and B are weights and bias. At first glance, our CTL is very similar to Tucker in

Eq.(6.2), but they are essentially different. Tucker requires the orthogonality of latent

factors [Kolda and Bader, 2009] and it does not have the bias B or activation function

as in CTL.

CTL significantly reduces the number of parameters in the feedforward. For exam-
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ple, we can compress E with size R64×64×64 to R16×16×16 by weights {A,B,C} ∈ R16×64

and bias B ∈ R16×16×16, resulting in 3× 16× 64 + 163 parameters.

Stacking CTL blocks: Arguably two of the key contributors of the neural

networks are its nonlinearity and the stacking of multiple layers. Likewise, we stack

multiple CTL blocks with ReLU(·) as the activation function:

H1 = ReLU(E×1A
(0)×2B

(0)×3C
(0) + B(0)), ...,

HL = ReLU(HL−1×1A
(L−1)×2B

(L−1)×3C
(L−1) + B(L−1)),

As such, the input tensor E ∈ Rr×r×r is successively compressed by a sequence of

three weight matrices along each mode with nonlinear transformation.

Dropout: Dropout [Srivastava et al., 2014] is a regularization technique for neu-

ral networks to prevent overfitting. The idea of dropout is simple: randomly ”turn

off” neurons with probability ρ during training, and use all neurons when testing. We

also apply a dropout layer on the feature map E, i.e., randomly dropping ρ percent

of its elements.

Prediction layer: At last, the output of the last hidden layer HL is transformed

to the final predictive score:

X̂ ijk = σ(Wo × Reshape(HL) + bo) (6.10)

where Reshape(·) flats HL into a vector. The output layer is a fully connected layer

with the sigmoid function as predictor.

6.3.4 The Overall Model

Joint Training:

So far we have developed three instantiations of nonlinear tensor models: MLP,

GCP, and CTL. We present our unified model NeurTN by joint learning these three

modules. Formally, let zL, φ, and HL denote the outputs of the last hidden layers of
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MLP, GCP, and CTL, respectively. Then, we have:

F = zL ⊕ φ⊕ Reshape(HL),

X̂ ijk = σ(WfF + bf )

(6.11)

here we choose the sigmoid function σ(·) as final predictor.

Relation to Wide&Deep Learning: Our NeurTN shares a similar spirit with the

well-known Wide&Deep Learning [Cheng et al., 2016, He et al., 2017], which shows

that joint learning wide and deep models has the benefits of memorization and gener-

alization. Our GCP can be regarded as a wide component whereas the MLP and CTL

can be viewed as deep components. The key difference is that our NeurTN is able

to learn multi-aspect tensor data, while existing work can only learn two-dimensional

matrices.

Model Optimization:

We adopt pairwise learning methods to optimize model parameters [Bordes et al., 2013,

Yang et al., 2015]. The idea behind pairwise learning is that an observed triplet

should be predicted with a higher score than an unobserved one. This can be achieved

by minimizing:

L(Θ) =
∑

(i,j,k)∈D+

∑
(i′,j′,k′)∈D−

max(0, 1 + f(i′, j′, k′)− f(i, j, k)) (6.12)

here f(·) and Θ denote our predictive function and model parameters in Eq.(6.11).

D+ denotes the set of positive triplets (e.g., X ijk = 1), and D− denotes the set of neg-

ative triplets corresponding to D+ by sampling from unobserved elements. Following

[Bordes et al., 2013, Yang et al., 2015], for each positive training triplet (i, j, k), we

randomly sample one negative training triplet (i′, j′, k′) in the training step.

It is worth mentioning that our work is different from recent deep tensor net-

works [Novikov et al., 2015, Socher et al., 2013, Lebedev et al., 2015]. The tensor in

[Socher et al., 2013] aimed to connect nodes in knowledge graphs. [Novikov et al., 2015,
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Lebedev et al., 2015] focused on establishing relationships between tensor and deep

learning, not on nonlinear tensor factorization. Our model here is more general to

study nonlinear patterns for multi-aspect tensor data.

6.3.5 Complexity Analysis

The computational complexity of our model comes from MLP, GCP and CTL mod-

ules. For MLP, the complexity for matrix multiplication is O(d1r), where r is the

feature size in Eq.(6.4); d1 is the embedding size in the hidden layer. The complexity

for GCP is O(r). The computational complexity for the tensor-matrix multiplica-

tion in CTL is O(r3d2
2), where d2 is the embedding size of hidden layers in CTL.

In practice, the embedding size d1 and d2 are typically small and the feature size

r � min(M,N,L). The overall complexity can be simplified as O(|c| · r3), where |c|

is a constant.

6.4 Experiments

In this section, we aim to answer the following questions:

RQ1: Do our proposed MLP, GCP, CTL, and NeurTN capture better nonlinear feature

interactions?

RQ2: How does the proposed NeurTN outperform the state-of-the-art coupled tensor-

matrix factorizations?

RQ3: How do different modules ( e.g., MLP, GCP, and CTL) affect the performance

of NeurTN?
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6.4.1 Experimental Settings

Datasets: We collect data from three databases [Chen and Li, 2019f, Wang et al., 2018]:

CTD1, DrugBank2, and UniProt3. We only focus on drugs that have DrugBank iden-

tifier for later collecting auxiliary information. As such, we obtain 436, 322 triplets

of drug-target-disease, involving 1, 901 drugs, 2, 514 targets, and 2, 923 diseases. For

drugs, their SMILES, a string encoding of chemical structures, are downloaded from

DrugBank. These SMILES strings can be converted to molecular graphs using RDKit

tool4, which can be then fed into the GNN module. For targets, their amino acid

sequences are collected from UniProt and can be used by the CNN module without

any pre-processing.

Baselines: We mainly compare with tensor-based models that can learn the drug-

target-disease data. (1) CP and Tucker [Kolda and Bader, 2009]: both are multi-

linear models. (2) nTucker [Zhe et al., 2016]: a nonlinear Tucker based on Gaus-

sian process. (3) CoSTCo [Liu et al., 2019]: a recent CNN-based tensor model. (4)

CMTF [Acar et al., 2011]: a tensor-matrix model regarding auxiliary information as

feature matrices. (5) TFAI [Narita et al., 2012]: a tensor model with mode regular-

ization. (6) AirCP [Ge et al., 2016]: a tensor-matrix model with graph regularization.

(7) NTF [Wu et al., 2019]: a neural network with MLP. (8) Rubik [Wang et al., 2015]:

a tensor model with non-negativity and sparsity constraints. (9) DTD [Chen and Li, 2019f]:

a recent tensor-matrix model in drug discovery.

Parameter Settings: For tensor-matrix models CMTF, TEAI, AirCP, Rubik, and

DTD, the feature matrices for auxiliary information are constructed using feature

engineering as [Zheng et al., 2013, Chen and Li, 2019f], The parameter settings for

all the baselines are carefully tuned to achieve optimal performance. For NeurTN,

1http://ctdbase.org/downloads/
2https://www.drugbank.ca/
3https://www.uniprot.org/
4http://rdkit.org/
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the embedding size r in Eq.(4) is searched in [16, 32, 64, 128]. For MLP and CTL, we

both employ three hidden layers with dropout ratio ρ = 0.3 and each layer sequentially

decreases the half size of inputs. Our models are built upon PyTorch5 with Adam

[Kingma and Ba, 2015] optimizer. We search the batch size and the learning rate

within {128, 256, 512, 1024} and {0.001, 0.005, 0.01, 0.05, 0.1}, respectively. We use

grid-based search to find the best parameter settings. We tune model parameters

using validation set and terminate training if the performance does not improve for

100 epochs.

Evaluation Protocols: We randomly split the dataset into 80% training, 10% val-

idation, and 10% test sets. The validation set is used for tuning hyper-parameters

and the final results are conducted on the test set. To better construct negative

test triplets, we adopt similar procedures as [Ge et al., 2016, Chen and Li, 2019f,

Yang et al., 2015, Bordes et al., 2013]: 1) Scenario 1 (random sample): for each pos-

itive test triplet (i, j, k), we randomly sample a negative triplet (i′, j′, k′) such that

(i′, j′, k′) is unobserved, i.e., X i′j′k′ = 0; 2) Scenario 2 (sample drug mode): we cor-

rupt the drug mode by replacing the drug i with a new drug i′ so that the (i′, j, k)

is unobserved; 3) Scenario 3 (sample target mode): we corrupt the triplet (i, j, k) by

(i, j′, k) in the target mode; 4) Scenario 4 (sample disease mode): the triplet (i, j, k)

is replaced with (i, j, k′). In addition, we apply filtered settings [Bordes et al., 2013]

such that those test negative samples will not appear in the training step.

To evaluate final results, we adopt two widely used top-n metrics: Hit@n and

NDCG@n [He et al., 2017, Bordes et al., 2013]. Moreover, we use the strategy in

[Bordes et al., 2013] to avoid heavy computation on all triplets. For example, in

Scenario 1, we randomly generate 100 negative samples (i′, j′, k′) for each test (i, j, k).

Based on the ranking of these triplets, Hit@n and NDCG@n can be evaluated.

5https://pytorch.org/
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Figure 6.2: Evaluation of top-n performance for different scenarios in terms of Hit@n
(a-d) NDCG@n (e-h).

Table 6.1: Results of different methods without auxiliary information.

Model Hit@5 NDCG@5 Hit@10 NDCG@10 Hit@15 NDCG@15

CP 0.412 0.201 0.441 0.243 0.462 0.251
Tucker 0.423 0.212 0.452 0.249 0.459 0.254
nTucker 0.438 0.223 0.463 0.257 0.467 0.261
CoSTCo 0.437 0.230 0.461 0.259 0.469 0.266

MLP 0.428 0.219 0.456 0.255 0.461 0.258
GCP 0.459 0.241 0.478 0.262 0.473 0.269
CTL 0.462 0.250 0.482 0.269 0.480 0.271

NeurTN 0.475 0.259 0.491 0.277 0.486 0.279

6.4.2 Effect of Neural Tensor Models (RQ1)

The proposed MLP (Eq.(6.5)), GCP (Eq.(6.7)), CTL (Eq.(6.10)), and the unified

NeurTN (Eq.(6.11)) are able to capture nonlinear feature interactions. In this part,

we compare them with baselines CP, Tucker, nTucker, and CoSTCo, which are pure

tensor machines without any auxiliary data of drugs or targets. For fair comparison,

we only use the one-hot features in Eq.(6.3) as inputs for the proposed models. Due

to page limitation, we only show the top-n performances for Scenario 1, and similar

trends can be observed under different scenarios. Table 6.2 shows the results w.r.t.

Hit@n and NDCG@n.

First, nonlinear tensor models consistently outperform the multilinear CP and

126



CHAPTER 6. NEURAL TENSOR NETWORK FOR DRUG-TARGET-DISEASE
INTERACTIONS

Tucker models. For example, nTucker performs better than Tucker due to its nonlin-

ear Gaussian process; GCP outperforms the CP model and gains average improve-

ments of 7.39% on Hit@n and 11.63% on NDCG@n. These improvements are statisti-

cally significant and mainly stem from the powerful representation of neural network.

Second, CoSTCo is comparable to nTucker and MLP but worse than GCP. CoSTCo

adopts a CNN to perform convolution. Nevertheless, the drug-target-disease data

do not have spatial locality. As such, CoSTCo may be insufficient to capture non-

linear patterns for biological data. Third, the performances of CTL are better than

GCP, implying a good representations of a deeper neural network. Finally, NeurTN

achieves the best performances. Presumably this owes to the high expressiveness of

fusing wide and deep components.

6.4.3 Overall Performance Comparison (RQ2)

Now we compare the overall performance of NeurTN with the baselines of interest.

The results of CP, Tucker, nTucker, and CoSTCo are omitted due to their inferior

performances without auxiliary data. Figure 6.2 shows the performance of Top-n

recommendations, where n ranges from 5 to 15.

As can be seen, NeurTN achieves the best performance over all the comparison

methods across different scenarios. In addition, we have the following observations.

First, the coupled tensor-matrix factorization methods (e.g., CMTF, TFAI, AirCP,

Rubik, and DTD) that integrate auxiliary information of drugs and targets achieve

better performance than NTF, indicating the important contribution of those auxil-

iary information in drug discovery. By integrating valuable domain knowledge, these

tensor models keep high performance even with very sparse observed data.

Second, our proposed NeurTN outperforms coupled tensor-matrix factorization

methods in all scenarios. The superior performance of NeurTN mainly benefits from

its deep neural networks. It is intuitive that neural networks would have stronger abil-
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ity to fit the data, while the multilinear assumptions in coupled tensor-matrix factor-

izations do not. More importantly, NeurTN utilizes geometric neural networks GNN

and CNN, which can learn features from molecular graphs and protein sequences in

the training process. Such end-to-end representation learning can potentially obtain

more interpretable data-driven features instead of predefining hand-crafted feature

matrices in coupled tensor-matrix factorizations.

6.4.4 Importance of Components (RQ3)

To further understand the importance of each component in our neural networks,

we perform some ablation studies. Table 6.2 shows the performance of our default

method and its variants in the case of Scenario 1.

Our results are summarized as follows: (1) Remove MLP: Without MLP layers,

we find that the performance is slightly worse. Although the black-box nature of

MLP, its hierarchical structure is still helpful to learn more complex interactions;

(2) Remove GCP: Not surprisingly, the results are worse than the default method.

This suggests that the GCP can capture triple-wise feature interactions in a nonlinear

fashion; (3) Remove CTL: This variant substantially decreases the overall performance

with a large margin, verifying the effectiveness the CTL neural network in capturing

the useful feature interactions from feature outer product space; (4) Remove GNN:

The chemical structure of a drug determines its pharmacological activity. Removing

Table 6.2: Ablation analysis on our variant models. ’↓’ means a severe performance
drop.

Architecture Hit@5 NDCG@5 Hit@10 NDCG@10
(0) Default 0.574 0.343 0.602 0.396
(1) Remove MLP 0.558 0.337 0.571 0.380
(2) Remove GCP 0.533↓ 0.335 0.553↓ 0.371↓
(3) Remove CTL 0.527↓ 0.329↓ 0.544↓ 0.362↓
(4) Remove GNN 0.515↓ 0.317↓ 0.526↓ 0.341 ↓
(5) Remove CNN 0.519↓ 0.324↓ 0.530↓ 0.346 ↓
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Figure 6.3: (a) The impact of embedding size r. (b) The impact of the number of
layers L. (c) The impact of dropout ratio ρ.

GNN thus decreases the overall performance; (5) Remove CNN: Similar, amino acid

sequences determine the therapeutic function of targets. Deleting the CNN module

hurts the performance.

Embedding Size of NeurTN: The embedding size r in Eq.(6.4) affects the

representation ability of NeurTN. We vary r within [16, 32, 64, 128]. As shown in

Figure 6.3(a), NeurTN benefits from a large embedding size in Scenario 1. Results

on other scenarios have similar trends and are omitted here.

Layers of NeurTN: We also conduct experiments to see whether using a deeper

network is beneficial to the learning task. To this end, we vary the number of layers

in the NeurTN within L = [2, 3, 4, 5]. As shown in Figure 6.3(b), stacking more layers

gradually enhances the performance. We attribute the improvements to the usage of

stacking more layers to model complex drug-target-disease interactions.

Dropout Regularization: Figure 6.3(c) shows the performances of NeurTN

w.r.t. dropout ratio. Our results show that dropout offers better performance. Specif-

ically, using a dropout ratio ρ ≈ 0.3 achieves an optimal accuracy.

6.5 Conclusion

A critical step in personalized medicine is to understand drugs’ MoAs by exploring

the biological interactions among drugs, targets, and diseases in human metabolic
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systems. Here we present a novel NeurTN, which seamlessly combines the tensor

factorization and deep neural network to capture the nonlinear relationships among

health data. Extensive results show the superiority of NeurTN against other coun-

terparts. In the future, we aim to further incorporate the auxiliary information of

diseases under the NeurTN.
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Future Work

Network mining for drug discovery is an active research area. In this dissertation, we

presented several approaches to perform network analysis for drug repositioning, drug

combinations, and drug-target-disease interactions in human metabolic systems. Our

studies open up opportunities to use large-scale omics data to predict drugs’ MoAs in

pharmacological studies. Here we also raise some challenging and promising directions

to be further explored in the future.

• Multi-Network Integration: Integrating data from various sources/domains,

is one of the popular topics in modern machine learning systems. In the past

few decades, significant amount of genomic and proteomic data have been ac-

cumulated. Those heterogeneous data sources, such as drugs’ side-effect, drugs’

ligand binding sites, targets’ Gene Ontology annotations, diseases’ pathway, Mi-

croRNAs, and diseases’ Human Phenotype Ontology, can also be integrated to

provide a wealth of information for inferring drugs’ MoAs. One possible strat-

egy is to construct those heterogeneous data as networks and perform the task

of multi-network analysis by analyzing the dependencies of networks in drug

discovery.

• Scalable Network Mining: Biological data, particularly the large-scale omics
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data, pose some of significant computational challenges in real-world applica-

tions. This problem is even more challenging in the area of multi-network

mining integration. Nowadays it is crucial to develop a machine learning model

to handle networks with millions or billions of nodes with reasonable time and

storage. To address the time/space challenges posed by big data, we plan to

develop some scalable machine learning algorithms, such as careful selection of

training data using sampling techniques or learning to learn, inspired by human

meta-cognition. These strategies may sacrificed accuracy but will earn dramatic

speedup for training process. In addition, effective parallelization is a potential

guiding principle for massive emerging datasets.
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