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A Micromechanical Computational Frameworks for Dynamic Failure 

Mechanisms in Polycrystalline Materials at High Strain Rates

Abstract

by

HAO JIANG

0.2 Abstract

This dissertation is concerned with a micromechanical computational framework for

the direct mesoscale simulation of dynamic failure mechanisms in brittle polycrys-

talline materials at high strain rates based on the Optimal Transportation Meshfree

(OTM) method and the microstructure-informed Eigen-fracture approach. A statisti-

cally equivalent polycrystal structure is reconstructed to match the probability distribu-

tion functions of the grain size, orientation and grain boundary misorientation mea-

sured in experiments. The crystal elasticity model with damage is employed to pre-

dict the anisotropic dynamic response of the polycrystalline structure. Interactions be-

tween the crack front and the microstructure during the dynamic failure process is in-

dicated in the model by considering the equivalent energy release rate as a function

xviii



of the local micro-features. The computational model is implemented to study the

failure process of two-dimensional polycrystalline material (graphene) under uniaxial

tension and three-dimensional polycrystalline material (SiC) under dynamic compres-

sion. In these studies, the proposed model is validated by comparing the predicted

crack growth in graphene against the results from Molecular dynamic (MD) simulations

and directly comparing the predicted compressive strength of 6H-SiC at various strain

rates against Split-Hopkinson pressure bar (SHPB) experiments. Influence of the mi-

crostructure on the dynamic compressive failure mechanisms of 6H-SiC, including the

effects of porosity and void spatial distribution, the strain-rate dependence as well as

the Misorientation distribution, is quantified thoroughly by using the proposed compu-

tational scheme. The analyses in the aforementioned studies demonstrate that the ul-

timate macroscopic strength of brittle polycrystalline materials under dynamic loading

is determined by the competition and combination of intergranular and transgranular

fractures in the microstructure.

xix
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1 Introduction

1.1 Overview

Ceramics materials, such as silicon carbide and aluminum nitride, are brittle polycrys-

talline materials popular in applications of defense and shielding, due to their low den-

sity, high-temperature stability, high hardness, and high compressive strength. Such

applications usually require a deep understanding of the material’s limitation and their

dynamic behavior during the failure process. Meanwhile, understanding deformation

and failure mechanisms in brittle polycrystalline materials, such as ceramics and mod-

ern two-dimensional semiconductors, under dynamic loading are crucial for improve-

ments and developments in the application of advanced structural materials. Applying

the fracture mechanics in the mesoscale level, where each type of defects is considered

as the minimum unit instead of atoms, it is evident that the elastic modulus, grain mor-

phology and the fracture toughness of the individual microstructural constituents and

interfaces are key elements that govern the failure process in polycrystalline materials.

From the experimental observations over decades, several universal phenomenons

regarding the dynamic failure of brittle polycrystalline material are listed as follows:
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• The subcritical micro-crack propagates and coalesces before macro crack splits;

• Intergranular fracture is preferred under quasi-static loading conditions, while

transgranular fracture becomes dominant as the strain rate increases and frag-

ment size turns to be smaller;

• There exists a critical strain rate (e.g., 1000s−1) beyond which the ultimate com-

pressive strength is strongly sensitive to the strain rate.

It is generally recognized that the microstructures in real materials play essential roles

influencing the modes of fracture and failure, and eventually dictating the macroscopic

response of materials. Fig. 1.1 shows the SEM images of SiC fracture surface after com-

pression test, in which both intergranular and transgranular fractures are present. In-

tergranular fracture is the fracture traveling along the interface between adjacent grains,

i.e., grain boundaries while the transgranular fracture is the fracture propagating inside

of the grain, i.e., inner grain.

Fig. 1.1. SEM images of SiC fracture surface after compression test.
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The preference of one fracture mode to the other indicates that the fracture resis-

tance for each microstructure is unlikely the same, which is definitely true in the micro-

scopic level since the brittle fracture is essentially bond breaking between atoms while

each microstructure has its unique atomic structure. Therefore, one can calculate the

fracture resistance of a particular microstructure using first principle modelings, such

as Density Functional Theory simulation and Molecular Dynamic simulation. To date,

it is extremely difficult to characterize the mechanical properties of an individual mi-

crostructure. Meanwhile, experimental studies of two-dimensional material, such as

grephene and transition metal dichalcogenides(TMDCs), have drawn a lot of attention

due to the promising contributions to the fundamental researches. The elastic modulus

and the intrinsic strength of the pristine graphene is measured by nanoindentation tests

using Atomic Force Microscopy(AFM)71, while the misorientation angle dependence of

the grain boundary strength is also observed in the experiment. The applicability of

the classic Griffith theory to the brittle fracture of graphene is also proved through the

experimental measurement of the fracture toughness in graphene132. In addition, the

measurement of bi-crystal graphene provides a quantitative study of the misorientation

angle effect on the strength and toughness of the grain boundary100. Concepts such as

grain boundary design and grain boundary engineering to improve the strength of poly-

crystalline materials are well-accepted7,68,120. The crack propagation through a material

microstructure depends on the mechanical state in the vicinity of the crack-tip. There-

fore, the local mismatches in fracture toughness of grain interior and grain boundaries

significantly influence the crack path. In light of the standpoint above, it is evident that
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any numerical fracture model that is able to model crack propagation by incorporating

these microstructural features has the potential to describe toughening mechanisms in

polycrystals and provide a framework for microstructural design.

Since the late 1980s, spring network method has been widely used in brittle fracture

simulations in heterogeneous materials10,30,31. Jagota and Bennison 57,58 performed a

detailed study on spring-networks and finite element methods for crack propagation

simulations revealing a mesh dependency of deformation and crack paths. To avoid

these shortcomings, Bolander Jr and Saito 17 proposed a model for random networks

based on the Voronoi tessellation which was able to produce homogeneous deforma-

tion on uniform straining and showed little bias towards crack propagation directions.

Lattice spring models have been used to study brittle fracture and damage in polycrys-

talline materials. The mechanics of the polycrystalline structure was represented by

a spring network on the lattice, where a spring fails if the stored elastic energy in the

spring exceeded a critical value. The transition from intergranular (growth along the

grain boundary) to transgranular (growth in the grain interior) fracture was observed

with increasing grain boundary toughness126. Holm 52 study intergranular fracture in

polycrystals considering surface formation energies. The influence of low/high-angle

grain boundaries and grain boundary micro-cracking on the fracture path was investi-

gated. Kim B-N 63 analyzed two-dimensional crack propagation through a polycrystal

as a function of the grain boundary toughness, focusing on the competition between

intergranular and transgranular mode of crack propagation.
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Another approach to modeling fracture for arbitrary microstructure is the use of

cohesive surfaces within a finite element formulation. Zhai and Zhou 130 proposed a

micromechanical model in which the cohesive surface formulation of Xu and Needle-

man 124 is used to study failure modes in composite microstructures. Zavattieri et al. 129

studied intergranular microcrack initiation and evolution in ceramic microstructures

under dynamic loading conditions. The traction-displacement relation of the cohesive

surface is defined by the particular cohesive rule. Therefore, cracks are only allowed to

develop in existing cohesive elements along edges, which can result in an overestimate

of the fracture energy when the actual crack paths are not coincident with mesh edges.

The results depend not only on the mesh size but also on the mesh shape. This issue can

be compensated by remeshing to some degree that is particularly difficult in 3D. It has

been noted that the solutions sometimes depend on mesh refinement41.

Early numerical models for treating discontinuities in finite elements can be traced

to the work of Ortiz et al. 93 and Belytschko et al. 11 . They modeled shear bands as ’weak’

(strain) discontinuities that could pass through finite elements using a multi-field vari-

ational principle. Dvorkin et al. 38 considered ’strong’ (displacement) discontinuities by

modifying the principle of virtual work statement. A unified framework for analyzing

strong discontinuities by taking into account the softening constitutive law and the in-

terface traction-displacement relation was put forth by Simo et al.112,113. Applications

and extensions of this approach have been proposed by many researchers to date; for

a few related studies5,70,102,114. In the strong discontinuity approach, the displacement

consists of regular and enhanced components, where the enhanced component yields a
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jump across the discontinuity surface. An assumed enhanced strain variational formu-

lation is used, and the enriched degrees of freedom are statically condensed on an ele-

ment level to obtain the tangent stiffness matrix for the element. It is to be noted that, in

this approach, the discontinuity surface can only terminate on element boundaries. A

comprehensive review and comparison of various embedded discontinuity approaches

are provided by Jirásek60.

To date, the continuum modeling to study discrete crack propagation through a

polycrystalline microstructure is still under a developing stage. The computational ef-

fort and complexity involved are significant even in two dimensions, and hence the

above approach has not received wide attention. The open challenges include:

• Creating a realistic microstructural model based on experimental characteriza-

tion;

• Adapting the physical fracture criterion in mesoscale;

• Establishing interactions between crack front and microstructures;

• High strain rate modeling compatibility;

• Mesh independence with the crack paths.

To this end, we present a micromechanical computational framework in this work

based on the Eigen-fracture scheme and Optimal Transport Meshfree OTM method to

model the complexity of microstructure effects on the materials dynamic failure mech-

anism. The OTM method is employed to overcome challenges in the numerical simula-

tion of large local deformations in solids under extreme loading conditions74–76. A direct

numerical simulation of the polycrystalline structure is proposed to explicitly account
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for the porosity and void distributions, grain sizes, grain orientation, and misorientation

distributions. In addition, the critical energy release rate of the material is defined as a

function of the local microstructural features (e.g., the misorientation angle) and varies

at the grain boundaries and the interior of grains. The interaction between the crack

front and topological defects in the microstructure is predicted by comparing the equiv-

alent energy release rate induced by the deformation to the local critical value. Consid-

ering the spatial distribution of the fracture property of materials in the polycrystalline

structure furnishes an effective means of modeling the intergranular and transgranular

fracture patterns simultaneously116. In addition, the calculation of the equivalent en-

ergy release rate is carried out within a local neighborhood of a material point, which

has the effect of eliminating spurious mesh-dependent artifacts. The Eigen-fracture

scheme is known to properly converge to Griffith fracture in the limit of vanishingly

small mesh sizes. The macroscopic rate-dependency and porosity-strength effect in the

brittle polycrystalline materials can be predicted by evaluating the crack propagation

in the microstructure interacting with topological defects without introducing any rate-

dependency in the models. A mechanistic understanding of the dynamic failure mech-

anisms in ceramics based on micromechanics can be developed through a detailed de-

scription of the competition and combination of intergranular and transgranular frac-

ture patterns in the polycrystalline structures.
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1.2 Griffith’s theory

In 1913, Inglis 55 provides a linear elastic solution for the stress concentrations around

elliptical holes. However, Inglis’s formula states the stresses approach infinity at the tip

of a perfectly sharp crack. As a result, the predicted strength of materials would be near

zero since the bonds there would rupture immediately, even for very small applied loads.

In 1920, Griffith 47 employed an energy-balance approach to predict fracture strengths

in the glass, while using Inglis’s solution, which has become one of the most famous

developments in materials science and has been considered to be the birth of the field

of fracture mechanics. The general derivation is briefly written as follow.

The strain energy density in the stressed elastic material is

W = 1

V

∫
F d x =

∫
F

A

d x

L
=

∫
σdε, (1.1)

where the volume, V can be expressed as the multiplication of area and height, AL, F

and d x denote force and displacement while σ and ε represent stress and strain. If the

material is linear elastic, i.e., σ= Eε, then the strain energy density is

W = Eε2

2
= σ2

2E
. (1.2)

When a crack has grown into a solid to a depth a, a region of material adjacent to

the free surfaces is unloaded, and its strain energy released. Using the Inglis solution,

Griffith was able to compute just how much energy this is.

A simple way of visualizing this energy release, illustrated in Fig. 1.2, is to regard two

triangular regions near the crack flanks, of width a and height βa, as being completely
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Fig. 1.2. Idealization of unloaded region near crack flanks.

unloaded, while the remaining material continues to feel the full stressσ. The parameter

β can be selected so as to agree with the Inglis’s solution, and it turns out that for plane

stress loading β=π. The total strain energy W released is then the strain energy density

times the volume in both triangular regions:

W = σ2

2E
·πa2. (1.3)
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Here the dimension normal to the x − y plane is taken to be unity, so W is the strain

energy released per unit thickness of the specimen. This strain energy is dissipated by

crack growth. But for the crack opening, bonds must be broken, and the essential bond

energy is effectively absorbed by the material. The surface energy S associated with a

crack of length a is

S = 2γa, (1.4)

where γ is the surface energy (unit in J/m2) and factor 2 is needed since two free sur-

faces have been formed. As shown in Fig. 1.3, the total energy associated with the crack

is then the sum of the (positive) energy absorbed to create the new surfaces, plus the

(negative) strain energy liberated by allowing the regions near the crack flanks to be-

come unloaded.

Fig. 1.3. The fracture energy balance.
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As the crack grows longer, i.e., a increases, the quadratic dependence of strain en-

ergy eventually dominates the surface energy, and beyond a critical crack length ac the

system can lower its energy by letting the crack grow still longer. Up to the point where

a = ac , the crack will grow only if the stress increased. Beyond that point, crack growth

is spontaneous and catastrophic. The value of the critical crack length can be found by

setting the derivative of the total energy W +S to zero:

∂(W +S)

∂a
= 2γ−

σ2
f

E
πa = 0. (1.5)

Since fast fracture is imminent when this condition is satisfied, we write the stress as

σ f .

σ f =
√

2Eγ

πa
(1.6)

Griffith’s original work dealt with very brittle materials, specifically glass rods. When

the material exhibits more ductility, consideration of the surface energy alone fails to

provide an accurate model for fracture. This deficiency was later remedied, at least in

part, independently by Irwin 56 and Orowan 91 . They suggested that in a ductile material

a good deal, in fact, the vast majority, of the released strain energy was absorbed not by

creating new surfaces, but by energy dissipation due to plastic flow in the material near

the crack tip. They suggested that catastrophic fracture occurs when the strain energy is

released at a rate sufficient to satisfy the needs of all these energy "sinks" and denoted

this critical strain energy release rate by the parameter Gc ; the Griffith equation can then

be rewritten in the form:

σ f =
√

2EGc

πa
. (1.7)
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This expression describes, in a very succinct way, the interrelation between three im-

portant aspects of the fracture process: the material, as evidenced in the critical strain

energy release rate Gc ; the stress level σ f ; and the size, a, of the flaw. In a design sit-

uation, one might choose a value of a based on the smallest crack that could be easily

detected. Then for a given material with its associated value of Gc , the safe level of stress

σ f could be determined. The structure would then be sized so as to keep the working

stress comfortably below this critical value.

In 1957, Irwin introduced the critical stress intensity factor, Kc , also known as frac-

ture toughness,

Kc =σ f
p
πa. (1.8)

Thus, the critical energy release rate can also be written as

Gc =
K 2

c

E
, (1.9)

where E is the Young’s modulus.

1.3 Layout of the thesis

A brief outline of this dissertation is as follows. Chapter 1 gives the background and

overview of the thesis. The aim and objectives are explained with respect to the corre-

sponding research difficulties.

Chapter 2 provides the guidelines and techniques to reconstruct the polycrystalline

structures with statistical equivalence to the real materials by integrating a variety of
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quantitative information of the materials microstructure, including grain size distribu-

tion, grain orientation, and misorientation distributions.

Chapter 3 thoroughly reviews the development of the micromechanical computa-

tional framework including the crystal elasticity model, the Optimal Transportation Mesh-

free (OTM) method and the microstructure informed Eigen-fracture approach.

Chapter 4 reports the reach outcomes of the microstructural effects of 2D polycrys-

talline graphene during uniaxial tension. The micromechanical computational frame-

work captures the fracture features in the mesoscale, such as the crack locations and the

transition between fracture modes by comparison with the MD simulations.

chapter 5 reports a quantitative analysis of the influence of the microstructure on

the dynamic compressive failure mechanisms of 6H-SiC, including porosity effect, strain

rate dependence and misorientation distribution, by using the micromechanical com-

putational framework. The mesh-independence of the algorithm is validated by refining

the mesh of the polycrystalline structure.

Chapter 6 summarizes the work of the thesis and gives some recommendations for

future research.
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2 Polycrystalline reconstruction

A defect-free material certainly has better mechanical properties than one with de-

fects. However, in reality, defects such as grain boundary and voids are inevitable during

the manufacturing process. Fig. 2.1 shows a typical manufacturing process of ceramic

materials by sintering method, while grain boundaries and voids are observed in the sin-

tered product by Scanning Electron Microscope(SEM). It is worth mentioning that the

voids tend to allocate in the grain boundaries.

In the last decade, with the rapid advancement in the technology on microstructural

characterization, such as Electron Backscatter Diffraction(EBSD) Analysis, a variety of

quantitative information of the materials microstructure, including grain size distribu-

tion, grain orientation, and misorientation distributions, may be integrated into the

computational models. This work aims to reconstruct a statistical equivalent polycrys-

talline structure such that the micro-features included in the simulation have a more

practical impact on their contributions to the final strength.
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Fig. 2.1. Hot sintering process for manufacturing ceramic materials. SEM
images show the common microstructures found in the sintered material.

2.1 Voronoi tessellation

Voronoi tessellation (VT) has been widely used in many applications in areas such as

crystallography, computer graphics, epidemiology, geophysics, and meteorology37,90.

It partitions a given domain into convex polyhedra. Voronoi seeds are a given set of

distinct points to partition a domain into corresponding regions. The Voronoi cells are

generated by the perpendicular bisectors of the lines linking the seeds. The distance

from any point in a Voronoi cell to the corresponding seed is closer than to any other

seed.
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Fig. 2.2. An example of Voronoi tessellation: a) A cubic domain with 100
polyhedron (colored by Voronoi cells) b) Polyhedrons inside the domain.

Fig. 2.2 shows a cubic domain divided by Voronoi tessellation and the Polyhedrons

inside the domain. The mathematical presentation of the tessellation can be written as

Bi = {x ∈Ω : ‖Si −x‖ < ‖S j −x‖ ∀i 6= j , i , j = 1, · · · , N }, (2.1)

where Bi is a partition of the domain Ω ⊂ Rd , d = 2,3 corresponding to the seed points

Si , ‖ ‖ denotes the Euclidean L2 norm and N is the total number of the seed points. Two

adjacent Voronoi cells share a boundary line or surface without intrusion, and the entire

domain is occupied by all the Voronoi cells, i.e.,

Bi ∩B j = ø ∀i 6= j ;

N⋃
i=1

Bi =Ω.
(2.2)

The Voronoi tessellation resembles a process of solidification or recrystallization

where all grains nucleate at each seed simultaneously and grow isotropically at the same
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rate. In the past few decades, people have usually employed the VT method to create

polycrystalline models for finite element (FE) and meshfree analysis36,40,44,80,98,104. For

instance Ghosh and Yunshan 45 and Ghosh et al. 46 utilized Voronoi cells to obtain stere-

ologic information for the different morphologies. Liu et al. 79 proposed a method to in-

vestigate the damage evolution under uniaxial tension and reversed shear loading con-

ditions, by means of a model combined continuum damage and mechanism-based cav-

itation, using a Voronoi tessellation to represent the polycrystal microstructure. Bolan-

der Jr and Saito 17 used Voronoi tessellation to discretize homogeneous, isotropic ma-

terials prone to fractures such as cement and concrete. Benedetti and Aliabadi 12 mod-

eled intergranular degradation and failure in three-dimensional (3D) polycrystalline mi-

crostructures created by the VT method using anisotropic elasticity simulations.

2.1.1 Grain size distribution

The statistical properties of the Voronoi cells, such as the size or shape, can be con-

trolled by the locations of the seeds. If the seeds of the Voronoi tessellation follow the

Poisson or random distribution, the generated tessellation is named Poisson-Voronoi

tessellation (PVT)90. As a result, the number of cell faces, volume, and surface area can

be approximated in a log-normal distribution. In addition, there is a special type of

Voronoi tessellations, i.e. centroidal Voronoi tessellation (CVT). A Voronoi tessellation

is called centroidal when the generating point of each Voronoi cell is also its center of

mass. It can be viewed as an optimal partition corresponding to an optimal distribution

of seeds. Theoretically, all the centroidal Voronoi cells have an identical size. On the
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other hand, studies have shown that CVT based mesh generation is very effective and

in a good quality35. The definition of a centroidal Voronoi tessellation is the aforemen-

tioned definition of Voronoi tessellation with an extra constraint on the location of the

seeds. Given the set of Voronoi cells {Bi }k
i=1, the mass center ci over Bi with mass density

ρ(~x) is defined as

ci =
∫

Bi
~xρ(~x)d~x∫

Bi
ρ(~x)d~x

. (2.3)

Note that the mass density function ρ(~x) > 0 and ~x is a vector in Ω ⊂ Rd . The given

seeds {Si }k
i=1, must satisfy the following condition for a centroidal Voronoi tessellation:

Si = ci for i = 1, · · · ,k. (2.4)

Fig. 2.3 compares the tessellation results by Poisson’s Voronoi tessellation and cen-

troidal Voronoi tessellation. In both cases, a 1mm3 cube is partitioned into 1000 individ-

ual cells. The cell size and shape by PVT in Fig. 2.3(a) is irregular resulting in small edges

and sharp corners in the geometry, which will definitely cause difficulties for the mesh

creation. Au contraire, the Voronoi cells generated by CVT have similar sizes in a regular

shape. The faces of the cells, as seen in Fig. 2.3(b), are usually hexagonal with edges of

relevant length. Meanwhile, the size distributions in Fig. 2.3(c) and (d) show a statistical

difference between PVT and CVT. The median size for PVT (0.121mm) is slightly lower

than the one for CVT (0.124mm). However, The PVT has a larger standard deviation than

CVT, not to mention that the ideal CVT have same cell sizes, as shown in Fig. 2.4.
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(a) (b)

(d)(c)

Fig. 2.3. A 1×1×1 mm3 cube is divided by a) PVT and b) CVT. The Voronoi
cell size distributions of a) and b) are plotted in c) and d), respectively.
Note the Voronoi cell size is represented by the equivalent diameter of
the cell.

In order to control the cell size distribution, one can control the distribution of seeds

in the Voronoi tessellation131. For instance, suppose N seeds in a domain of volume V ,

the mean grain size Dmean is given by Dmean ≈ V /N . The seed distance for the most

regular tessellation, as seen in Fig. 2.4, must be equal to dr eg =
p

6
2 ( Dmeanp

2
)1/3. During the

insertion of seeds, a constraint can be introduced:

mi n‖Si −S j‖ ≥ a ·dr eg ∀i 6= j , 0 < a ≤ 1, (2.5)
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dreg

s1

s2

Fig. 2.4. The most regular tessellation in 3D space.

where a is the regularity parameter. Fig. 2.5 shows the probability density function of

the grain size distribution versus the values of a.

2.2 Grain boundary and voids

A grain boundary is an interface between two adjacent grains in a polycrystalline mate-

rial. Grain boundaries can be considered as defects in the crystal structure, and tend to

inhibit the electrical and thermal conductivity of the material. Most grain boundaries

are preferred sites for the onset of corrosion and for the precipitation of new phases

from the solid, which influence the intrinsic strength of the grain boundary. On the
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Fig. 2.5. Grain size distributions with different regularity parameters.

other hand, grain boundaries disrupt the motion of dislocations through a material, so

reducing crystallite size is a common way to improve mechanical strength, as described

by the Hall-Petch relationship. In order to study the grain boundary effects and its fail-

ure, it is necessary to represent the grain boundary explicitly in the model. The thickness

of the grain boundary is usually few nano-meters. In Molecular Dynamic simulations,

grain boundaries are naturally described since the model is at the atomic level. How-

ever, in finite element (FE) and meshfree analysis, it is extremely difficult to model the

grain boundary at its real length scale. Usually, representative elements are used to ap-

proximate grain boundaries. In our computational framework, a triangulation of the

Voronoi tessellation can give us the discretized model of a polycrystalline structure. A

conforming mesh is generated to assure an explicit discretization of the surfaces of each



Polycrystalline reconstruction 22

grain. In the OTM method, we take the barycenter of each tetrahedron element as the

material point and the nodes of the elements as the OTM nodes. The connectivity in-

formation of the original mesh becomes the initial neighborhood of the material points.

The information on grain orientation and grain boundary misorientation is embedded

in the discretization shown in Fig. 2.6(a) and (b). Particularly, the grain boundaries are

represented by two thin layers of material points with non-zero misorientation angles

as a transition zone as shown in Fig. 2.6(c). All the material points at the inner grain

have zero misorientation angles. The nodes on the surfaces of the grains are shared by

neighboring grain boundary material points.

(a)

(b)

(c)

Fig. 2.6. 3D reconstruction of polycrystalline structure: a) grain aggre-
gation (colored by grain orientations) b) polycrystalline structure colored
by the magnitude of misorientation angles and c) meshes for the grain
boundaries (colored by the magnitude of misorientation angles).
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Other micro-defects, such as voids and second phase particles, can also be repre-

sented explicitly in this framework when effective material models and properties are

assigned to the specific material points in the bulk material as shown in Fig. 2.7. In our

direct numerical simulations of the polycrystalline structure, the averaged size of the

material points is in O(1)µm. Thus, the voids can be represented by a single material

point or an aggregation of neighboring material points according to their size. The void

volume fraction of the material points representing a void is set to be 1, i.e., φ= 1 in Eqn.

(3.62).

Fig. 2.7. Explicit representations of grain boundaries and other micro-
defects(The grid of dots denotes the microstructure of the material while
the dashed triangles denote the samples of the discretization in the
model).
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2.3 Orientation and misorientation

It is generally recognized that the grain orientation and the grain boundary misorienta-

tion distributions influence dynamic behavior and failure process of the polycrystalline

material in the mesoscale. The grain orientation is defined as the angle between the

local crystal coordinates and the global reference coordinate system, which can be de-

noted by the proper Euler angles (α,β,γ) with respect to rotation axes z−x ′−z ′′. In three

dimensions, the grain orientations can also be represented by a 3 by 3 orthonormal ro-

tation matrix R. The conversion between Euler angle (α,β,γ) and rotation matrix R can

be written as

R =


cosγ sinγ 0

−sinγ cosγ 0

0 0 1




1 0 0

0 cosβ sinβ

0 −sinβ cosβ




cosα sinα 0

−sinα cosα 0

0 0 1

 . (2.6)

The misorientation angle of a grain boundary can be calculated using the orienta-

tions of two neighboring grains as

θ = mi n|cos−1{
tr (RB R−1

A )−1

2
}|, (2.7)

where RA and RB are the rotation matrices for two neighboring grains A and B as shown

in Fig. 2.8.

In order to achieve a high fidelity prediction of the microstructure evolution in sim-

ulations, it is critical to generating a statistically equivalent numerical model to the real

polycrystalline structure tested in the experiments by matching their orientation and
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x

z

y

Fig. 2.8. Grain orientation and grain boundary misorientation. The refer-
ence coordinates are in black and the crystal coordinates are in red.

misorientation distributions. The orientation of the grains in the Voronoi tessellation is

determined directly using the probability distribution function (PDF) of the grain ori-

entations characterized in the Electron Backscatter Diffraction(EBSD) analysis. How-

ever, it is not necessary that the misorientation distribution of the initial model will

agree with the experimental measurement. Thus, the Monte-Carlo annealing algorithm

is utilized in this framework to reorganize the spatial distribution of the grain orien-

tations. The Monte-Carlo annealing algorithm is a probabilistic technique for system

optimization, which relies on repeated random sampling towards the convergence. In

this particular application, the error of the Monte-Carlo annealing algorithm is defined
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as a function of the orientation distribution function(ODF) and misorientation distribu-

tion function(MODF)107. Suppose Ξm and Ξe are the polycrystalline structures created

by Voronoi tessellation and measured from the experimental sample, respectively, the

error is assumed of the form

λ=
imax∑
i=1

( fi (Ξm)− fi (Ξe ))2 +
jmax∑
j=1

(h j (Ξm)−h j (Ξe ))2, (2.8)

where imax and jmax represent the number of intervals chosen to partition the range of

the grain orientation and misorientation angles, respectively. For instance, considering

the misorientation angle ranges from 0 to 90 degrees, jmax equals to 9 if the interval is

set as 10 degrees. fi and h j are the probability of the orientation and misorientation

angles in the i -th and j -th interval, respectively. Since the orientations in the model are

directly generated by the PDF of the experimental configuration, only the second term

in the error function, i.e. the difference between the MODFs, needs to be minimized

by the Monte-Carlo annealing process. The computational implementation follows the

steps listed in Algorithm 1. Fig. 2.9 demonstrates the performance of this algorithm

involving 500 misorientation angles. The grain boundaries of the tested polycrystalline

sample are shown in Fig. 2.10. It is evident that the misorientation angle distribution

of the model shows an excellent agreement to the target one after applying the Monte-

Carlo annealing algorithm. Also, during the process, the orientation angle distribution

remains the same and matches the experimental one exactly.
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Algorithm 1 Monte Carlo Annealing Algorithm for MODF

Require: h j (Ξm
0 ): initial model MODF; h j (Ξe ): target (or experimental) MODF;

Ensure: minimum error λ

1: Initialization: Set k = 0, given the number of intervals jmax and convergence toler-

ance δ, and calculate the initial error λ0 =∑ jmax

j=1

(
h j (Ξm

0 )−h j (Ξe )
)2;

2: Randomly select two grains in the model, A and B , and swap their orientations, i.e.

Rk+1
A = Rk

B and Rk+1
B = Rk

A;

3: Update the model MODF h j (Ξm
k+1);

4: Calculate the error λk+1 =
∑ jmax

j=1

(
h j (Ξm

k+1)−h j (Ξe )
)2;

5: Compute the change in the error function ∆λ=λk+1 −λk ;

6: If ∆λ< 0, accept the change. Otherwise, accept the change based on the probability

exp(−∆λ/M) where M is initially set at 10 and reduced by 20% every 100 accepted

changes or every 1000 attempted changes, whichever is reached first;

7: Reset k ←− k +1. If λk+1/λ0 6 δ, exit. Otherwise, go to (2).
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Fig. 2.9. Misorientation distribution before and after applying the Monte-
Carlo annealing algorithm in comparison with the target distribution.

Fig. 2.10. Grain boundaries colored by misorientation angles before and
after applying the Monte-Carlo annealing algorithm.
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3 Computational framework

A computational framework, based on the Optimal Transportation Meshfree(OTM)

method74 and the EigenErosion scheme76,108, is presented in this chapter. The goal is

to simulate the dynamic crack propagation in brittle polycrystalline structures at high

strain rates. In Section 3.1,the conservation of mass and the linear momentum balance

are briefly reviewed. In Section 3.2, a crystal elasticity model is used to describe the

anisotropic material properties in the polycrystal. Meanwhile, the strain energy density

is divided into the volumetric and isochoric parts in order to characterize the failed ma-

terial. Finally, the solutions for tracking the inter- and transgranular fractures in brittle

polycrystalline materials under large deformations are given in Section 3.3 and 3.4.3.

3.1 Continuum mechanics

Considering a body occupying a domain Ω0 ⊂ ℜ3 in a certain reference configuration,

the positions of material points P ∈Ω0 can be referred by their position vector X(P ) rel-

ative to some convenient origin O. The position vectors may further be defined by their

components X1, X2, X3 relative to some convenient orthonormal basis {E1, E2, E3} cen-

tered at O. We shall refer to this reference frame, {Ei }, and O, as the material reference



Computational framework 30

frame, and to components Xi relative to this frame as material (referential) coordinates.

A deformation of a body Ω0 is an injective mapping ϕ: Ω0 → ℜ3. The region ϕ(Ω0) is

the deformed configuration of the body Ω0. The deformation mapping ϕ projects ma-

terial points P ∈ Ω0 to material points p ∈ ϕ(Ω0) in one-to-one correspondence. The

positions of material points p can be referred by their position vectors x(p) relative to

some convenient origin o. These position vectors may further be defined by their com-

ponents x1, x2, x3 relative to some convenient orthonormal basis {e1, e2, e3} centered

at o. We shall refer to this reference frame, {ei }, and o, as the spatial reference frame, and

to components xi relative to this frame as spatial (current) coordinates. In coordinates,

the deformation mapping, see Fig. 3.1, takes the form:

x =ϕ(X), X ∈Ω0 or xi =ϕ(Xi ), i ∈ {1, 2, 3}. (3.1)

Note, here and subsequently, Latin indices take the values 1, 2, and 3 while the index

in the reference configuration will be substituted by capital letter J in order to distin-

guish from the spatial configuration. Since, by assumption, ϕ is injective, the inverse

deformation mappingϕ−1: ϕ(Ω0) → Ω0 is well defined.

Measures of local deformation play a prominent role in the formulation of mate-

rial models when the principle of local action may be presumed to be in force. Let

dV ∈ Ω0 be an infinitesimal material neighborhood of point X ∈ Ω0, and let d v be the

corresponding infinitesimal spatial neighborhood. Let X+dX be a neighboring material
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Fig. 3.1. Deformation mapping from the reference configurationΩ to the
deformed configurationϕ(Ω).

point within dV , and x+dx be the corresponding spatial point. Then we have:

xi +dxi =ϕi (X+dX, t ) ∼ϕi (X, t )+ ∂ϕi

∂X J
(X, t )d X J = xi + ∂ϕi

∂X J
(X, t )d X J . (3.2)

Whence we obtain the differential relation

d xi = ∂ϕi

∂X J
(X, t )d X J . (3.3)

Thus, the action of the deformation mapping on an infinitesimal material vector dX

at X is completely determined by the deformation gradient, F

Fi J (X, t ) = ∂ϕi

∂X J
(X, t ) ≡ϕi ,J (X, t ) ≡∇0ϕ(X, t ), (3.4)

where the subscript 0 is the derivative to the reference coordinates X. In general, F is not

symmetric. Clearly, the deformation gradient is a second-order two-point tensor. The
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relative change in volume between the deformed and the undeformed state is equal to

the Jacobian of the deformation gradient, J

J = det(F) = d v

dV
. (3.5)

Now, let’s consider a body with reference configuration Ω0 undergoing a motion

ϕ: Ω0 × [t0, t1] → ℜ3. We shall let ϕt : Ω0 → ℜ3 be the deformation mapping at time

t ∈ [t0, t1]. A basic principle of classical mechanics is that mass is a fixed quantity that

cannot be formed or vanished. Thus, the mass contained in every sub-body of the closed

system must remain constant in time. Let ρ0: Ω0 →ℜ be the referential mass density per

unit undeformed volume or ρ0 ≡ dm0/dV , and ρ: ϕ(Ω0) →ℜ be the mass density per

unit deformed volume at time t or ρ ≡ dm/d v . Then, the mass contained in a sub-body

E ∈Ω0 is ∫
E
ρ0dV =

∫
ϕ(E)

ρd v. (3.6)

Changing variables on the right from d v to dV by using the (3.5), and rearranging gives

∫
E

(ρ0 −ρt (ϕ(X)J )dV = 0. (3.7)

Since this identity must hold for all measurable subsets ofΩ0, the integrand must vanish

identically,i.e.,

(ρ ◦ϕt )J = ρ0, ∀E ⊂Ω0. (3.8)

This identity relates the mass densities per unit deformed and undeformed configura-

tions.
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The conservation of linear momentum can be provided by the principle of virtual

work. It is sometimes referred to as a weak statement of linear momentum balance be-

cause it does not involve derivatives of the stress-tensor field.

Let’s condenser a body Ω0 whose boundary is partitioned into two subsets, a dis-

placement or Dirichlet boundary Γu , and a traction or Neumann boundary Γt , such that

∂Ω0 = Γu ∪Γt and Γu ∩Γt =;.

The motion of the body is subject to the boundary conditions

ϕ=ϕ, on Γu (3.9)

P ·N = T, on Γt (3.10)

where ϕ is the prescribed deformation mapping over Γu , T are the prescribed material

tractions over Γu and P is the first Piola-Kirchhoff stress tensor.

A virtual displacement field δu is introduced over Ω0, which is said to be an admis-

sible variation if it vanishes identically over the displacement boundary, i.e. if δu|Γu = 0.

According to the principle of virtual work, a stress field P: Ω0 →ℜ3×3 is in equilibrium

with body forces B and prescribed tractions T applied over Γt , if and only if

∫
Ω0

(P : ∇δu−ρ0(B− ϕ̈) ·δu)dV −
∫
Γt

T ·δud A = 0 (3.11)

for all admissible variations δu, where ϕ̈ denotes the acceleration of the body.

Integrating by parts and using the fact that δu is admissible to reduce the resulting

boundary term to Γt gives

∫
Ω0

(ρ0(ϕ̈−B)−∇0 ·P) ·δudV +
∫
Γt

(P ·N−T) ·δud A = 0 (3.12)



Computational framework 34

and, since δu is otherwise arbitrary, it follows that the linear momentum balance and

boundary conditions must hold, i.e.,

ρ0(ϕ̈−B)−∇0 ·P = 0 (3.13)

P ·N−T = 0 (3.14)

3.2 Constitutive model

Assuming there is no other type of energy dissipation mechanisms except fracture, a

crystal elasticity model can be employed at the material points to describe the dynamic

anisotropic constitutive relationship of the brittle polycrystalline material34,42. Suppos-

ing the existence of a Helmholtz free energy density W (F) or strain energy density, it

follows from Coleman’s relations that the first Piola-Kirchhoff stress tensor is given by

P = ∂W (F)

∂F
, (3.15)

where F is the deformation gradient. Within an increment framework in the OTM method,

the response of the brittle polycrystalline material in each time increment can be ap-

proximated as a small strain problem. In specific, the logarithmic strain is adopted

which is defined as,

ε= 1

2
ln(FT F). (3.16)

To further describe the behavior of the material points before and after failure, the strain

energy density can be decomposed additively into the volumetric and isochoric parts4,

W (ε) =W vol(η)+W dev(εdev), (3.17)
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where

η= tr(ε) and εdev = ε− 1

3
ηI (3.18)

are the volumetric strain and the deviatoric part of the small strain tensor, respectively.

In particular, the quadratic equation of state is employed, i.e.,

W vol(η) =


1
2 (1−χ)K0η

2 if η≥ 0,

1
2 (1−χ)K0η

2 + 1
2χKtη

2 if η< 0,

(3.19)

where χ is a damage parameter used to characterize the failure state of a material point

(for simplicity, χ = 0 for the intact material point and 1 for a failed material point), K0

and Kt are the bulk moduli of the intact and failed material, respectively. The damage

parameter will be determined by the Eigenstrain ε∗ introduced in Section 3.4.3. After the

material point is failed, it is considered that a crack has penetrated through the entire

domain of the material point. Therefore, the failed material point has no resistance to

tension but can respond to compressive loads. The isochoric response is modeled by

the general Hooke’s law, i.e.,

W dev(εdev) = 1

2
(1−χ)εdev :Cdev : εdev +χµt ∥ εdev ∥2, (3.20)

where Cdev is the isochoric part of the total elastic moduli C of the intact crystalline ma-

terial while µt is the effective shear modulus of the failed material. The behavior of the

failed material point for χ = 1 is similar to a granular material in which the shear resis-

tance is caused by the friction between particles. The number of independent material
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parameters in the elastic moduli tensor C is subject to the symmetry system of the crys-

tal structure. For a hexagonal structure, such as SiC, the stiffness tensor can be approxi-

mated using five independent parameters. In order to compute the isochoric stress and

strain energy, several elastic constants need to be modified:

C dev
11 = (7C11 −2C12 −4C13 −C33)/9, C dev

12 = (−2C11 +7C12 −4C13 −C33)/9,

C dev
13 = (−2C11 −2C12 +5C13 −C33)/9, C dev

33 = (C11 +C12 +2C13 −4C33)/9.

(3.21)

Evaluation of the stresses at each element is performed in the local crystal coordinates

instead of the global Cartesian coordinate system, as shown in Fig. 3.2.

Fig. 3.2. Deformation in the crystal elasticity model using the rotation
between crystal coordinates and spatial coordinates.
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Therefore, the anisotropic constitutive relation needs to be rotated to accommodate

the grain orientations. The coordinate transformations of fourth order stiffness tensor

can be written in the following tensor notation,

C
′
pqr s = Rpi Rq j Rr k RslCi j kl , (3.22)

where R is an orthonormal rotation matrix, with RT R = I ,

and in the matrix notation as

C ′ = DC DT (3.23)

where the 6 by 6 transformation matrix D related to the rotation matrix,R, as

D =



R2
11 R2

12 R2
13 2R12R13 2R13R11 2R11R12

R2
21 R2

22 R2
23 2R22R23 2R23R21 2R21R22

R2
31 R2

32 R2
33 2R32R33 2R33R31 2R31R32

R21R31 R22R32 R23R33 R22R33 +R23R32 R21R33 +R23R31 R22R31 +R21R32

R31R11 R32R12 R33R13 R13R32 +R12R33 R13R31 +R11R33 R11R32 +R12R31

R11R21 R12R22 R13R23 R13R23 +R13R22 R13R21 +R11R23 R11R22 +R12R21


(3.24)

3.3 Governing equations and the Optimal Transportation Mesh-
free (OTM) method

The dynamic behavior of the material can be predicted by solving the mass and lin-

ear momentum conservation equations of the system with the specific material models
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under given initial and boundary conditions. Consider a body initially occupying a ref-

erence configurationΩ0 in a d-dimensional Euclidean space with boundary Γ. Suppose

the boundary can be decomposed into the essential boundary Γu and natural boundary

Γt , such that Γ= Γu ∪Γt and Γu ∩Γt =;. Thus, the motion and deformation of the body

is subject to the solution of a general initial boundary value problem in the Lagrangian

form, i.e.,

F(X, t ) =∇0ϕ(X, t ) inΩ0 × [0,T ], (3.25)

(ρ ◦ϕ(X, t ))J = ρ0 inΩ0, (3.26)

ρ0ϕ̈−∇0 ·P = ρ0B inΩ0 × [0,T ], (3.27)

ϕ(X, t ) =ϕ(X, t ) on Γu × [0,T ], (3.28)

P ·N = T on Γt × [0,T ], (3.29)

ϕ̇(X,0) = V0(X) inΩ0, (3.30)

where ϕ, ϕ̇ and ϕ̈ are the deformation, the material velocity and acceleration of the do-

main, respectively, ρ0 is the mass density in the reference configuration, B is the applied

body force per unit mass in the reference configuration, and J = det(F) is the Jacobian

of the deformation. In this study, we seek the numerical solution of the governing equa-

tions by using the Optimal Transportation Meshfree (OTM) method to address the chal-

lenges in grid-based numerical methods for highly localized large deformation at high

strain rates. The OTM method is originally introduced by Li and Ortiz74, which is con-

structed by combining the optimal transportation theory118 for time discretization with
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Local Maximum Entropy (LME) meshfree approximation6 and material point sampling.

OTM has demonstrated excellent robustness, accuracy and convergence properties in

applications involving dynamic deformation and failure of materials75,76 and, therefore,

is ideally suited to the application of interest here. To this end, the corresponding varia-

tional structure of the rate problem follows from the formula

I [ϕ̇] =
∫
Ω0

(
K̇ +Ẇ (F)−ρ0B · ϕ̇)

dV −
∫
Γt

T · ϕ̇dS, (3.31)

where K is the kinetic energy, and (̇) denotes the material time derivative94. A variational

update may be defined by introducing the incremental functional from time tk to tk+1,

Ik [ϕk+1] = inf
paths

∫ tk+1

tk

I [ϕ̇]d t . (3.32)

Thus, a semi-discretized action can be obtained by a Backward-Euler approximating of

the material time derivatives as

Ik [ϕk+1] = 1

2

d2
W (ρk ,ρk+1)

tk+1 − tk
+

∫
Ω

(
Wk+1 −Wk −ρk Bk+1 · (ϕk+1 −ϕk )

)
dV

−
∫
Γt

Tk+1 · (ϕk+1 −ϕk )dS,

(3.33)

where

d2
W (ρk ,ρk+1) = inf

paths

{
(tk+1 − tk )

∫ tk+1

tk

∫
Ω(t )

ρ(t )|ϕ̇|2dV d t

}
(3.34)

is the Wasserstein distance between consecutive densities ρk and ρk+1. The first term

in Eqn. (3.33) supplies a measure of the inertial action between times tk and tk+1 based

on the optimal transportation theory118. Thus, the discrete trajectories now follow from

the discrete Hamilton’s principle δIk = 0 of stationary action. Taking variations (Ref118,
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Theorem 8.13) gives

δIk =
∫
Ωk

2ρk

tk+1 − tk−1

(
ϕk→k+1(x)−x

tk+1 − tk
+ ϕ

−1
k−1→k (x)−x

tk − tk−1

)
·δϕk+1dV

+
∫
Ωk

Pk+1 : δFk+1dV −
∫
Ωk

ρk Bk+1 ·δϕk+1dV −
∫
Γt

Tk+1 ·δϕk+1dS,

(3.35)

where the minimizer of the incremental action in [tk , tk+1] is given in terms of McCann’s

displacement interpolation81,

ϕ(x, t ) = tk+1 − t

tk+1 − tk
x+ t − tk

tk+1 − tk
ϕk→k+1(x), (3.36)

and

ϕ̇(x, t ) = ϕk→k+1(x)−x

tk+1 − tk
. (3.37)

In order to obtain a fully discrete action for computations, we begin by approximat-

ing the usual Lebesgue measure L of the volume at tk by discrete measures of the form

Lh
k =

M∑
p=1

vp,kδ(x−xp,k ) (3.38)

concentrated at material points xp,k , each of which is assigned a discrete volume vp,k .

The discretization of the mass densities ρh
k may be achieved simply by identifying the

discrete mass distributions as measures that are absolutely continuous with respect to

the discrete volume measure Lh
k , with Radon-Nykodim density ρh

k , namely,

ρh
k (x) =

M∑
p=1

ρp,kδ(x−xp,k ). (3.39)

The quantity mp = ρp,k vp,k may be regarded as the mass carried by material point p.

Li et al.74 have shown that the constancy of the material point masses mp is indeed

equivalent to the weak satisfaction of the continuity equation. To complete the spatial
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discretization, we approximate the incremental deformation mapping as

ϕh
k→k+1(x) =

N∑
a=1

xa,k+1Na,k (x), (3.40)

where {xa,k+1, a = 1, ..., N } is an array of nodal coordinates at time tk+1 and Na,k (x) are

conforming shape functions defined over the configuration at time tk . In calculations,

we specifically use the Local Max-Ent (LME) approximation6. Since the LME shape

functions are strongly localized, the approximation at a material point xp,k depends

solely on the nodes contained in a small local neighborhood of the material point. Fig. 3.3

shows an incremental update of the OTM method schematically.

Inserting these approximations into Eqn. (3.35) we obtain the fully-discrete mechan-

ical balance equations with respect to nodal unknowns, which can alternatively be writ-

ten

ma,k+1ϕ̈a,k+1 = fext
a,k+1 − fint

a,k+1, (3.41)

where ma,k+1 denotes the lumped mass of the node xa at tk+1,

ϕ̈a,k+1 =
2

tk+1 − tk−1
(

xa,k+1 −xa,k

tk+1 − tk
− xa,k −xa,k−1

tk − tk−1
) (3.42)

is a central difference approximation of the nodal acceleration. Thus, combining Eqn.

(3.41) and Eqn. (3.42) leads to the update of the nodal coordinates:

xa,k+1 = xa,k + (tk+1 − tk )m−1
a,k+1

(
la,k +

tk+1 − tk−1

2
(fext

a,k+1 − fint
a,k+1)

)
, (3.43)

where the linear momenta at tk is defined as

la,k = ma,k+1
xa,k −xa,k−1

tk − tk−1
. (3.44)
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Fig. 3.3. Schematic of the OTM approximation scheme, showing two suc-
cessive configurations Ωk and Ωk+1 of the domain, mapped by the incre-
mental deformation mapping ϕk→k+1. The domain is modeled by mate-
rial points(solid triangles) and nodes(empty circles), where the kinematic
information of the body (e.g. displacements, velocities, and accelera-
tions) is carried by the nodes xa,k+1 and the deformation and local state
are evaluated at the material points xp,k+1. NH (xp,k ) represents the neigh-
borhood of material point xp at time tk . Only nodes in the neighborhood
of the material point xp are used to approximate the strain at xp .

Finally, the internal nodal forces are given by

fint
a,k+1 =

∫
Ωk

Pk+1 ·∇Na(x)dV = ∑
p∈S(xa,k )

P(Fp,k+1) ·∇Na(xp,k )vp,k , (3.45)
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where S(xa,k ) is the effective support range of node xa,k at tk , and the external nodal

forces are

fext
a,k+1 =

∫
Ωk

ρk Bk+1Na(x)dV +
∫
Γt

Tk+1Na(x)d A

= ∑
p∈S(xa,k )

ρk B(xp,k )Na(xp,k )vp,k +
∑

q∈γ(xa,k )
T(θq,k )Na(θq,k )Aq,k .

(3.46)

3.4 Fracture models

Standard finite elements have difficulties to capture the crack kinematics since they use

continuous shape functions that are not particularly well adapted for solutions with dis-

continuous displacement fields. In order to overcome this issue in continuum modeling,

various fracture algorithms have been developed.

3.4.1 Cohesive interface method for modeling fracture

One of the first models capable of modeling cracks within the FEM is the so-called co-

hesive interface method. In the approaches by Xu and Needleman123,124, cohesive sur-

faces were introduced at the beginning of the simulation. In contrast, Camacho and

Ortiz 22 adaptively introduced cohesive surfaces at element edges when a certain crack-

ing criterion is met. This method assumes that the interface carries forces that oppose

separation and shear between two surfaces until debonding. The magnitude of these

forces is a function of the relative separation and shear displacements between the two

surfaces. The tractions at the interface are calculated through the impenetrability con-

dition employed in the contact model. The interface between the two elements is intact

until the interface traction reaches the maximum value. Once the maximum traction is
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reached, the interface starts failing and the traction reduces to zero linearly up to the

maximum displacement jump. The cohesive law22,92,103, a non-dimensional effective

displacement jump is defined by

λ=
√

(
un

δn
)2 +β2(

ut

δt
)2 (3.47)

where, un and ut are the actual normal and tangential displacement jumps at the inter-

face estimated by the finite element analysis, and δn and δt are critical values at which

interface failure takes place.

Fig. 3.4. The irreversible interface cohesive law used in the cohesive ele-
ment at the interface between triangular elements128.

For a triangular cohesive law, see Fig. 3.4, loading and unloading in the range 0 6

λ6λcr are given by

Tn = unTmax

δnλcr
, Tt =αunTmax

δnλcr
. (3.48)
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Tmax is the maximum normal traction that the interface can develop before failure and

α = β(δn
δt

) is the parameter coupling the normal and shear tractions, such that β2 =

G I I c /G I c .

It is assumed here that the traction can increase reversible and linearly to its maxi-

mum value T = Tmax when λ = λcr . Beyond λcr , the traction reduces to zero up to λ =

1.0 and any unloading takes place irreversibly22,92. For loading in the range λcr ≤λ6 1;

Tn = Tmax
un(1−λ)

δnλ(1−λcr )
, Tt = Tmax

ut (1−λ)

δtλ(1−λcr )
. (3.49)

Due to irreversibility, loading/unloading in the range 0 6 λ6 λ∗, where λ∗ ≥ λcr is the

last value of λ from where unloading took place, is given by

Tn = unTmax

δnλ∗ , Tt =αunTmax

δnλ∗ . (3.50)

For loading in the range λ∗ ≤λ6 1;

Tn = Tmax
un(1−λ)

δnλ(1−λ∗)
, Tt = Tmax

ut (1−λ)

δtλ(1−λ∗)
. (3.51)

Once the effective displacement jump reaches or exceeds a value of 1, the interface ele-

ment is assumed to have failed and crack is said to have initiated. Subsequent failure of

neighboring interface elements leads to crack propagation and coalescence.

In cohesive methods, cracks are only allowed to develop along existing interfaces

between elements. This endows the method with comparative simplicity but can result

in an overestimate of the fracture energy when the actual crack paths are not coincident

with element edges.
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3.4.2 Phase Field method for modeling fracture

The phase field method1,18,33,39,48,50,59,67 allows for the treatment of the global energy

minimization as a standard variational problem for which classical FEM is up to the

task, though with the restriction that the characteristic length of the mesh should tend

to zero faster than the characteristic length of the regularization so as not to overesti-

mate the surface energy of the crack. Due to the inclusion of a second field, a coupled

system of equations must now be solved consisting of the original equilibrium/linear

momentum equations and the evolution PDE of the phase field. The formulation for

the brittle fracture is reviewed as follows.

Let’s take the assumption of small deformations, and strain tensor is defined as:

εi j = ui j = 1

2
(
∂ui

∂x j
+ ∂u j

∂xi
). (3.52)

The linear elastic energy density can be written as:

ψe (ε) = 1

2
λεi iε j j +µεi j εi j , (3.53)

where λ and µ are the Lamacutee constant and the shear modulus, respectively. The

total potential energy of a body with a crack is:

Ψ=
∫
Ω
ψe d x +

∫
Γ

Gc d x, (3.54)

whereΩ is the body, Γ is the crack discontinuity surface and Gc is the energy release rate.

There is a length scale parameter, l , which determines essentially the damaged area of

the crack zone. This comes in as the phase field is approximated by an order parameter
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ranging from 0 to 1:

c(x) = e−|x|/l . (3.55)

When c = 0, the material is intact. When 0 ≥ c > 1, the material is damaged.

When expanding to multi-dimensional solids, the phase field approximation be-

comes the minimization problem:

c(x, t ) = Ar g {inf Γt (c)}, (3.56)

where Γt (c) = ∫
ΩγdV and γ= 1

2l c2 + 1
2 |∇c|2, ∇c denotes the spatial gradient

The fracture energy can be approximated20 as:

Wc =
∫
Ω

Gc (
(c −1)2

4l
+ l

∂c

∂x

∂c

∂x
)dV (3.57)

Once the elastic energy stored in Ω is equal to or greater than the fracture energy,

the damage occurs and there is essentially a loss of stiffness in the material. This loss

in stiffness represents the model experiencing crack propagation and separation in the

material. This stiffness loss is limited to the failure zone and approximates the fracture

surface, which physically isn’t there because the elements do not actually break or dis-

appear. This loss of stiffness is input in the elastic energy and is given by:

ψe (ε,c) = [(1− c)2 +κ]ψ+
e (ε)+ψ−

e (ε). (3.58)
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where κ is small positive constant meant to ensure a positive value of the bulk energy as

c → 1, ψ+
e and ψ−

e represent the active and passive components of the strain energy, re-

spectively, with only the former contributing to the damage process that results in frac-

tures. The decomposition of the strain energy is to avoid crack opening in compressed

regions, which is physically unrealistic. The commonly used decomposition models are

spectral decomposition83 and volumetric-deviatoric split4.

3.4.3 Microstructure-informed Eigen-fracture approach

Finally, we extend the original Eigenerosion algorithm in our framework for tracking

the inter- and transgranular fractures in brittle polycrystalline materials. Consider an

elastic body occupying a domain Ω ⊂ Rn ,n ≥ 2. The boundary of the body consists of

an exterior boundary Γ, corresponding to the boundary of the uncracked body, and a

collection of cracks jointly defining a crack set A. To this end, the energy-dissipation

functional of a perfectly brittle material is given by:

F (u, A, t ) =
∫
Ω\A

W (ε(u))dV −
∫
Γt

t̄ ·udS +Gc |A|, (3.59)

whereΩ\ A denotes the domain of the body with the crack set excluded, Gc is the critical

energy release rate, and |A| denotes the area of the crack set. Due to the irreversibility

of the fracture, the crack set A must be increasing monotonically over time. Thus, the

evolution of crack growth and the corresponding stress field equilibrium can be sought

by minimizing F (u, A, t ) at all times with respect to both the displacement field u and

the crack set A. Nevertheless, a mathematical description of the crack surface is difficult

to be derived in engineering applications, especially for three-dimensional problems.
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With the help of the Eigen-deformation field ε∗, which describes the crack set occurring

in the material as ε∗ 6= 0, the crack-tracking problem in perfectly brittle materials can be

simplified as the minimization of the action95.

Fε(u,ε∗, t ) =
∫
Ω

W (ε(u)−ε∗)dV −
∫
Γt

t̄ ·udS +Gc
‖Cε‖

2ε
, (3.60)

where ε is a parameter that defines an ε-neighborhood of the crack set, Cε, and ‖Cε‖ is

the volume of Cε, as shown in Fig. 3.5. Instead of calculating the exact fracture surfaces,

the Eigen-fracture approach characterizes the fracture as a regional failure within the ε-

neighborhood. Once the material point is failed, the further deformation of the material

point is governed by the Eigenstrain, which causes no more changes of the internal en-

ergy when the crack surfaces are separating from each other normally. Thus, the damage

parameter χ is applied to associating the strain energy contribution under the complex

local stress state around the crack.

The stationary of the simplified action in Equation (3.60) with respect to ε∗ leads to

the definition of an effective energy release rate at each material point,Ωe , i.e.,

Gp = αε

‖Cε‖
∑

xp∈Cε

vpW (ε). (3.61)

Thus, the energy release rate attendant to the failure of a material point xp is estimated

by a local energy averaging procedure in Cε of the intact material points, and xp is failed

when the effective energy release rate exceeds the critical energy release rate Gc as a

minimizer of Fε(u,ε∗, t ), i.e., Gp ≥ Gc . The calculation of the effective energy release

rate is carried out within a local neighborhood of the element and requires no explicit
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Fig. 3.5. Visualization of the ε-neighborhood(shadowed area) of the crack
set A. Material points in the crack set are marked as black dots. Intact ma-
terial points are presented as empty circles and grey dots, while the grey
dots are in the ε-neighborhood of the material point p for calculating its
equivalent energy release rate. The dash line shows the real crack trajec-
tory.

representation of the crack. For linear elasticity, the Eigen-fracture scheme is known

to properly converge to the solution of Griffith fracture theory in the limit of vanishingly

small mesh sizes108. In addition, the local neighborhood averaging of the energy has the

effect of eliminating spurious mesh-dependent artifacts. While the minimization prob-

lem states the fracture is produced once the averaged local strain energy density exceeds

a critical value, it is necessary to investigate further which part of the strain energy den-

sity contributes to the crack propagation under complex stress states78. For instance,
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when an element is under hydrostatic tension, its total strain energy density may be

used in the failure criterion to calculate the effective energy release rate. However, when

a material point is under hydrostatic compression, only the isochoric strain energy is

dissipated due to new fracture surface generation. On the other hand, in the Griffith the-

ory of brittle fracture, the critical energy release rate can be related to the surface energy

density of potential fracture surfaces. Moreover, it has been generally recognized that

the fracture resistance of brittle materials heavily relies on the distribution of topologi-

cal defects in the microstructure including grain boundaries, porosity and second phase

particles. In this regard, the surface energy density is no longer a fixed value throughout

the material but should be considered as a function of the local microstructure features.

Consequently, by integrating a microstructure-informed critical energy release rate in

the Eigen-fracture approach at each material point, it allows us to explicitly model the

interactions between the fracture and topological defects in the microstructure. In this

work, only the grain boundaries and voids are explicitly accounted for, where the critical

energy release rate at material points is set as a function of the misorientation angle97

and void volume fraction. In particular, G g b
c is defined in Eqn. (3.62) as a power law

function of its misorientation angle for the sake of simplicity. A more precise study will

be deployed in the future using Molecular Dynamic(MD) simulations.

G g b
c (θ,φ) = (1−φ)G g r ai n

c exp

(
−c

(
θ

θ0

)m)
, (3.62)
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where φ is the void volume fraction at the material point, G g r ai n
c is the critical energy

release rate of a single crystal, θ is the misorientation angle, θ0 is the reference misori-

entation angle, and c and m are the constants for grain boundary weakening. As the

averaged strain energy at a material point exceeds the limit of the local microstructure,

a new crack surface will be generated, and the amount of energy dissipated by the crack

is evaluated as G g b
c |A|.
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4 Modeling dynamic failure of poly-
crystalline graphene under tension

4.1 Introduction

Two-dimensional materials, monolayer or few layers atomically, have extraordinary op-

tical, electronic and mechanical properties theoretically2,89. Since the graphene was

first isolated in 2004 by micromechanical cleavage88, there are abundant studies have

been performed for characterizing properties and developing applications. Among many

attractive attributes of 2D materials, mechanical properties play pivot roles in manufac-

turing, integration, and performance. The mechanical properties of these 2D crystals

are strikingly distinct from those of their 3D counterparts. For instance, nanoinden-

tation experiments show that these 2D nanomaterials can have ultrahigh or very high

Young’s moduli, e.g., of about 1T Pa in exfoliated71 and CVD graphene72, circa 0.2 −

0.3T Pa in MoS2
13,23, and extremely high breaking strength (> 130GPa for graphene71

and > 20GPa for MoS2
13), corresponding to exceptionally high strain limits up to 25%,

orders of magnitude higher than in conventional 3D crystals. With strength and flex-

ibility, these 2D nanomaterials are ideal structural materials for future MEMS devices
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with various applications such as flexible displays, resonators, sensors, actuators and

piezoelectric-generators.

In many practical MEMS applications mentioned above, it is essential to have the

large-area (µm2 to mm2) and high quality 2D film with reliable performance upon ap-

plication of strain and strain rate. Theoretically, the pristine, defect-free 2D materials

have the highest strength comparing to their polycrystalline allotropes. The fracture

strength of the pristine material can be considered as the intrinsic strength correspond-

ing to uniform atomic bond breaking. Mechanical exfoliation can produce single crystal

and almost defect-free 2D sheets, but the size is limited (< µm2) since the force gener-

ated by the exfoliation technique can cause fragmentation of the sample. Among many

fabrication methods, chemical vapor deposition (CVD) is the most promising method

for the large scale production of large area 2D semiconducting material due to its relative

low cost and robustness towards various product types. The roll-to-roll technique has

been able to produce predominantly monolayer 30-inch graphene films grown by CVD

on copper substrates and multiple transfer8. On the other hand, the maximum strength

and strain of the large-area polycrystalline 2D material are heavily limited due to the

topological defects and their distributions. In the engineering perspective, the fracture

strength of the manufactured (e.g. CVD) large area polycrystalline two-dimensional ma-

terial is rather determined by the fracture toughness due to the existence of the rich

mesoscale features (e.g. grain boundaries, grain orientations, vacancies, dislocations

and etc.). An experimental measurement of the strength of monolayer graphene was
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first reported by Lee et al. 71 . It is measured by nanoindentation of suspended mono-

layer graphene membranes using an atomic force microscope (AFM), as seen in Fig. 4.1.

The measured intrinsic strength of defect-free graphene is 42N m−1.

Fig. 4.1. Images of suspended graphene sheets used to measure its me-
chanical properties with an indenter. (A) SEM of a large graphene flake
covering an array of circular holes 1mm and 1.5mm in diameter. Area I
shows a hole partially covered by graphene, area II is fully covered, and
area III is fractured from indentation. Scale bar, 3mm. (B) AFM image
of one membrane, 1.5mm in diameter. The solid line is a height pro-
file along the dashed line. The step height at the edge of the membrane
is about 2.5nm. (C) Schematic of nanoindentation on the suspended
graphene sheet. (D) AFM image of a fractured sheet71.
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In terms of fracture toughness, Zhang et al. 132 designed tension test platform, Fig. 4.2,

to measure the fracture toughness of graphene as low as 15.9N m−1, which is close to

that of ideally brittle materials like silicon and glass. The pre-cracked graphene samples

show a fast brittle fracture behavior with the failure stress much lower than the intrinsic

strength of graphene.

Meanwhile, the reported toughness values of single-crystal graphene based on atom-

istic simulations are in general agreement with experimental measurements62,117,122.

However, the toughness of polycrystalline graphene exhibits large scattering61,111,133

and seems to depend on the grain size (i.e. grain boundaries) as well as the detailed dis-

tribution of topological defects61,111. Using AFM indentation method, Rasool et al. 100

tested the strength of bi-crystal graphene. They found the large-angle grain boundaries

have strengths that are 89 to 92% of the strength of single-crystal graphene membranes

and, for the lowest angle mismatches, the value is 59%. This trend can be explained by

considering the critical bond at the strained seven-membered carbon rings that lead to

failure; the large-angle boundaries appear stronger because they are able to better ac-

commodate these strained rings, through simple cancellation of tensile and compres-

sive strain in the grain boundary dislocation sequence121,125.

So far, both experimental and numerical evidence has shown that the final strength

of the 2D material is influenced by its the microstructures (e.g. grain boundaries and

misorientations) under slow loading conditions (<1m/s). However, many working con-

ditions in 2D material applications have much higher loading rates. For instance, the
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Fig. 4.2. (a) SEM image showing the in situ tensile testing with a microde-
vice. Movement of the nanoindenter tip (shown by the block arrow) was
converted to pure tension of the specimen on the sample stage by the in-
clined beams. Inset is the magnified image of the boxed region showing
graphene across the gap of the sample stage. (b,c) SEM images show-
ing graphene on the sample stage before and after tensile testing, respec-
tively. The pre-crack (boxed in (b)) was cut by FIB. The scale bar in (b) and
its inset is 5µm and 500nm, respectively. (d) Selected engineering stress-
strain curves of the cracked graphene samples (]3 with crack size 518nm
and ]5 with crack size 1256 nm)132.
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piezoelectric generator often operates at sub KHz and the graphene used in the res-

onator usually vibrates in the sub GHz range (from 1 to 1000M H z). Assuming the strain

in each circle reaches 10%, the strain rate of these applications range from 10e2 to 10e8s−1.

To date, Only few researches reached the high strain rate region in the mechanical char-

acterization of 2D materials at large length scale (µm to mm).

Experimental studies of 2D materials at high strain levels (up to the fracture limit)

with high strain rates remain an open challenge due to the lack of reliable test plat-

forms and diagnostics. Lee et al. 73 performed miniaturized ballistic tests on multilayer

graphene over a range of thickness from 10 to 100 nm. A silica µ-bullet is accelerated,

up to 1km/s, by expanding gases created by the laser ablation of a gold film, Fig. 4.3.

The penetration energy, Ep , can be estimated by the kinetic and potential energy loss

of the projectile73. The local strain rate of this experiment can reach as high as 10e7 s−1

corresponding to the maximum impact speed 1km/s. Theoretically, the penetration

energy is proportional to the fracture stress, Ep ∝σc , if the impact area and penetration

thickness are constant49. Lee’s results also show that the penetration energy increases as

the impact velocity increases, see Fig. 4.4. This trend is also found in other macroscopic

materials, such as Steel and Aluminum, which is known as the strain-rate dependence.
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Fig. 4.3. (A) Scheme of the experiment. PDMS, polydimethylsiloxane. (B)
Side-view image of a moving µ-bullet taken by triple exposure at time
steps t1 to t3. (C) MLG membrane on a sample holder after α-LIPIT.
Three separate impact test regions are highlighted by green backlight.
(D) Schematic illustration of penetration steps: (i) prepenetration stage;
(ii) conic deformation stage; (iii) fracture stage; and (iv) postpenetra-
tion stage, showing the film morphology after penetration and relaxation.
Scale bars in (B) and (C), 50 µm.73
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Fig. 4.4. Specific penetration energy of MLG, PMMA, and gold mem-
branes compared with macroscopic materials at various impact veloci-
ties. The density of each material is represented by a logarithmic color
scale. Error bars denote SD.73
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Computationally, major difficulties arise from the length and time scales involved,

ranging from topological defects on the atomic scale all the way up to the behavior

of large single-layer polycrystals at micrometer sizes. The computational capacity of

Molecular Dynamic simulation limits the sample size under µm. Zhao 134 investigated

the effects of strain rate, and slit on the fracture strength of monolayer single-crystal

graphene (10.08nm × 10.22nm) by performing the uniaxial tensile test using MD sim-

ulation. Their results show both the fracture strength and the fracture strain increases

slightly (< 5.6%) with the increase in the strain rate (10e8 to 10e10s−1) at room tempera-

ture in pristine graphene and the fracture strength decreases significantly (> 50%) with

the increase in slit length (from 0 to 1nm). Yi et al. 127 performed similar studies of the

strain rate effect with graphene samples (10nm×10nm) with one grain boundary sitting

in the middle. They find the fracture strength changes with the strain rate is compara-

ble with Zhao’s finding in the pristine graphene. Therefore they conclude the strength

characteristic of graphene with tilt GBs is insensitive (< 6%) to the strain rate (10e8 to

10e10s−1). However, by studying a more realistic polycrystalline sample (30nm ×30nm)

with a network of GBs, Chen et al. 25 find the fracture strength of the polycrystalline

graphene is more sensitive(> 10%) to strain rate (5e7 to 5e9) than that of the single crys-

tal graphene(< 4%). They also find the strain rate has a stronger effect on the fracture

strength of polycrystalline graphene at a higher temperature than at a lower tempera-

ture.

In this work, the proposed computational framework based on the Eigen-fracture

scheme and OTM method is implemented to study the dynamic behavior and failure in
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large-size 2D materials under various loading rate. In order to investigate microstruc-

ture effects on the dynamic failure mechanism, the polycrystalline structures, such as

grain orientations and grain boundaries are explicitly modeled by the polycrystalline re-

construction process. It is worth mentioning that the critical energy release rate at the

grain boundary, G g b
c , is interpolated from the results of bi-crystal tensile tests with var-

ious misorientation angles by atomic simulations. Therefore, the critical energy release

rate, Gc , of the material is defined as a piece-wise linear function of the misorientation

angle, θ, and varies at different grain boundaries and the interior of grains. Meanwhile,

the comparison of the results between the MD simulations and the proposed direct nu-

merical simulations provides a good validation for our computational framework.

4.2 Critical energy release rate function

A series of bi-crystal graphene tensile tests is performed, by Dr. Teng Zhang from Syra-

cuse University, using MD simulations to study the influence of misorientation on grain

boundary fracture toughness. The samples used in the MD simulations were in the rect-

angular shape with 40nm ×60nm in x − y plane, as shown in Fig. 4.5 a.



Modeling dynamic failure of polycrystalline graphene under tension 63

Fig. 4.5. Molecular dynamic simulation of bi-crystal tensile test: a) a sam-
ple with a 20◦ misorientation angle under unloaded condition, b)-f) var-
ious stages of the crack growth at the corresponding strain levels(4.5%,
4.65%, 5%, 5.3%, and 5.6%), colored by the tensile stress in x-direction.

A 15nm crack along the grain boundary was introduced at the center of the bottom

edge by removing carbon atoms. The misorientation, θ is set at 20◦. The interatomic

interaction between carbon atoms in the graphene sheet was described by the adaptive

intermolecular reactive empirical bond order (AIREBO) potential82. The carbon-carbon
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interaction was prescribed by a switching function with cutoff distances (minimum and

maximum cutoff distances of 1.7 and 2Å, respectively). The crack growth is illustrated

sequentially through Fig. 4.5b-e), colored by σxx . As seen in the figures, the stress con-

centration occurs at the crack tip and the crack follows the grain boundary. Similar crack

growth is observed when the misorientation angle is changed. Only stress histories are

different. Fig. 4.6 plots the stress-strain relationships for the bi-crystal tensile tests with

misorientation angle at 10◦, 20◦, and 30◦. In the three cases, the grain boundary with 20◦

misorientation angle has the highest strength while the grain boundary with 10◦ has the

lowest strength. In addition, the locations pointed along the stress curve for 20◦ match

the steps of the crack growth demonstrated in Fig. 4.5. The strain level from point a

to point f is 0, 4.5%, 4.65%, 5%, 5.3%, and 5.6%, respectively. Before the material fails

(from point a − c), the stress builds up linearly with the increase of the strain, which in-

dicates the brittleness of the material. The maximum stress (at point c)is reached right

after the crack starts to propagate (at point b). Once the material is failed, the stress

usually decreases linearly as the strain increases. However, it is interesting to note that

the stress raises once more during the stage of stress dropping (at point d). During this

short period of time, the crack temporally stops growing and the stress builds up again.

The reason for this might be a particular defect in the grain boundary blocking the crack

or dislocations occur in a way hardening the material at the crack tip location.



Modeling dynamic failure of polycrystalline graphene under tension 65

Fig. 4.6. Stress-strain curves from bi-crystal tensile tests with misorien-
tation angles at 10◦, 20◦, and 30◦. The a − e locations pointed out in the
stress curve for 20◦ misorientation correspond with the series of images
shown in Figure 4.5.

As aforementioned, the critical energy release rate, Gc , can be calculated using (1.9)

with given crack size, a and the maximum stress, σ f , which are both acquirable in the

simulation. Thus, different values of the critical energy release rate at grain boundaries

with various misorientation angles are evaluated and mapped in Fig. 4.7. As the data

points increase, a more detailed curve can be plotted. So far, piece-wise linear func-

tions are used to interpolate the values between every adjacent mapped data points.

Meanwhile, the critical energy release rate based on the fracture toughness of the pris-

tine graphene is also evaluated at 27.5J/m2, using the same sample configuration with
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0◦ misorientation angle. This value is higher than any critical energy release rate of the

grain boundary.

Fig. 4.7. Critical energy release rate as piece-wise linear functions of mis-
orientation angle. (Note that the maximum misorientation angle is 60◦
due to the lattice symmetry)

4.3 Comparison between MD simulation and continuum mod-
eling

A validation experiment is conducted by comparing MD simulation and our proposed

computational framework where the interpolated Gc function is adopted by the Eigen-

fracture algorithm. The sample tested is a 75nm × 130nm rectangular containing 11

equiaxed hexagonal grains. Fig. 4.8 a) shows the sample used in the MD simulation with
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grain orientations mapped in each grain. Three values of orientation angle (0◦, 10.9◦,

and 21.8◦) are chosen in an arithmetic sequence, hence the one resulting misorienta-

tion angel is two times greater than the other (10.9◦, and 21.8◦). The sample used in our

proposed model is shown in Fig. 4.8 d) with grain boundaries colored by misorientation

angles. The geometry is discretized into 15,000 triangular elements with a minimum

mesh size 0.83nm. Since the grain boundary consists of two layers of the finest mesh, its

thickness can be approximated at 1.66nm. The mesh is symmetric about x− and y−axis.

Fig. 4.8 b) and c) highlighted the representations of grain boundary junction in lattice

configuration and continuum mesh configuration, respectively. As seen in Fig. 4.8 b),

the grain boundaries are mainly composed of arrays of 5-7 defects which have a higher

density in high angle grain boundary than low angle one. Unlike the G g b
c (θ) function

analyzed above, the Gc function at the junctions are way more complicated to evaluate

due to multiple variables need to take into account, e.g. misorientations of each con-

necting grain boundary and angles between each adjacent grain boundaries. Though,

it is well-recognized that, in the real material, dislocations tend to form clusters at the

grain boundary junction during the grain growth. In our proposed model, the misorien-

tation angle at the grain boundary junction changes gradually from one grain boundary

to another, as seen in Fig. 4.8 c). Thus, the evaluated G g b
c (θ) can be also applied to the

junctions.
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Fig. 4.8. The same sample reconstructed in a) MD simulation and d) the
proposed model (with mesh). b) and c) show the detailed configurations
at the grain boundary joint for different methods.

Table 4.1 shows the material properties used in the continuum simulation. Since the

out-of-plane displacement is disabled in the MD simulation, a plane strain assumption

is made in the continuum model for a better comparison.

Table 4.1. Material properties used in the graphene tensile test

Parameter Value Definition

C11 1000

C22 1000 Elastic constants [GPa]

C12 125

ρ 5 Density [g/cm3]

Gc 27.5 Critical energy release rate for single crystal [N/m]
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The uniaxial tensile tests are performed in the x-direction and the y-direction, re-

spectively. Same boundary conditions are assigned in both MD and continuum simu-

lations. For instance, in the case of uniaxial tensile in the x-direction, the left and right

edges have a uniform velocity of 30m/s pulling in opposite directions along the x-axis

while the top and bottom edges only have one degree of freedom in the loading direc-

tion.

Fig. 4.9 show the comparison of the crack development under uniaxial tension in the

x-direction. In both simulations, cracks are first initiated at the low angle grain bound-

aries and tend to follow the grain boundary at the beginning. However, after crack meets

the junction, the transition from inter-granular to trans-granular occurs. There are also

transitions starting at the middle of the grain boundaries observed in both simulations.

It is interesting to note that the stresses are released on both sides of the crack. In the

continuum simulation, branching phenomenon is observed in the transgranular frac-

ture which is not present in the MD simulation. Nevertheless, one branch usually stops

at once while the other continues to grow. This might be caused by underestimating the

Shear’s modulus or overestimating the density in the continuum model which result in

an underestimated Rayleigh velocity in the material. In materials like PMMA, branching

generally does not occur until about 70% of the Rayleigh velocity is reached96.

Fig. 4.10 show the comparison of the crack development under uniaxial tension in

the y-direction. Cracks, in both simulations, are first initiated and then propagate at the

low angle grain boundaries in the horizontal direction. After the crack enters the inner

grain, branches are observed for both simulations.



Modeling dynamic failure of polycrystalline graphene under tension 70

Fi
g.

4.
9.

C
o

m
p

ar
is

o
n

o
f

cr
ac

k
gr

ow
th

b
et

w
ee

n
a)

-d
)

M
D

si
m

u
la

ti
o

n
an

d
e)

-h
)

co
n

ti
n

u
u

m
si

m
u

la
ti

o
n

u
n

d
er

th
e

u
n

ia
xi

al
te

n
si

o
n

in
th

e
x

-d
ir

ec
ti

o
n

.T
h

e
st

re
ss

fi
el

d
is

co
lo

re
d

.



Modeling dynamic failure of polycrystalline graphene under tension 71

Fi
g.

4.
10

.
C

o
m

p
ar

is
o

n
o

fc
ra

ck
gr

ow
th

b
et

w
ee

n
a)

-d
)

M
D

si
m

u
la

ti
o

n
an

d
e)

-h
)

co
n

ti
n

u
u

m
si

m
u

la
ti

o
n

u
n

d
er

th
e

u
n

ia
xi

al
te

n
si

o
n

in
th

e
y-

d
ir

ec
ti

o
n

.T
h

e
st

re
ss

fi
el

d
is

co
lo

re
d

.



Modeling dynamic failure of polycrystalline graphene under tension 72

The stress-strain curves from both types of simulations are plotted in Fig. 4.11. For

each model, σx x and σy y are have close values to each other. Comparing the strength

from MD simulation at 45 GPa, the strength predicted by the continuum model is 10 GPa

lower. Nevertheless, the trend for each curve is similar in general. The underestimated

strength might be because of the way to calculate the stress. The stress in the continuum

simulation is homogenized over all the unfailed elements at each time, i.e.,

To this end, the validation tests for Gc function in the Eigen-fracture algorithm are

presented. The crack nucleation and propagation process predicted by MD simula-

tions are successfully captured in our continuum computations. Excellent agreement

between the MD and the proposed model predictions for the strength of the graphene

polycrystal is achieved. A slight difference in terms of crack patterns might be due to

the symmetry of the mesh. However, unlike the MD simulations, the proposed model

is not limited by the size of the sample, the distribution of topological defects in the

microstructure and dynamic loading rates.

σav g =
∑

i Aiσi∑
i Ai

, i ∈ {i nt act element s}, Ai : wei g ht . (4.1)

In fact, the maximum stress in the continuum simulation can reach close to 60 GPa.
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Fig. 4.11. Comparison of stress-strain curves a) MD simulation and b)
continuum simulation.
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4.4 Influence of strain rate on the tensile strength

A double notched polycrystalline graphene sample with a large area (4µm×4µm) is con-

structed to investigate the strain rate sensitivity of the uniaxial tensile strength. Two

notches with 0.6µm length and 28◦ angle are placed at the middle of the top and bottom

edges to initiate the crack locations. The sample consists of 90 equiaxed grains with ran-

domly distributed orientations. It is discretized into 12,909 elements with finer meshes

in the middle, as shown in Fig. 4.12. Therefore, the grain boundary thickness in the fine

mesh region is approximately 30nm. Uniaxial tensile loading is applied to the left and

right edges as uniform but opposite displacements in the x-direction, while the top and

bottom edges are locked in the y-direction.

Three cases with different pulling velocities (v = 0.5m/s, 10m/s, and 100m/s) are

tested in this study while The corresponding strain rates are 105/s, 106/s, and 107/s, re-

spectively. The crack growths in three cases are different from each other. At the low

pulling velocity,v = 0.5m/s, the cracks are initiated at both notches while only the crack

from the bottom notch continues to propagate along the adjoining grain boundary. The

crack then follows the grain boundaries that are tilted slightly from the vertical direction,

as seen in Fig. 4.14. The transition from intergranular fracture to transgranular fracture

occurs at a triple junction where the upcoming grain boundaries deviate heavily from

the crack propagating direction. Fig. 4.15 shows the failure process of the same sample

at the pulling velocity, v = 10m/s. In the beginning, the crack only appears at the bottom
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Fig. 4.12. The mesh of the notched polycrystalline graphene sample.

notch and propagates towards the top notch where no crack is observed. The crack trav-

els along a similar path as in the previous case until branching occurs. At the same time,

the top notch starts to crack. At the pulling velocity, v = 100m/s, the cracks start at both

notches simultaneously and travel towards each other till they meet around the center

of the sample. Branches are observed near the end of the propagation for both major

cracks. The cracks are mostly formed by intergranular fractures, as seen in Fig. 4.16. The
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corresponding stress-strain curves for all the cases are plotted in Fig. 4.13. The maxi-

mum stress increases as the pulling velocity increases. The increase in strength, from

v = 0.5m/s to v = 10m/s, is much smaller than the one from v = 10m/s to v = 100m/s.

Meanwhile, there is an obvious increase in Young’s modulus at the highest pulling ve-

locity. According to the experimental data, the fracture toughness, Kc of the sample at

different pulling rates can be evaluated in Table 4.2.

Fig. 4.13. The stress-strain curve of the uniaxial tensile test at pulling ve-
locities of 0.5m/s, 10m/s and 100m/s.

4.4.1 Conclusion

The proposed computational framework for two-dimensional modeling is validated by

comparing the predicted failure process against the results from Molecular Dynamic

simulations. The critical energy release rate assigned in the Eigen-fracture model is
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Table 4.2. Experimental data of critical fracture stress and Young’s mod-
ulus for polycrystalline graphene with a pre-crack of length 0.6µm

Pulling velocity Young’s modulus Fracture stress Stress intensity factor

v (m/s) E (GPa) σ f (GPa) Kc (MPa
p

m)

0.5 971 4.05 5.56

10 987 4.33 5.94

100 1118 6.09 8.36

defined as a function of misorientation angles, Gc (θ), by interpolating the data points

evaluated by the first principle simulation. The proposed fracture model successfully

captures the fracture features in the mesoscale, such as the crack locations and the tran-

sition between fracture modes, which are also predicted in the MD simulations. How-

ever, unlike the MD simulations, the proposed model is not limited by the size of the

sample, the distribution of topological defects in the microstructure and dynamic load-

ing rates. Later, the strain rate effect of the dynamic tensile strength is investigated by

continuum modeling a double notched polycrystalline graphene sample under uniaxial

tension. The rate-dependence of the macroscopic tensile strength in two-dimensional

polycrystalline graphene is found and related to the location of crack initiation sites and

the particular propagation path in the microstructure.



Modeling dynamic failure of polycrystalline graphene under tension 78

x

y

Fig. 4.14. Failure process in the double notched polycrystalline graphene
(right) under uniaxial tension at pulling velocity, v = 0.5m/s, with the cor-
responding stress field (left).
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1159

Fig. 4.15. Failure process in the double notched polycrystalline graphene
(right) under uniaxial tension at pulling velocity, v = 10m/s, with the cor-
responding stress field (left).
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88

1809

Fig. 4.16. Failure process in the double notched polycrystalline graphene
(right) under uniaxial tension at pulling velocity, v = 100m/s, with the
corresponding stress field (left).
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5 Modeling dynamic failure of poly-
crystalline ceramic materials

5.1 Introduction

Ceramics materials, such as silicon carbide and aluminum nitride, are brittle polycrys-

talline materials popular in applications of defense and shielding, due to their low den-

sity, high-temperature stability, high hardness and high compressive strength. Such ap-

plications usually require a deep understanding of the material’s limitation and their

dynamic behavior during the failure process. It is generally recognized that the frac-

ture responses in brittle polycrystalline materials are essentially related to their intrin-

sic microstructure and the defect distribution. Here, the microstructural features in-

clude grain size and shape, grain orientation, and misorientation distributions, grain

boundaries, micro-voids, second phase particle, etc. Each of these micro-features has its

unique contribution to affect the propagation of cracks under dynamic extreme loading

conditions. Therefore, the fundamental understandings of the dynamic failure mech-

anisms in brittle polycrystalline materials (e.g. ceramics) at high strain rates, such as

rate-dependency and porosity-strength effect, must be sought at the microscopic scale.
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In addition, a detailed description of the interaction between the crack front and de-

fects in the microstructure may enable us to better predict the macroscopic strength of

ceramics under various dynamic loading conditions.

Experimental studies of strain rate dependent compressive strength in ceramics,

such as SiC106,119 and AlN26,53,54, have focused on the macroscopic responses in a qual-

itative manner. Their findings regarding the failure process and strain rate effect can

be summarized as follows: 1) The subcritical micro crack propagates and coalesces be-

fore macro crack splits; 2) Intergranular fracture is preferred under quasi-static load-

ing conditions, while transgranular fracture becomes dominant as the strain rate in-

creases and fragment size turns to be smaller; 3) There exists a critical strain rate (e.g.,

1000s−1) beyond which the ultimate compressive strength is strongly sensitive to the

strain rate. These observations and post-analysis characterize the dynamic fracture

response of brittle polycrystalline structures at the macro-scale and provide evidence

about the microstructure effects. Nevertheless, due to the limitations of experimental

diagnostics, there are very few, if any, experiments that perform quantitative and real-

time analysis at the microstructure level. In order to develop and test theories for the

dynamic failure mechanisms in brittle polycrystalline materials, physics-based compu-

tational modeling and simulations are indispensable. For instance, the wing-crack ar-

ray model24,86,106,119 utilizes the local stress intensity as the failure criterion, which is

defined as a function of micro-flaw size and spacing. The rate-dependent effect is in-

cluded by the dependence of a dynamic intensity factor on the crack growth rate51,101.

Their model captures the dynamic damage evolution to some degree. However, the
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crack paths, intergranular and transgranular fracture patterns are not explicitly solved.

Other topological defects in the microstructure including grain boundaries and grain

orientations are not explicitly accounted for.

Additionally, the intergranular fractures are often modeled using a cohesive surface

approach within finite element formulation40,64,80,87,109,128,129. The deformation and

failure of the grain boundaries are governed by a cohesive law. The crack nucleation

and propagation are controlled by the maximum normal traction and the critical stress

intensity. Nittur et al.87 investigated the dynamic fragmentation of ceramic under com-

pression. They have found that the material remains intact mainly when peak compres-

sive strength is achieved but shows catastrophic damage shortly after the peak. Further-

more, Zavattieri et al.129 introduce a Weibull distribution at grain boundaries to account

for the misorientation and the presence of impurities. It is worth mentioning that the

statistical approach is also applied to study the influence of pre-existing flaws using the

cohesive method32. Their results show that integrating more microstructural informa-

tion in the model provides a more realistic crack pattern and damage kinetics. Nev-

ertheless, most of the cohesive zone models for polycrystal structures only predict the

intergranular fracture pattern since it becomes computationally expensive to include

transgranular fractures. Also, the mesh spacing and orientation restrict the crack path

to follow the element interfaces. It has been stated out that the cohesive zone models

suffer from mesh-dependence and the lack of strict convergence properties85.

Instead of using stress-related criteria, the fracture can be modeled through energy

minimization14,15. Fracture models derived from a variational formulation21,108 address
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the conservation issue instinctively by an energy minimization process. The phase field

model3,16,18,28,29,65,66 approximate the discontinuities by a secondary field, which is in-

dependent of the displacement field and can be calculated implicitly. An order parame-

ter is introduced along the crack to accommodate the material transition from the intact

to the damaged state. However, the material properties of the damaged material need

to be estimated, and the order parameter function through the fracture thickness must

be calibrated against available experimental data. The polycrystalline phase field model

developed by Clayton and Knap28 is capable of capturing the change of crack paths and

bulk material properties by adjusting the grain boundary properties. In order to predict

the strain rate sensitivity in the dynamic response of brittle materials, rate-dependent

phase field model needs to be further developed.

Another variational approach to fracture is deducted using the Eigen-fracture scheme

based on element erosion or material point failure75,76,95. Similar to the phase field

model, the discontinuities are approximated using the Eigenstrain, which is widely used

in mechanics to describe deformation modes that cost no local energy. Instead of con-

cerning the energy minimization globally, the Eigen-fracture approach regards fracture

as a dissipative process with dissipation located at the crack front69. The crack front

velocity obeys a kinetic law regarding the local driving force, and the entire trajecto-

ries of the system, including the crack paths, follow as minimizers of energy-dissipation

functionals84. For brittle materials, the dissipation potential can take a simple rate-

independent form as Gc |v |, where Gc and v are the critical energy release rate and the

crack front velocity, respectively. The energy release rate attendant to the failure of an
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element (or material point) is estimated by a local strain energy averaging procedure in

the ε−neighborhood, and elements (or material points) are failed when the attendant

energy release rate exceeds Gc as a minimizer of the energy-dissipation functional. In

this regard, the propagation of the crack can be related to the combination and compe-

tition of various energy dissipation pathways in the materials microstructure. Various

types of defects, such as pre-existing microcracks and grain boundaries, can be consid-

ered explicitly as potential energy sinks to minimize the local energy when stress flow

passes by.

5.2 Simulations and results

In this work, we study the dynamic failure process of ceramic material (6H-SiC) under

compression. The experiment selected is the uniaxial unconfined dynamic compression

test performed using the split-Hopkinson pressure bar(SHPB)99. Uniaxial compression

tests performed using a split-Hopkinson pressure bar (SHPB) have been widely used

for determining the dynamic compressive strength and strain-rate sensitivity of various

materials in the strain rate range from 102 − 104s−1. A schematic of the typical experi-

mental setup is shown in Fig. 5.1. The SHPB consists of an incident bar and a transmitter

bar, with a small specimen placed between them. At the beginning of the test, a projec-

tile impacts the open end of the incident bar. The resulting compressive pulse which

propagates toward the specimen. Due to the interfaces between the specimen and the

adjacent bars, the loading pulse echoes within the specimen. There is a transmitted

pulse is sent into the transmitter bar, and a reflected pulse is sent back to the incident
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bar. The incident and transmitter bars are designed to remain elastic throughout the

test, as is the striker bar.

Fig. 5.1. Schematic of the uniaxial compression test using Split-
Hopkinson pressure bar test.

In the experiment, three resistance strain gages are used to measure the pressure

waves traveling in the bars. Two separated gages are placed on the incident for measur-

ing the incident pulse and the reflected pulse, respectively. While the transmitted pulse

is measured by the third gage placed on the transmitter bars. Then these measured raw

data can be used to calculate the axial stress history of the specimen by applying the

one-dimensional elastic wave theory. The numerical simulation, on the other hand,

provides the stress state at any point in the specimen directly. Thus, it is not necessary

to model the incident bar and transmitter bar explicitly. Instead, proper boundary con-

ditions applied at the interfaces gives more accurate displacement control and reduces

the computational cost. The details of the boundary conditions used in our simulation

are presented in the following section.

Fig. 5.2 presents the real-time failure process in a SiC sample under the SHPB test

captured using the high-speed camera, and the corresponding result. The visible frac-

ture features on the imaged surface appear first near the front and back surfaces right
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before the peak stress is reached. In image 4, approximately 3µs after peak stress, longi-

tudinal cracks start to grow across the sample, which causes the stress in the material to

collapse further.

Fig. 5.2. Stress-time history with high speed camera images of the fail-
ure process of SiC under uniaxial dynamic compression. Note the im-
ages(right) are captured with an inter-frame interval of 3 µs while the cor-
responding stress levels are marked by red dots in the stress curve(left).

Meanwhile, the strain rate effect can be found from the results of the SHPB testing.

In many ceramics, the material has a higher strain rate dependence of the strength at

high strain rates, see Fig. 5.3.
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Fig. 5.3. Effect of strain rate on the compressive strength of ceramic ma-
terials (SiC and AlN) measured by SHPB tests.

In this section, a low-strain-rate compression test of a polycrystal with weak grain

boundaries is performed first as the benchmark case. Then, a typical simulation for the

high-strain-rate tests is given to demonstrate the setup of the test configuration, the ma-

terial properties, boundary conditions and results. A convergence study of the proposed

algorithm as refining the discretization is presented to show the mesh-independency.

Finally, by controlling the microstructure of the specimen and loading conditions, we in-

vestigate the influence of the microstructure on the dynamic compressive failure mech-

anisms of 6H-SiC, including porosity effect, strain-rate dependence and the influence of

misorientation distribution.
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5.2.1 Benchmark test

In order to test the fracture mode sensitivity of our proposed fracture model, a bench-

mark test is performed first with an engineered grain boundary strength, G g b
c = 10%G g r ai n

c

under a static compressive loading condition, ε̇ = 0.001s−1. The cubic polycrystalline

sample (1mm ×1mm ×1mm) consists of 90 grains created by Poisson’s Voronoi tessel-

lation and is discretized into 90,590 elements and 17,000 nodes, as seen in Fig. 5.4 a).

Fig. 5.4 b)-f) shows the failure process in the benchmark test. The cracks first appear on

the loading surface and then propagate mainly along the grain boundaries. In the end,

the whole sample fragments into small pieces. The predicted fracture features is well-

expected, which is similar to the fracture of ceramic materials under static compression,

i.e., intergranular fractures and fragmentations. To this end, it is confident to say that the

proposed fracture model has the rate sensitivity of fracture modes under compression.
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Fig. 5.4. Benchmark test with low grain boundary strength, G g b
c =

10%G g r ai n
c , and low strain rate, ε̇= 0.001s−1: a) meshes of the cubic sam-

ple colored in misorientation, and b)-f) failure process.
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5.2.2 Validation and convergence tests

The reconstructed specimen and the boundary conditions are illustrated in Fig. 5.5(a).

The nodes on the front surface are assigned with a linearly increasing velocity in the

x−direction up to a constant value as shown in Fig. 5.5(b), while the nodes on the back

surface are confined in the y-z plane. The polycrystalline specimen consists of 100

equiaxed grains, which aggregate a cuboid with dimensions of 1000µm× 600µm× 600µm.

The average size of the grains is estimated as 150µm. In this simulation, the specimen

is modeled by 1,929,325 material points and 339,855 nodes. The material properties

and model parameters used in the simulations are collected from literature and listed in

Table 5.1.

Fig. 5.5. a) Reconstructed specimen with loading direction and b) Veloc-
ity profile of boundary nodes on the loading surface.
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Table 5.1. Parameters used in the SiC compression test

Parameter Value Definition

C11 501

C33 553

C44 163 Elastic constants [GPa]

C12 111

C13 72

K0, Kt 231, 185 Bulk modulus for the intact/failed material[GPa]

µt 5 Shear modulus for the failed material [GPa]

ρ 3.21 Density [g/cm3]

K IC 10 Critical fracture toughness for single crystal [MPa
p

m]

θ0 90 Reference misorientation angle in G g b
c function [degrees]

c, m 1.5, 0.8 Grain boundary weakening constants

ε 1.5he Epsilon neighbor size, where he is the element size

Fig. 5.6 illustrates a representative simulation of the dynamic failure process in a

brittle polycrystalline SiC with 5% porosity at strain rate 100s−1. As shown in Fig. 5.6(a),

the cracks first initiate at the weak grain boundaries near the front and back surfaces of

the specimen. As stress increases, internal grain boundaries start to fail. While the in-

tergranular cracks propagate, the transition from intergranular fracture to transgranular

fracture occurs as demonstrated in Fig. 5.6(b) due to a large amount of energy deposited

in the material in a short time. Wing cracks as a result of the crack turning from the

grain boundaries to the interior of the grains are developed during this stage. The trans-

granular fracture grows along the loading direction and creates longitudinal splits from
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the peripheral surfaces in Fig. 5.6(c), which agrees well with the experimental obser-

vations119. The direction and number of the macroscopic splits are intimately related

to the geometry and the stress concentration in the specimen. Later, the transgranu-

lar fracture connects the spatially dispersed grain boundary cracks into a network. As

a result, the structure is divided into a number of pillars. Finally, the individual com-

ponents comminute rapidly until the entire structure fails as the strain energy accumu-

lates, Fig. 5.6(d).
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0.0 0.4 0.8 1.2 1.6

Fig. 5.6. Fracture evolution under uniaxial compression: a)Crack
initiation, b)Crack propagation, c)Interaction between cracks and
d)Comminution.
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The corresponding stress history of the 6H-SiC specimen is shown in Fig. 5.7. The

stress along the loading axis is homogenized over the entire domain. As observed in

the figure, the predicted compressive strength of the porous SiC specimen at strain rate

100s−1 is 4.58 GPa. The residual stress after the peak is due to the resistance to deforma-

tion in the failed material. Comparing Fig. 5.6 to Fig. 5.7, it is interesting to note that the

stress continues to build up even when multiple grain boundary cracks are developed

at the failure stage (b). The increase in stresses gradually slows down as the transgran-

ular fracture propagates. When individual cracks coalesce into a network, the stress ap-

proaches its maximum value towards a sudden decrease due to the material comminu-

tion. It is evident that a detailed description of the crack propagation in the microstruc-

ture may shed light on a mechanistic understanding of the macroscopic strength of the

material at high strain rates.

Fig. 5.7. Stress history for strain rate at 100s−1. The a, b, c and d loca-
tions pointed out in the stress curve correspond with the series of facture
images shown in Fig. 5.6.
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A convergence study is performed to show the mesh-independent property of the

algorithm. Fig. 5.8 shows the final strength of 6H-SiC under compression tests at strain

rate 104s−1 versus the mesh size. The convergence plot exhibits a well-defined asymp-

totic regime where the predicted strength approaching the experimental measurement106,

i.e., 5.82 GPa. Fig. 5.9 shows a series of images for the comparison of the crack paths

in different discretizations. Each row illustrates the development of the intergranular

and transgranular crack surfaces in the sample and the deformed configuration as the

stress reaches the peak value. It is expected that the failure zone (the collection of failed

material points) becomes thinner as the discretization is refined, which enhances the

resolution of the predicted crack surfaces in the domain. For instance, one large failure

zone or coalesced crack in the coarse mesh may be resolved with two parallel refined

cracks in the fine mesh. In general, the fracture patterns are similar on the whole and

the elimination of the spurious discretization-dependent artifacts in the simulations is

noteworthy.
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Fig. 5.8. Convergence plot of final strength.
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(a)

(b)

(c)

(d)

Fig. 5.9. Comparison of the crack growth in different discretizations with
mesh sizes equal to (a) 20µm; (b) 15µm; (c) 10µm; (d) 6µm. The first three
columns are the evolution of the crack surfaces in the sample colored by
the misorientation angle to demonstrate intergranular and transgranu-
lar fractures. The last column is the deformed configuration as the stress
reaches the peak value.
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5.2.3 Influence of porosity on the compressive strength

The influence of porosity on the uniaxial strength has been observed and measured in

many engineering brittle materials. The failure strength, in tension and compression,

drops with the presence of voids or porosity9,77,105. The theoretical explanation can be

drawn by treating the voids as cracks in a periodic array. Thus, the degraded strength

is determined by the shape and spacing of the voids. In the perspective of continuous

media, the porosity also affects other mechanical properties of the material, such as the

elastic modulus, Poisson’s ratio, and fracture energy, etc. Due to the complexity of spa-

tial void distributions in the real material and the limitation of measuring techniques,

simple empirical models are commonly used to describe the porosity-strength depen-

dency. The degradation of the failure strength, based on experimental data on various

materials, can generally be expressed as a power law function or an exponential func-

tion of the porosity. For instance, the well-known power law expression proposed by

Bal’shin9 for uniaxial tensile strength follows as:

σt p =σt0(1−p)b , (5.1)

whereσt p is the uniaxial tensile strength of the material with a porosity p,σt0 is the ideal

tensile strength of a nonporous media, and b is an empirical constant. The value of b

was found to be between 3 and 6 for metal ceramics. Similarly, Ryshkewitch105 obtained

an exponential function from a study of the compressive strengths of Al2O3 and Z r O2:

σcp =σc0e−kp , (5.2)
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where σc0 is the ideal compressive strength of a nonporous material and k is an empiri-

cal constant. The value of k was found to be above 5 for ceramics.

In this work, we employ the proposed model to derive a quantitative relationship

among failure strength, porosity, and spatial void distribution in the polycrystalline brit-

tle materials. The voids with an averaged size in O(1)µm are modeled explicitly by ma-

terial points with the void volume fraction set to be 1. The investigation takes account

of various porosity levels at 0%, 5%, 10% and 20% and two spatial distribution types in

the bulk material. In specific, we consider the spatial void distribution type by allocating

90% of the voids along the grain boundaries (biased spatial distribution), while the other

with the voids uniformly distributed throughout the domain (uniform spatial distribu-

tion). The dimensions and grain structure of the specimen is the same as the one de-

scribed in the representative simulations at strain rate 100s−1. The normalized stresses

are plotted in Fig. 5.10 to show the strength degradation as the porosity increases. It

is evident from the comparison between two different distributions that the specimen

with a biased spatial distribution is more sensitive to the change of porosity. As illus-

trated in the plots, the results of the biased case can be fitted to the Balshin’s model

with empirical constant b = 6 or k = 6.5 for the Ryshkewitch’s model. The calibrated

empirical constants are in the range of ceramic materials. Indeed, the biased void distri-

bution may be considered as a more realistic one due to the fabrication process of real

ceramic materials, in which the sintering and heat treatment usually leave more voids

at the grain boundaries rather than inside of the grains.
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Fig. 5.10. Comparison of strength decaying between simulation results
and empirical models.
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Fig. 5.11. Comparison of fracture surfaces at the failure strength between
uniform and biased void distribution.

Fig. 5.11 compares the internal crack surfaces in a sample with 10%-porosity be-

tween the biased and uniform void spatial distributions. At this particular moment,

the regional cracks are connected along the loading direction and the peak stresses are

reached in the sample. The total volume of the failed material points calculated in

our simulations for these two void distribution types is almost equivalent. However,
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as shown in Fig. 5.11, the transgranular fracture pattern is more evident in the specimen

with uniform void distribution. It can be further confirmed in the plot of the volume

fraction ratio of transgranular to intergranular fractures versus the porosity, Fig. 5.12. At

10% of porosity, the volume fraction of the transgranular fracture to the total volume

of the failed material points is 35% in the specimen with a uniform void distribution

and 23% for the biased case. It is noteworthy that the trans-to-intergranular fracture ra-

tio decreases as the porosity increases, while the one for the biased void distribution is

more sensitive to the porosity level.

Fig. 5.12. Comparison of trans/intergranular ratio at the failure strength
between uniform and biased void distributions.
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A micromechanical interpretation can be drawn in terms of the stress concentra-

tions in polycrystalline materials. Due to the heterogeneity of the microstructure and

the anisotropic material properties, the stress concentration predominantly occurs at

the grain boundaries. In addition, the voids also cause stress concentrations in the sur-

rounding material. In general, the voids at the grain boundaries make them more vul-

nerable to the fracture. There is experimental evidence showing that the void at the

triple joint in the sintered ceramic materials is the common initiation site of a crack.

Therefore, it is favorable for the material to develop more intergranular fractures as more

voids allocate at the grain boundaries at medium strain rates, which limits the materi-

als capability for the energy dissipation and give rise to a quick drop of the compressive

strength.

5.2.4 Influence of strain rate on the compressive strength

The rate dependence phenomenon of the compressive strength of brittle ceramic ma-

terials, such as SiC and AlN, have been studied experimentally by multiple research

groups27,54,106,115,119. Their experimental data indicates the strength of the material be-

comes significantly sensitive to the strain rate beyond 1000s−1.

A series of numerical experiments are performed by using the proposed model to

investigate the strain rate effect on the fracture mode and the final strength in the mi-

crostructural level. The specimen, with 5% porosity and the biased void spatial distribu-

tion, is exercised under dynamic compressive loading conditions at various strain rates,



Modeling dynamic failure of polycrystalline ceramic materials 105

ranging from 10s−1 to 10000s−1. The geometry, boundary conditions and parameter set-

tings are the same as the example of simulations presented in Section 5.2.2, which is in

fact a part of this strain rate study as the result in 100s−1.

Fig. 5.14, Fig. 5.15 and Fig. 5.16 show the predicted crack growth in the SiC sample

under dynamic compression at strain rate 1000s−1, 5000s−1 and 10000s−1 respectively.

At all the strain rates, the cracks first appear at the grain boundaries and propagate in the

loading direction accompanied by the transition from intergranular fracture to trans-

granular fracture. The longitudinal splits from the peripheral surfaces are observed for

all the cases, which agrees well with the experimental observations. In general, the main

crack patterns at different strain rates are similar while more transgranular cracks are

observed as the strain rate increases. The corresponding stress curves are plotted in

Fig. 5.17.

The nonlinearity of the strain rate dependence is characterized by our model in

Fig. 5.13 in comparison with the experimental measurements by Sarva and Nasser106.

It evidently shows that there is a critical strain rate between 100s−1 and 1000s−1 pre-

dicted by the proposed model, which agrees well with the experimental findings. Below

the critical strain rate, the compressive strength of the material is not sensitive to the

strain rate. As the strain rate is higher than 1000s−1, a drastic increase in the compres-

sive strength can be observed. It is worth mentioning that neither the constitutive model

nor the fracture model is defined to be rate dependent in our simulations. Therefore, the
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̇𝜀𝜀 = 1000𝑠𝑠−1

a) b)

c) d)

Fig. 5.14. Crack growth in the polycrystallne SiC sample under dy-
namic compression at strain rate 1000s−1: a)-d) are taken at uniformly-
apart moments from when cracks first appear till the maximum stress is
reached.
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̇𝜀𝜀 = 5000𝑠𝑠−1

a) b)

c) d)

Fig. 5.15. Crack growth in the polycrystallne SiC sample under dy-
namic compression at strain rate 5000s−1: a)-d) are taken at uniformly-
apart moments from when cracks first appear till the maximum stress is
reached.
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̇𝜀𝜀 = 10000𝑠𝑠−1

a) b)

c) d)

Fig. 5.16. Crack growth in the polycrystallne SiC sample under dy-
namic compression at strain rate 10000s−1: a)-d) are taken at uniformly-
apart moments from when cracks first appear till the maximum stress is
reached.
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Fig. 5.17. The stress histories at strain rates of 1000s−1, 5000s−1 and 10000s−1.

strain rate dependency predicted by our model is a natural result of the competition be-

tween various energy dissipation pathways in the microstructure (i.e., intergranular and

transgranular fractures).
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Fig. 5.13. Strain rate dependence of SiC predicted by the model in com-
parison with the experimental data.

In general, the ceramic material seeks the most effective pathways to dissipate the

deposited energy. As a significant amount of energy deposit into the polycrystalline

structure in a short time, a transgranular fracture is capable of converting more strain

energy in the bulk material into surface energy than an intergranular fracture within a

limited time frame, due to the limitation of the crack propagation speed constrained by

the Rayleigh surface wave speed. For example, crack front propagation speed converges

to 0.6 ∼ 0.7 of the Rayleigh wave speed as observed in experimental studies19,43,110.

Thus, a crack nucleated at the grain boundary may turn its direction towards the interior

of grain in order to minimize the total energy of the system more efficiently. Fig. 5.18

demonstrates the volume fraction of failed grain boundaries and inner-grain material
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points for strain rates at which the macroscopic strength of the material increases rapidly.

The curve takes a record of the area of fracture surfaces from the beginning of loading till

the failure point, i.e., the maximum stress point. At the beginning of the failure process,

most of the fracture surfaces are inter-granular. As the stress builds up in the material,

the volume fraction of the inter- and transgranular fracture surfaces increases linearly.

At low strain rates, this trend continues until the material fails. However, as the strain

rate is beyond 1000 s−1, the volume fraction of fracture surfaces starts to grow exponen-

tially after a certain stress level. Also, the rate of growth of transgranular fracture surfaces

catches up and eventually exceeds the growth rate of intergranular fracture surfaces,

which quantitatively demonstrates the preferred energy dissipation pathways of the ce-

ramic material at high strain rates. The competition between inter- and transgranular

fracture is also illustrated in Fig. 5.19. At a relatively low strain rate (< 1000s−1), the ratio

between trans- and intergranular fracture is low and stable as shown in Fig. 5.19. The

intergranular fracture is the dominant fracture mode leading to the failure point. There

is a transition zone from 1000s−1 to 5000s−1 where the transgranular fracture becomes

more and more common as the strain rate increases. The fracture mode switches from

intergranular dominant towards transgranular dominant.
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Fig. 5.18. The growing volume fraction of failed grain boundaries and
inner-grain material points with the stress build-up under different strain
rate.

Fig. 5.19. Competition of trans- to inter- granular fractures at different
strain rates.
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5.2.5 Misorientation distribution

In the previous section, the influence of grain boundaries on the strain-rate dependent

strength was investigated. The simulation shows the fracture usually initiates at the

grain boundary with a large misorientation angle. This behavior corresponds to the

critical energy release rate which is defined as a function of the misorientation angle.

Clayton and Knap 28 performed a numerical study on the effects of crystal and grain

boundary properties involving grain boundary networks and the anisotropic elasticity.

However, the grain boundary properties defined in each simulation are homogeneous

for all grain boundaries. With the polycrystalline reconstruction techniques presented

in this work, we are able to include the heterogeneity of the grain boundary in terms of

the misorientation distribution.

Here three misorientation distributions are tested using the same set of orientation

angles. The grain structure is the same one used in the previous studies. It consists of

100 grains and 479 grain boundaries. Fig. 5.20 shows the misorientation distributions for

two samples that follow the normal distributions with their peaks at 10 degree(low an-

gle) and 60 degree(high angle), respectively. The normalized critical energy release rate

is plotted as a function of misorientations in Fig. 5.21, which decreases with an increase

in misorientation angle, which drops more quickly at lower misorientation angles and

slows down at higher angles.
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Fig. 5.20. Column: comparison of two misorentation distributions.
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Fig. 5.21. The normalized critical energy release rate as a function of mis-
orientation angles.
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Fig. 5.22. Comparison of strength, transgranular fracture and intergranu-
lar fracture between two samples with different misorientation distribu-
tions.

The growth of trans- and intergranular fracture for two distributions is demonstrated

in Figure 5.22, as well as the corresponding stress histories. Though the discrepancy of

the critical energy release rate between two distributions is statistically large (G g b
c (10) =

70%G g r ai n
c and G g b

c (60) = 30%G g r ai n
c ), their stress histories are quite similar. The high

angle distribution exhibits a slightly higher final strength than the other two. But it is

impossible to draw a general prediction on the relationship between the misorienta-

tion distribution and the final strength based on the current results. More samples with

different configurations(ODF and MODF) need to be systematically tested in order to

derive a statistical conclusion.
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5.3 Conclusion

The computational model is validated by directly comparing the predicted compres-

sive strength of 6H-SiC at various strain rates against experimental measurements in the

split-Hopkinson pressure bar (SHPB) tests. The mesh-independence of the algorithm is

shown in the convergence study by refining the mesh of the polycrystalline structure

in SHPB tests. Finally, a quantitative analysis of the influence of the microstructure on

the dynamic compressive failure mechanisms of 6H-SiC, including porosity effect and

strain-rate dependence, is performed thoroughly by using the proposed computational

scheme.

The analysis demonstrates that the ultimate compressive strength of ceramic ma-

terials is determined by the competition and combination of intergranular and trans-

granular fractures in case of high energy density deposition in a short time. The model

predicts that the intergranular fracture is dominant at low strain rates, but an increasing

tendency for transgranular fracture has been observed as strain rate increases. In our

simulations, the brittle polycrystalline material fails structurally once the vital longitu-

dinal transgranular cracks connect all the locally distributed micro-cracks into a net-

work and the material reaches its stress limit. The rate-dependence of the macroscopic

fracture property of ceramic arises simply as a particular choice of the crack propaga-

tion path in the microstructure. In conventional modeling approaches, loading rate-

dependent macroscopic fracture properties, such as the rate-dependent damage model,

cohesive law or fracture toughness, are the critical postulate to predict the dynamic
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compressive strength of ceramics. By contrast, the proposed computational framework

assumes no rate-dependent material properties in the microstructure for strain rates

lower than 107 s−1 and provides a detailed description of the interaction between trans-

granular and intergranular fractures. As a minimization problem of the total energy of

the system, the model enables an automatic selection of the most effective energy dissi-

pation pathways by integrating a topological defect dependent energy release rate func-

tion. The rate sensitivity of the macroscopic compressive strength becomes a natural

outcome of the simulation, which also sheds light on a mechanistic understanding of

the dynamic compressive failure mechanisms in ceramics. In addition, the predicted

porosity-strength relation by the model matches well with the empirical models. Our

analysis shows that the compressive strength of the material decreases with the increase

of the porosity. In the study of ceramics with the different spatial distribution of voids,

we also found that a higher percentage of voids at the grain boundaries promotes inter-

granular fractures and results in lower ultimate strength.
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6 Conclusions and future works

We have developed a micromechanical computational framework for the direct meso-

scale simulation of dynamic failure mechanisms in ceramics at high strain rates based

on the Optimal Transportation Meshfree (OTM) method and the microstructure informed

Eigen-fracture approach. The microstructural features, including the grain structure,

grain boundaries, and voids, are modeled explicitly in the framework. In specific, a

statistically equivalent polycrystal structure of ceramic materials to the experimental

measurements (e.g., EBSD) is reconstructed by using the centroid Voronoi tessellation

and Monte Carlo annealing algorithm to match the probability distribution functions

of the grain size, grain orientation and grain boundary misorientation (or texture). The

crystal elasticity model with damage is employed to predict the anisotropic dynamic

response of the polycrystalline structure. Interactions between the crack front and the

microstructure during the dynamic failure process is indicated in the model by consid-

ering the equivalent energy release rate as a function of the local micro-features, such as

the grain boundary misorientation angle and the void volume fraction.

The proposed model is validated for both two- and three-dimensional modelings.

The two-dimensional modeling is validated by comparing the predicted failure process
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of polycrystalline graphene under tension against the results from Molecular Dynamic

simulations, while three-dimensional modeling is validated by directly comparing the

predicted compressive strength of 6H-SiC at various strain rates against experimental

measurements in the split-Hopkinson pressure bar (SHPB) tests.

In conclusion, the proposed computational framework furnishes an effective means

of modeling dynamic failure processes in 2D/3D polycrystalline materials under various

loading conditions and predicting several primary physical phenomena related to brittle

fractures such as strain rate effect, influence of porosity and its distribution. There are

still several aspects can be improved in future work.

• The plasticity has not been concerned in our model due to the complexity of

dislocation dynamics in polycrystalline structures, especially at the grain bound-

aries. Therefore, the plasticity-related phenomenons, such as grain size effect

and fatigue, cannot be studied by using the current computational framework.

Future work will focus on introducing the crystal plasticity model to describe

the dynamic response of material points at the interior of grains and on the

grain boundaries to study the influence of the competition between plasticity

and fracture of the ultimate strength of the material.

• In the study regarding the influence misorientation distribution, the number

of numerical tests are not sufficient enough to draw any statistical conclusions.

More samples with different configurations should be tested while the spatial

distribution of the misorientations should also be included as a variant in this

study.
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• In order to capture more accurate fracture features, the critical energy release

rate for different microstructures in different crystal systems need to be charac-

terized as a function of implementable parameters in the mesoscale. This can

be done using first principle calculations.

• Dynamic adaptive mesh refinement would be a great technique to boost the ac-

curacy and effectiveness of the proposed model. However, there are still many

difficulties, especially in three-dimensional models.
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