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Abstract

Security and Privacy of Cyber-Physical Systems

Abstract

by

WEIXIAN LIAO

Cyber-physical systems (CPS) are complex networked systems that consist of cy-

ber components for computation and communication, closely interacting with physical

components such as sensors and actuators. Recent years have witnessed exponential

growth in the development of cyber-physical systems. As being the basis for emerging

and future smart service, they play an increasingly important role in critical infrastruc-

ture, government, everyday lives, etc. On the other hand, the integration of CPS brings

more threats that may result in catastrophic consequences for the society. In this dis-

sertation, we aim to address the security and privacy issues in cyber-physical systems

and internet of things (IoT) devices. Our contributions in this dissertation are two-fold.

Firstly, we study the security issues in power grid, which is one of the most critical in-

frastructures in the world. Security of the power grid has gained enormous attention

for decades. Cascading failure, one of the most serious problems in power systems,

can result in catastrophic impacts such as massive blackouts. More importantly, it can

be taken advantage by malicious attackers to launch physical or cyber attacks on the

ix



power grid. However, due to the expansive geographical coverage and complex interde-

pendencies among system components, protecting the power grid is data and comput-

ing intensive and hence extremely challenging. We investigate cascading failure attack

(CFA) from a stochastic game perspective. In particular, we formulate a zero-sum sto-

chastic attack/defense game for CFA while considering the attack/defense costs, limited

budgets, diverse load shedding costs, and dynamic states in the system. Then, we de-

velop a Q-CFA learning algorithm that works efficiently in a large system without any

a-priori information. We also formally prove that the proposed algorithm can converge

and achieve Nash equilibrium. Simulation results validate the efficacy and efficiency of

the proposed scheme by comparisons with the state-of-the-art approaches.

Secondly, we focus on secure outsourcing of large-scale fundamental problems in

the cloud. Conducting such large-scale data analytics in a timely manner requires a

large amount of computing resources, which may not be available for individuals and

small companies in practice. By outsourcing their computations to the cloud, clients

can solve such problems in a cost-effective way. However, confidential data stored at

the cloud is vulnerable to cyber attacks, and thus needs to be protected. Previous works

employ cryptographic techniques like homomorphic encryption, which significantly in-

crease the computational complexity of solving a large-scale problem at the cloud and is

impractical for big data applications. We present an efficient secure outsourcing scheme

for convex separable programming problems (CSPs). In particular, we first develop

efficient matrix and vector transformation schemes only based on arithmetic opera-

tions that are computationally indistinguishable both in value and in structure under

a chosen-plaintext attack (CPA). Then, we design a secure outsourcing scheme in which

the client and the cloud collaboratively solve the transformed problems. The client can

x



efficiently verify the correctness of returned results to prevent any malicious behavior

of the cloud. Theoretical correctness and privacy analysis together show that the pro-

posed scheme obtains optimal results and that the cloud cannot learn private informa-

tion from the client’s concealed data. We conduct extensive simulations on Amazon

Elastic Cloud Computing (EC2) platform and find that our proposed scheme provides

significant time savings to the clients.
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1 Introduction

1.1 Motivation

Cyber-physical systems (CPS) are complex networked systems that consist of cyber com-

ponents for computation and communication, deeply intertwining with physical com-

ponents such as sensors and actuators, on different spatial and temporal scales. Exam-

ples of cyber-physical systems are smart grid, autonomous systems, robotics systems,

medical monitoring, automatic pilot avionics1. Recent years have witnessed exponen-

tial growth in the development of cyber-physical systems. As being the basis for emerg-

ing and future smart service, they play an increasingly important role in critical infras-

tructure, government, everyday lives, etc. For example, many wireless sensor networks

monitor some aspects of environment and relay the collected and processed informa-

tion to a central node. Another example is smart grid, which includes smart meters,

smart appliances, renewable energy resources, etc., and provides more reliable, flexible,

and efficient power services.

On the other hand, the integration of CPS brings more threats that may have cata-

strophic consequences for the society. For instance, security problem of the power gird

has now been exaggerated due to various malicious cyber attacks that are launched on
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the power grid such as Denial-of-Service (DoS) attack2, false data injection attack3, en-

ergy theft attack4, unobservable cyber attacks through topology errors5, etc. Therefore,

it motivates us to address the security and issues in cyber-physical systems and internet

of things (IoT) devices.

In particular, we realize that cascading failure is a very concerning security problem

in the power grid because some initial disturbances can trigger a series of unpredictable

chain effects that possibly result in large-scale collapses in the system. This is exactly

what happened in the 2003 Northeastern blackout, where the failure of a critical trans-

mission line triggered a cascade of failure, resulting in shutting down the whole power

system and affecting more than 55 million people in the Eastern U.S. and Canada10.

Cascading failure has hence attracted intensive attention because of its criticality in the

power grid. Chen et al.7 propose a hidden failure model to assess the cascading dynam-

ics in power systems. In11, Rahnamay-Naeini et al. construct a probabilistic model for

cascading failure while retaining key physical attributes and operating characteristics of

power grids. Yan et al.12 investigate the cascading failure by designing a new numerical

metric called critical moment.

As cascading failure can lead to catastrophic damages in the power grid and can

possibly take down the whole system, there is strong motivation for attackers to launch

deliberate attacks by taking advantage of it, which we call “cascading failure attacks

(CFAs)”. However, analyzing CFA in the power grid is a very challenging problem because

of the unpredictable cascading effect, the complex interactions between the attacker

and the defender, the extremely high problem dimensionality in a large-scale system,

etc.14. To the best of our knowledge, despite its importance, CFA has rarely been studied

in the literature and hence deserves systematic investigation.



Introduction 3

In this dissertation, we explore CFA in the power grid from a game theory perspec-

tive. Specifically, defending critical infrastructures against malicious attacks requires

system operators to make optimal decisions about where to deploy limited budgets to

improve the system resilience against adversaries. Game theory can be naturally em-

ployed to provide the system operators with such guidance on infrastructure protec-

tion15–18. For instance, Salmeron et al.16 formulate the competition between a defender

and an attacker as a leader-follower game. Chen et al.17 propose a static game frame-

work for defending the power system against deliberate attacks. Rao et al.18 study a

Stackelberg game while taking both the infrastructure survival probability and costs into

account. These works consider the competition between the attacker and defender as

an one-time event. However, power grid protection can be a continuous process where

an attacker and a defender interact with each other many times at dynamic states19.

For example, the nationwide power system in Yemen suffered from repeated attacks on

transmission lines in 2014, which very soon left Yemen in total darkness20. Therefore,

an attack-defense interaction model that considers dynamic system states and the long-

term effects is indispensable.

To this end, we formulate a zero-sum stochastic game to characterize the long-term

interactions between an attacker and a defender in CFA. Specifically, we consider that

an attacker deploys limited budget to disrupt the components in the power grid, such as

transmission lines, substations, etc. We consider that the attacker’s objective is to max-

imize the total cost of the load shedding that is defined as a non-decreasing function of

the total amount of shedding load, making the problem more challenging. On the other

hand, a system defender deploys limited resources to minimize the total cost of load
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shedding by taking actions such as reinforcing a vulnerable transmission line or repair-

ing a damaged line. Since the objectives of the attacker and the defender are opposite,

we model the interactions between the two players as a zero-sum stochastic game. Sto-

chastic games are difficult to solve due to the possible large problem dimensionality and

their stochastic nature. Existing algorithms developed in the literature that are dynamic

programming based algorithms, unfortunately, need to enumerate all the system states,

the number of which is obviously too large in a large-scale power grid for the solution to

be tractable. Thus, these algorithms suffer from the well known “curse of dimensional-

ity” problem22. Furthermore, although such approaches are proven to converge to the

optimum, they are under the assumption that all the dynamic system parameters, i.e.,

reward functions and transition probabilities, are always available for the players, which

may not always be accessible in practice, especially to the attacker in the power grid.

A couple of previous works on stochastic game analysis also assume complete a priori

system information. Instead of having such strong assumptions, in this dissertation, we

develop a Q-CFA learning algorithm to solve our stochastic game which can address the

dimensionality problem and does not need any a priori system information. The in-

tuition behind the learning process is that learning through past experience facilitates

more intelligent decision makings and performance optimization.

Secondly, we focus on secure outsourcing of large-scale fundamental problems in

the cloud. Conducting such large-scale data analytics in a timely manner requires a

large amount of computing resources, which may not be available for individuals and

small companies in practice. By outsourcing their computations to the cloud, clients

can solve such problems in a cost-effective way. However, confidential data stored at

the cloud is vulnerable to cyber attacks, and thus needs to be protected. Previous works
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employ cryptographic techniques like homomorphic encryption, which significantly in-

crease the computational complexity of solving a large-scale problem at the cloud and is

impractical for big data applications. On the other hand, we note that convex separable

programming (CSP) is one of them that is involved in various real-world applications, in-

cluding industrial control systems, time-dependent cost optimization, resource alloca-

tion, etc.47–50. For example, in the industry of water resource planning, sources that emit

pollutants are required to remove waste from water system. However, solving CSPs is dif-

ficult47,53, and becomes more challenging in big data. Specifically, large-scale CSPs are

often too computationally complex to be solved by resource-limited users due to their

limited computing capability and random access memory (RAM). To address this issue,

many big companies and governments have to build supercomputer centers to conduct

such heavy computation tasks. However, the expenditure is too high for individuals or

small companies to afford. As a result, it is in dire need to find effective approaches

to analyze large-scale data sets in a more efficient and economical way. Recently, re-

searchers have suggested that cloud computing, which is characterized by robust com-

putation power and pay-per-use manner, can be used to help resource-limited clients

perform large-scale scientific computation and analytics56–58. In particular, clients can

offload heavy computation tasks to the cloud and enjoy vast computation resources in

a cost-effective manner. It has become widely utilized in various types of environments

and supported clients to solve pressing issues in a more timely and cost-effective way.

However, it also brings some serious concerns, one of which is data privacy. Clients’ data

often contains sensitive information, such as individuals’ medical records, companies’
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proprietary information, engineering and scientific models, etc. The outsourcing par-

adigm of cloud computing deprives the clients’ direct control on their private data, in-

cluding both input and output privacy60–63. The leakage of such information may cause

serious problems. For instance, in biomedical applications, a genomic database in the

cloud is at risk of revealing the owners’ DNA sequence; customers’ shopping records in

an e-commerce company may be stolen for unauthorized access to their behaviors; a

grid company may suffer from cyber attacks if the system topology is disclosed13,64; and

financial firms may be less competitive if their strategies are leaked. Therefore, in order

to prevent the leakage of clients’ private data, a good alternative is to allow clients to

send their concealed data instead of real data to the cloud. Moreover, another issue is

the verifiability of the results returned by the cloud. It is possible that the cloud may un-

intentionally or intentionally return invalid results. For example, if the software incurs

some hardware failures or expensive cost during the operation, a malicious cloud may

send incorrect results to the client. Consequently, a secure outsourcing protocol should

be developed in a manner that enables the client to protect his/her data and check the

correctness of the returned results as well. The last challenge is the computational effi-

ciency. The additional burden incurred by the secure outsourcing scheme should be as

little as possible. Otherwise there will be no incentive for the client to seek help from the

cloud.

Therefore, the aforementioned challenges motivate us to design an efficient secure

outsourcing scheme for convex separable programming problems (CSPs). In particu-

lar, we first develop efficient matrix and vector transformation schemes only based on

arithmetic operations that are computationally indistinguishable both in value and in

structure under a chosen-plaintext attack (CPA). Then, we design a secure outsourcing
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scheme in which the client and the cloud collaboratively solve the transformed prob-

lems. The client can efficiently verify the correctness of returned results to prevent any

malicious behavior of the cloud. Theoretical correctness and privacy analysis together

show that the proposed scheme obtains optimal results and that the cloud cannot learn

private information from the client’s concealed data. We conduct extensive simulations

on Amazon Elastic Cloud Computing (EC2) platform and find that our proposed scheme

provides significant time savings to the clients.

1.2 Scope and Organization of the Dissertation

The first goal of this dissertation is to design efficient secure outsourcing algorithm for

large-scale convex separable programming problem in the cloud. Therefore, we discuss

related work for security and privacy issues in cloud computing in Section 3.2. Section

3.3 introduces the system architecture, threat model, and security definitions. In sec-

tion 3.4, we propose secure transformation and permutation algorithms to protect the

original CSP problem with formal proofs. Section 3.5 presents an efficient transforma-

tion based scheme to solve the transformed large-scale CSP problem. The theoretical

correctness and privacy analysis for the proposed schemes are discussed in Section 3.6.

In Section 3.7, we evaluate the performance of the proposed algorithms through imple-

mentations on the Amazon Elastic Compute Cloud (EC2) platform and finally conclude

this topic in section 3.8.

The second goal of this dissertation is to design an efficient algorithm for the formu-

lated stochastic game and obtain the optimal attack and defense strategies for the at-

tacker and defender respectively. To this end, we propose a Q-CFA algorithm and prove

that the designed scheme achieves Nash Equilibrium. Specifically, in Chapter 2.2, we
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introduce our system models in detail, including DC power network model, cascading

hidden-failure model, as well as the threat and defense models. In Chapter 3.3, we for-

mulate the zero-sum stochastic game in the dynamic environment. In Chapter 2.4, we

propose a Q-CFA learning algorithm to solve the formulated zero-sum stochastic game.

We then prove that the proposed algorithm achieves the Nash Equilibrium. In Chap-

ter 2.5, we present some simulation results to validate the efficacy and efficiency of our

proposed algorithm. In Chapter 3.8, we conclude this topic and identify the another

security and privacy problems in cyber-physical systems.
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2 Cascading Failure Attacks in the
Power System: A Stochastic Game
Perspective

2.1 Introduction

The power grid is one of the most critical infrastructures in the world. Failure of the

power grid can lead to severe economic, social, and security consequences, which makes

security of the power gird a very crucial problem. This problem has now been exag-

gerated due to various malicious attacks that are launched on the power grid such as

Denial-of-Service (DoS) attack2, false data injection attack3, energy theft attack4, unob-

servable cyber attacks through topology errors5, etc. On the other hand, due to its ex-

pansive geographical coverage and complex interdependencies among system compo-

nents, protecting the power grid is data and computing intensive and hence extremely

challenging6.

Cascading failure is a very concerning security problem in the power grid because

some initial disturbances can trigger a series of unpredictable chain effects that possi-

bly result in large-scale collapses in the system. Taking the cascading failure in trans-

mission networks7,8 as an example, when one of the transmission lines fails and shifts

its current load to the nearby lines, those connected lines may be pushed beyond their
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line capacities, become overloaded, and further shift their loads to other lines. Such

sudden load spikes could induce the overloaded lines into failure, quickly spread the

failure across other lines before the system operator can conduct any countermeasures,

hence finally taking down the entire system in a very short time9. This is exactly what

happened in the 2003 Northeastern blackout, where the failure of a critical transmission

line triggered a cascade of failure, resulting in shutting down the whole power system

and affecting more than 55 million people in the Eastern U.S. and Canada10. Cascading

failure has hence attracted intensive attention because of its criticality in the power grid.

Chen et al.7 propose a hidden failure model to assess the cascading dynamics in power

systems. In11, Rahnamay-Naeini et al. construct a probabilistic model for cascading fail-

ure while retaining key physical attributes and operating characteristics of power grids.

Yan et al.12 investigate the cascading failure by designing a new numerical metric called

critical moment.

As cascading failure can lead to catastrophic damages in the power grid and can

possibly take down the whole system, there is strong motivation for attackers to launch

deliberate attacks by taking advantage of it, which we call “cascading failure attacks

(CFAs)”. For example, a malicious attacker can launch a CFA to trip the critical trans-

mission lines and in turn induce massive cascading failure13. However, analyzing CFA

in the power grid is a very challenging problem because of the unpredictable cascading

effect, the complex interactions between the attacker and the defender, the extremely

high problem dimensionality in a large-scale system, etc.14. To the best of our knowl-

edge, despite its importance, CFA has rarely been studied in the literature and hence

deserves systematic investigation.
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In this dissertation, we explore CFA in the power grid from a game theory perspec-

tive. Specifically, defending critical infrastructures against malicious attacks requires

system operators to make optimal decisions about where to deploy limited budgets to

improve the system resilience against adversaries. Game theory can be naturally em-

ployed to provide the system operators with such guidance on infrastructure protec-

tion15–18. For instance, Salmeron et al.16 formulate the competition between a defender

and an attacker as a leader-follower game. Chen et al.17 propose a static game frame-

work for defending the power system against deliberate attacks. Rao et al.18 study a

Stackelberg game while taking both the infrastructure survival probability and costs into

account. These works consider the competition between the attacker and defender as

an one-time event. However, power grid protection can be a continuous process where

an attacker and a defender interact with each other many times at dynamic states19.

For example, the nationwide power system in Yemen suffered from repeated attacks on

transmission lines in 2014, which very soon left Yemen in total darkness20. Therefore,

an attack-defense interaction model that considers dynamic system states and the long-

term effects is indispensable.

To this end, we formulate a zero-sum stochastic game to characterize the long-term

interactions between an attacker and a defender in CFA. Specifically, we consider that

an attacker deploys limited budget to disrupt the components in the power grid, such

as transmission lines, substations, etc. Maximizing the amount of load shedding due to

disruption is usually adopted as the objective of the attacker in previous studies. How-

ever, loads on different transmission lines are of different importance to the system, and

each transmission line contributes differently to the overall system reliability and secu-

rity7. Therefore, we consider that the attacker’s objective is to maximize the total cost
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of the load shedding that is defined as a non-decreasing function of the total amount

of shedding load, making the problem more challenging. On the other hand, a system

defender deploys limited resources to minimize the total cost of load shedding by tak-

ing actions such as reinforcing a vulnerable transmission line or repairing a damaged

line. Since the objectives of the attacker and the defender are opposite, we model the

interactions between the two players as a zero-sum stochastic game.

Stochastic games are difficult to solve due to the possible large problem dimension-

ality and their stochastic nature. Value iteration and policy iteration21, i.e., iteratively

improving the value functions or policies respectively, have been developed in the lit-

erature to solve this problem. Unfortunately, such dynamic programming based algo-

rithms need to enumerate all the system states, the number of which is obviously too

large in a large-scale power grid for the solution to be tractable. Thus, these algorithms

suffer from the well known “curse of dimensionality” problem22. Furthermore, although

such approaches are proven to converge to the optimum, they are under the assumption

that all the dynamic system parameters, i.e., reward functions and transition probabili-

ties, are always available for the players, which may not always be accessible in practice,

especially to the attacker in the power grid. A couple of previous works on stochastic

game analysis also assume complete a priori system information. Instead of having such

strong assumptions, in this chapter, we develop a Q-CFA learning algorithm to solve our

stochastic game which can address the dimensionality problem and does not need any

a priori system information. The intuition behind the learning process is that learning

through past experience facilitates more intelligent decision makings and performance

optimization.
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The goal of this work is to design an efficient algorithm for the formulated stochastic

game and obtain the optimal attack and defense strategies for the attacker and defender

respectively. To this end, we propose a Q-CFA algorithm and prove that the designed

scheme achieves Nash Equilibrium.

In Chapter 2.2, we introduce our system models in detail, including DC power net-

work model, cascading hidden-failure model, as well as the threat and defense models.

In Chapter 3.3, we formulate the zero-sum stochastic game in the dynamic environ-

ment.

In Chapter 2.4, we propose a Q-CFA learning algorithm to solve the formulated zero-

sum stochastic game. We then prove that the proposed algorithm achieves the Nash

Equilibrium.

In Chapter 2.5, we present some simulation results to validate the efficacy and effi-

ciency of our proposed algorithm.

In Chapter 3.8, we conclude this chapter and identify the another security and pri-

vacy problems in cyber-physical systems.

2.2 System Models

In this chapter, we introduce DC power network model, cascading hidden failure model,

as well as the threat and defense models used in our dissertation, respectively.
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2.2.1 DC Power Network Model

We consider a power network consisting of N = G ∪D buses and L = {1, · · · , l , · · · ,L}

transmission lines. We assume that each bus is either a generation bus, denoted by

g ∈ G , or a load bus, denoted by d ∈ D. Bus n1 is identified as the reference bus. Sim-

ilar to that in23,24, we use DC power flow approximation of the AC system and assume

that: 1) all bus voltage magnitudes are 1.0 per unit, 2) transmission line resistance is

negligible, and 3) all bus voltage angles are small enough such that si n(θi −θ j ) ≈ θi −θ j ,

where θi and θ j are the voltage angles at bus i and bus j respectively. Denote by Θ =

[θ1, · · · ,θn , · · · ,θN ]T , PG = [pG
1 , · · · , pG

g , · · · , pG
G ]T and D = [d1, · · · ,dd , · · · ,dD ] as the bus

voltage angle vector, the real power injection vector and the load demand vector respec-

tively (note that N = |N |, G = |G |, and D = |D|). Then, the DC power flow equations in

matrix form, derived from the standard AC circuit equations and based upon the above

assumptions25, can be formulated as:

Pinj = Kp ×PG −Kd ×D, (2.1)

Θ = B×Pinj, (2.2)

f (l ) = bi j × (θi −θ j ), (2.3)

where Pinj = [p i n j
2 , · · · , p i n j

n , · · · , p i n j
N ]T is the vector of nodal injection power for buses

2, ..., N , Kp is the bus-unit incidence matrix, and Kd is the bus-load incidence matrix. θi

and θ j are the phase angles of bus i and bus j , respectively, that are connected by trans-

mission line l . f (l ) is the real power flow on transmission line l . B is the N ×N system

susceptance matrix, in which bi i = ∑
j∈Si , j 6=i

1
xi j

and bi j = − 1
xi j

, where xi j is the reac-

tance between bus i and bus j . Notice that in this DC power network model, equation

(2.1) is the power balance constraint, equation (2.2) calculates the phase angles for all
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the buses, which can be used for the power flow calculation on each transmission line

in the network as shown in equation (2.3).

2.2.2 Cascading Hidden Failure Model

Hidden failure is among the top reasons for causing cascading failures in the power

grid7,11,12. In this dissertation, we study the line protection hidden failure by consid-

ering the operation of protective relays, which are designed to trip the circuit breakers

on the transmission lines when any fault is detected. Hidden failure is undetectable dur-

ing the normal operation but will be exposed as a direct consequence of other system

disturbances, for example, a sudden attack or natural disasters. Such sudden distur-

bances may cause the relay systems to inappropriately and incorrectly disconnect cir-

cuit elements. Thorp et al.26 show that when transmission line l trips, because of the

redistribution of the loads on it, hidden failures on all the lines connected with it will

be exposed, i.e., those lines are then exposed to incorrect tripping probabilistically, be-

cause of the redistribution of the loads on the tripped line. Furthermore, if an exposed

line trips, then the lines that are connected to this tripped line will be further exposed

and subject to tripping probabilistically as well, which could eventually cause a cascade

of failures and in the worst case, may spread the failure among the whole power grid and

result in blackouts.

In this dissertation, we follow a general cascading hidden failure model9,27. Specif-

ically, the probability for an exposed line to be tripped incorrectly is very low and con-

sidered as a constant p, when the load on this line is below its capacity, i.e., F max(l ), and

increases linearly to 1 when the load approaches 1.4×F max(l ). When the load on the

line is or upon 1.4×F max(l ), this line will be tripped immediately for security purposes.

This is consistent with the observed NERC events28. Thus, the probability of an exposed
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line tripping incorrectly, defined as Pt (l ), is

Pt (l ) =



p, if 0 ≤ f (l ) ≤ F max(l );

5(1−p) f (l )+7pF max (l )−5F max (l )
2F max (l ) ,

if F max(l ) ≤ f (l ) ≤ 1.4F max(l );

1, if 1.4F max(l ) ≤ f (l ).

(2.4)

2.2.3 Threat Model

In the power grid, an attacker aims to disrupt the system by either physical attacks, e.g.,

severing transmission lines, damaging an critical associated transmission tower, or cy-

ber attacks, e.g., false data injection attacks and DoS attacks3. The target of the attacks

can be any components of the power system. Without loss of generality, in this disserta-

tion, we consider the transmission lines as the attack targets, which are one type of the

most common and far-ranging targets in the power system29.

We first define two binary variables as follows:

α(l ) =


1, if line l is attacked;

0, otherwise.
(2.5)

δ(l ) =


1, if line l is exposed;

0, otherwise.
(2.6)

where α(l ) is equal to 1 if the transmission line l is attacked by the attacker, and δ(l ) is

equal to 1 if line l is exposed according to the cascading hidden failure model in Chapter

2.2.2.

For practicality, we assume that the malicious attacker has limited budget to launch

an attack. Specifically, it can only attack a limited number of transmission lines in one
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action. Therefore, the attacker’s action is constrained by
∑

l∈L 1α(l )=1 = ba , where ba de-

notes the attacker’s limited budget, i.e., the maximum number of transmission lines that

it can attack in one action, and 1A is an indicator function that is equal to 1 when the

event A is true and zero otherwise.

Subject to the budget constraint, the objective of the attacker is to cause the most

damage to the power system. In the past, damage is simply measured as the total amount

of loads that have to be shed due to the line failures9. However, since different loads may

have different adverse impacts on the power system, it is more appropriate if we use the

costs of load shedding as the objective of the attacker instead of the amount of load

shedding. To this end, we denote the cost function on transmission line l as ul (·), which

is a nondecreasing function with regard to the shed load on the transmission line l , i.e.,

d̂(l ). Consequently, the objective of the attacker is to maximize the total cost of load

shedding in the power grid, i.e., to maximize U =∑
l∈L ul (d̂(l )).

2.2.4 Defense Model

Similarly, a defender, who could be the power system operator or a third-party system

protector, aims to protect the power grid from the attack. We define the available actions

by the defender by reparing a damaged line or reinforcing an important line, i.e.,

β(l ) =


1, if line l is repaired or reinforced.

0, otherwise.
(2.7)

where β(l ) indicates if the defender chooses to repair the transmission line l or reinforce

it.
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We also assume that the defender has limited budget to protect the power grid, i.e.,∑
l∈L 1β(l )=1 = bd , where bd denotes the defender’s limited budget, i.e., the maximum

number of transmission lines that it can repair or reinforce in one action.

Besides, the objective of the defender of the power grid is to find the best strategy

that minimizes the total cost of load shedding in the power system, i.e., to minimize

U =∑
l∈L ul (d̂(l )).

Therefore, as the objectives of the defender and the attacker are opposite and the

two players compete with each other at dynamic system states, we formulate a zero-

sum stochastic game which will be introduced in the next chapter.

2.3 A Zero-sum Stochastic Game for CFA

As presented above, the objective of the attacker and that of the defender in CFA are

opposite to each other. Therefore, in this chapter, we formulate a zero-sum stochastic

game for the attacker and the defender in the power grid.

Before delving into the details of the formulation for the zero-sum stochastic game,

we first briefly introduce stochastic games. In game theory, a stochastic game is a dy-

namic game with probabilistic transitions played by several players30, which can be con-

sidered as an extension of Markov Decision Process31. The game is played in a sequence

of stages. Specifically, at the beginning of each stage, the game is in some state. Players

select actions independently and simultaneously based on their own budgets at the cur-

rent state, and each player will receive an immediate reward that results from the chosen

actions and the current state. Thereafter, this game moves to a new random stage whose

transition probability is determined by both the actions from the players and the previ-

ous state. The procedure repeats continuously for a number of stages and each player
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endeavors to maximize their long-term reward, which is defined as the discounted sum

of the immediate rewards at all stages.

2.3.1 States, Actions, and State Transitions

By considering the interactive competition between the attacker and the defender, we

now formulate the CFA as a stochastic game G. In this game G, there are a set of sys-

tem states, denoted by S , in which each state s ∈S is a vector that denotes the current

status of all the transmission lines. Without loss of generality, we define the status of

each transmission line as “up”, denoted by u, or “down”, denoted by w , when the line

is functioning well or malfunctioning after being attacked, respectively. The stochastic

game proceeds in a time-slotted fashion. Specifically, in each time slot, each player will

choose an action based on the current system state so as to optimize its own objective.

We denote by MA(s) and MD (s) the set of all the possible actions that the attacker and

the defender can take, respectively, at state s. As discussed in Chapter 3.3.2 and Chap-

ter 2.2.4, for the attacker, each a ∈ MA(s) indicates the set of transmission lines to be

attacked. On the other hand, for the defender, each d ∈ MD (s) refers to a set of trans-

mission lines to be repaired (if not working) or reinforced (if still working but vulnerable

to attacks). Each action a ∈ MA(s) and d ∈ MD (s) will be selected by the attacker and

the defender in each state s, respectively, with a certain probability denoted byπa(s) and

πd (s).

Recall that each player selects their own actions independently and simultaneously

in each stage. We denote puwr and puw as the probabilities for a functioning trans-

mission line to fail upon attack with and without reinforcement by the defender in the

same time slot, respectively. Similarly, we denote pwua and pwu as the probabilities for

a non-functioning line to recover upon repair with and without being attacked in the
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same time slot, respectively. Obviously we have 0 ≤ puwr < puw ≤ 1 and 0 ≤ pwua <

pwu ≤ 1. We can easily see that these probabilities can determine the transition proba-

bility T (a,d , s, s′) from state s to state s′ under the actions a and d by the attacker and

the defender, respectively. For example, suppose at the very beginning all lines in the

system are up and there are no actions from the attacker or the defender. Then, when

the attacker and the defender choose the same line to attack and reinforce respectively,

the probability for the power system to remain in the same state is 1− puwr . Similarly,

when the attacker attacks a line l and the defender chooses to reinforce another line l ′,

the probability for the system to move to another state where only line l is down is puw .

2.3.2 Immediate Rewards

As mentioned before, the objectives of the attacker and the defender are opposite, i.e.,

maximizing/minimizing the total cost of the load shedding in the power grid. At each

stage of the game, both players, i.e., the attacker and the defender, will receive immedi-

ate reward after taking actions. We define that with the actions by the attacker and the

defender being a and d at state s, the immediate reward for the attacker, denoted by

UA(a,d , s), is the total cost for load shedding.

We show in Fig. 2.1 what happens sequentially in one stage of the game where the

attacker and the defender take actions a and d , respectively, at state s. Particularly, af-

ter both players take actions, some transmission lines might be tripped, and hence the

system immediately adjusts according to the power equations (2.1)-(2.3)32. Then the

system checks whether there are any lines overloaded. If so, the protective relays trip

the overloaded lines and the system re-adjusts accordingly until there are no overloaded

lines. Otherwise, the exposed lines, which share the same bus with the tripped lines, are
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Figure 2.1. Flow chart for the power system after being attack

tripped with probability Pt (l ), based on the cascading model in Chapter 2.2.2. The cas-

cading effect continues until there is no line outage any more. Finally, the power system

performs security constrained optimal power flow redispatch, which is formulated as an

optimization problem to minimize the total cost of load shedding, i.e., U , in the current
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configuration of power system:

Minimize U (a,d , s) = ∑
l∈L

ul (d̂l ),

s.t.
∑

g∈G

Pg +
∑

l∈L

d̂l −
∑

l∈L

dl = 0 (2.8)

P mi n
g ≤ Pg ≤ P max

g , ∀g ∈G (2.9)

−F mi n(l ) ≤ f (l ) ≤ F max(l ), ∀l ∈L (2.10)

0 ≤ d̂l ≤ dl , ∀l ∈L (2.11)

where (2.8) is the power balance constraint, (2.9) is the generation capacity constraint

for each generation unit, (2.10) limits the maximum power flow on each transmission

line, and (2.11) indicates that the shed load cannot exceed the original load on the load

bus.

Therefore, we have that the immediate reward for the attacker and that for the de-

fender, known as the payoff of the game at state s are U (a,d , s) for all a ∈ MA(s),d ∈

MD (s). Since the objective function is convex and all the constraints are linear, this

problem can be easily solved and we can obtain the immediate rewards for each player

at any system status.

Note that actions a and d executed at state s will bring the system state to the next

possible state, resulting in further immediate rewards, i.e., U (a′,d ′, s′), at new state s′.

Thus, actions taken at dynamic states will finally accrue a long-term reward as the game

goes on. Both players’ objectives are to obtain the optimal expected long-term rewards,

which will be discussed next.
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2.4 Optimal Strategies of the Stochastic Game

In this chapter, we first present the definition of optimal strategies. Then, we develop

a Q-CFA learning algorithm to find the optimal strategies, which can work efficiently in

large-scale systems.

2.4.1 Optimal Strategies

We refer to the optimal strategies as the mixed strategies of all actions chosen by the

players that maximize their expected long-term rewards33. In this dissertation, we con-

sider the case of stationary policies where action selection probabilities, i.e., πA(s)’s and

πD (s)’s, do not change over time. In other words, we are interested in finding the con-

vergent policies for each player at each state s.

From the attacker’s point of view, we denote VA(s) as the attacker’s expected long-

term reward under the optimal strategies when the game starts at state s, and Q A(a,d , s)

as the expected long-term reward for taking action a while the defender selects the ac-

tion d when the game starts at state s. Specifically, we have

VA(s) = max
πA(s)

min
πD (s)

∑
a∈MA(s)

∑
d∈MD (s)

πa(s)Q A(a,d , s)πd (s), (2.12)

where πA(s) = {πa(s)|a ∈MA(s)}, πD (s) = {πd (s)|d ∈MD (s)}, and

Q A(a,d , s) =U (a,d , s)+γ · ∑
s′∈S

VA(s′) ·T (a,d , s, s′). (2.13)

VA(s) and Q A(a,d , s) are also called the value of the state s ∈ S and the quality of the

state s given actions a and d , respectively, for the attacker. T (a,d , s, s′) is the state tran-

sition probability from state s to state s′ after taking actions a and d . Here the maximin

function can be interpreted as follows. Since our game is a fully competitive stochas-

tic game where each player selects an action independently and simultaneously at each
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system state, we need opponent-independent algorithms to solve this problem34. The

maximin function makes (2.12) opponent-independent in which the attacker attempts

to maximize its own expected long-term reward under the worst case assumption that

the defender will always endeavor to minimize the payoff. Besides, note that (2.13) states

that Q A(a,d , s) is equal to the immediate reward plus the discounted expected optimal

value attainable from the next state s′. In (2.13), γ ∈ [0,1) is a discount factor that rep-

resents how much impact the current decisions can have on the long-term reward. Par-

ticularly, when γ equals 0, the game becomes a one-time-event game16–18. When γ is

larger than 0, a smaller value of γ emphasizes more the immediate rewards and a larger

γ gives higher weight to the future rewards.

Similarly, the defender’s expected long-term reward under the optimal strategies

when the game starts at state s, denoted by VD (s), is

VD (s) = min
πD (s)

max
πA(s)

∑
a∈MA(s)

∑
d∈MD (s)

πa(s)QD (a,d , s)πd (s), (2.14)

where QD (a,d , s) is the expected long-term reward for taking action d while the attacker

selects the action a, i.e., the quality of the state s for the defender, and is formulated as

QD (a,d , s) =U (a,d , s)+γ · ∑
s′∈S

VD (s′) ·T (a,d , s, s′). (2.15)

We note that in general VA(s) ≤ VD (s) due to weak duality, where VA(s) and VD (s)

correspond to the primal problem and the dual problem, respectively. However, in

a zero-sum stochastic game, strong duality holds and we have VA(s) = VD (s) = V (s)

(Section 5.4.5 in35). Consequently, the optimal solutions computed individually by the

two players, i.e., π∗
A(s) and π∗

D(s), are the best responses to each other. We denote by

π∗(s) = {π∗
A(s),π∗

D(s)} the optimal strategy pair36, which is known as the Nash equilib-

rium point in a stochastic game and defined as follows.
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Definition 1. Nash Equilibrium: In a zero-sum stochastic game G, the Nash equi-
librium for any state s ∈S is an optimal strategy pair π∗(s) = {π∗

A(s),π∗
D(s)} satisfying

V π∗(s)(s) ≥V {πA(s),π∗
D(s)}(s),

V π∗(s)(s) ≤V {π∗
A(s),πD(s)}(s).

Therefore, by finding the Nash equilibrium for each state s, we can obtain the at-

tacker’s and the defender’s optimal strategies, i.e., essentially probability mass distri-

butions on their action sets MA(s) and MD (s), which results in the optimal expected

long-term reward for the attacker and the defender, respectively.

From the attacker’s perspective, the optimal strategies π∗
A(s) (s ∈S ) can be found by

solving (2.12) through algorithms like “value iteration”21. Particularly, at the k th itera-

tion, for each s ∈S , the attacker needs to solve the following optimization problem:

V k
A (s) = max

{πa (s)}
min

d∈MD (s)

∑
a∈MA(s)

Qk
A(a,d , s) ·πa(s)

s.t. Qk
A(a,d , s) =Qc (a,d , s)+γ · ∑

s′∈S

V k−1
A (s′) ·T (a,d , s, s′)

∑
a∈MA(s)

Qk
A(a,d , s) ≥V k−1

A (s)

∑
a∈MA(s)

πa(s) = 1

πa(s) ≥ 0,∀a ∈MA(s)

where V k
A (s) is the value of the state s in the k th iteration. The basic idea of value it-

eration is that it iteratively estimates the value of Q A(a,d , s) and VA(s) using equations

(2.12) and (2.13) for each s ∈ S in each iteration until convergence. The optimal strate-

gies can then be obtained after scanning all the available states and action spaces. The

defender can find its optimal strategies π∗
D(s) (s ∈ S ) by following a similar approach,

which is omitted here due to space limit.
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Value iteration has been proved to converge to the optimal results in stochastic games37.

However, it assumes that the system information, such as the state transition probabil-

ities T (a,d , s, s′)’s, is a priori knowledge for both players, which may be inaccessible in

practice. Moreover, this algorithm needs to enumerate all the system states and avail-

able actions in each iteration in order to obtain the optimal strategies. Nevertheless, the

number of states and actions grow exponentially with the number of transmission lines,

which obviously makes such algorithms fail to work in large-scale systems.

2.4.2 A Q-CFA Learning Algorithm

In order to account for the drawbacks of previous algorithms, we develop a machine

learning based method, i.e., a Q-CFA learning algorithm based on the minimax-Q learn-

ing framework33. The proposed algorithm can gradually learn the optimal strategies

without having any a priori knowledge of system information such as the state transition

probabilities, i.e., T (a,d , s, s′)’s. Besides, unlike value iteration and other previous algo-

rithms, it does not need to scan all the states and actions in each iteration, and hence is

scalable in large-scale systems.

The main idea of the proposed algorithm is as follows. Different from that in (2.13),

we rewrite the quality of state s for the attacker under actions a and d by the attacker

and the defender, respectively, i.e., Q A(a,d , s), at the k th iteration into:

Qk
A(a,d , s) = (1−α(k)) ·Qk−1

A (a,d , s)+α(k) · [U (a,d , s)+γV k−1
A (s′)] (2.16)

where α(k) = 1
k+1 is the learning rate that decays over time, and s′ is the next state after

actions are executed in current state s. In other words, Qk
A(a,d , s) is updated by mixing

the previous Q-value with a correction from the new estimate at a learning rate α(k).

Then, the value of state s at the k th iteration, i.e., V k
a (s), can be updated accordingly by
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(2.12). Note that the quality and the value of state s for the defender can be updated in

the same fashion.

Specifically, because of their limited budgets, both the attacker and the defender

only have a limited number of actions at each stage of the game, which could be very

diverse at different states. At the beginning of each state sk , the algorithm firstly checks

whether the current state has been observed in previous stages. If so, then both players

use the previous profiles at state sk to initialize the parameters such as the action sets,

Q and V values. Otherwise, the algorithm initializes all the variables, and then adds the

current state sk into the observation history set denoted by Hs which contains profiles

at all the past states. Subsequently, each player chooses an action. In particular, with

a probability of pexp , the attacker and the defender choose to explore their available

action spaces, i.e., MA(s) and Md (s), respectively, and uniformly and randomly selects

an action. This process is called exploration. On the other hand, with a probability

of 1−pexp , they choose to take the same actions selected in the previous initialization

step, which is called exploitation. The intuition here is that the players in Q-learning can

either randomly try out one of the available action profiles to possibly achieve higher re-

ward in the long run, namely exploration, or attempt to maximize the reward by choos-

ing the best known action, namely exploitation38. After both players take actions, they

obtain their immediate rewards, update their Q and V function values, policies π∗
A(sk )

and π∗
D (sk ), and the learning rates α(k), respectively, and update the profiles for state

sk in the observation history set Hs . Thereafter, the game transits to the next state sk+1.

This procedure goes on until all states’ policies have converged. The details of the pro-

posed Q-CFA learning algorithm is described in Algorithm 1.
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Notice that in order to update the profiles for each state, i.e., (π∗
A(sk ),π∗

D (sk )), VA(sk )

and VD (sk ), in the Algorithm 1, we need to solve the subproblem of

maxπA(sk ) minπD (sk )
∑

a∈MA(sk )
∑

d∈MD (sk )πa(s)Qk
A(a,d , sk )πd (sk ) in the learning process,

which turns out to be a matrix game where the strategies of attacker and defender form

the row and column of the matrix respectively whose payoffs are Qk
A(a,d , s) and Qk

D (a,d , s)

and we have that Qk
A(a,d , s) = Qk

D (a,d , sk ) = Qk (a,d , sk ). Therefore, we formulate the

matrix game as:

max
πA(sk )

min
πD (sk )

∑
a∈MA(sk )

∑
d∈MD (sk )

πa(sk )Qk (a,d , sk )πd (sk ) (2.17)

However, the above optimization problem cannot be solved directly. In order to achieve

the optimal strategies, i.e., (π∗
A(sk ),π∗

D (sk )), we firstly assume that the attacker’s strate-

gies are fixed. Then the problem is reduced to:

min
πD (sk )

∑
a∈MA(sk )

πa(sk )Qk (a,d , sk )
∑

d∈MD (sk )
πd (sk ) (2.18)

As
∑

a∈MA(sk )πa(sk )Qk (a,d , sk ) is a vector, the solution to problem (2.18) is equivalent to

searching for the smallest element in the vector, i.e., mini [
∑

a∈MA(sk )πa(sk )Qk (a,d , sk )]i .

Thereafter, the matrix game (2.17) can be reformulated as:

max
πA(sk )

min
i

[
∑

a∈MA(sk )
πa(sk )Qk (a,d , sk )]i (2.19)
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Next, we define x = mini [
∑

a∈MA(sk )πa(sk )Qk (a,d , sk )]i and we have that[
πa(sk )Qk (a,d , sk )

]
i ≥ x. Therefore, problem (2.17) can be further rewritten as:

max
πA(sk )

x

s.t . [
∑

a∈MA(sk )
πa(sk )Qk (a,d , sk )]i ≥ x (2.20)

∑
a∈MA(sk )

πa(sk ) = 1 (2.21)

πa(sk ) ≥ 0,∀a ∈MA(sk ) (2.22)

Finally, we can transform this to a linear programming problem by viewing x as another

variable:

max
π′ 0T

augπ
′

s.t . Q ′π′ ≤ 0 (2.23)

∑
a∈MA(sk )

πa(sk ) = 1 (2.24)

πa(sk ) ≥ 0,∀a ∈MA(sk ) (2.25)

where π′ = [πa(sk), x]T , Q ′ = ([0 1]− [Qk(a,d,sk) 0]) and 0T
aug = [0T 1]. Now since

problem (2.23) is a linear progam, we can optimally solve the matrix game. Furthermore,

as in each iteration of Algorithm 1, we optimally solve the subproblem, our algorithm

converges to the Nash Equilibrium of the game, which is proved in next chapter.

2.4.3 Proof of the Nash Equilibrium

In what follows, we prove that our proposed algorithm converges to the Nash Equilib-

rium in the formulated zero-sum stochastic game. The general idea is that, we firstly

prove the convergence of our algorithm, then prove that the obtained result is the Nash

Equilibrium of the game as defined in Chapter 2.4.1.
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Algorithm 1 Q-CFA Learning Algorithm

1: At State sk , k = 0,1, ...

If state st has been observed in any previous iteration, i.e., st ∈ Hs

initialize πa , πd , Q, V with the recorded profiles in Hs

Otherwise,

generate action sets MA(sk ) and MD (sk ),

initialize Q(a,d , sk ) ← 1, for all a ∈MA(sk ) and d ∈MD (sk ),

initialize πA(sk ) ← 1
|MA(sk )| and πD (s) ← 1

|MD (sk )| ,

2: Choose an action pair {πa,πd} at state sk :

With probability pexp , uniformly and randomly select an action in the action sets;

Otherwise, return the action pair {πa ,πd } obtained in the initialization;

3: Learn and Update:

Update Qk
A(a,d , sk ) according to (2.16), and Qk

D (a,d , sk ) similarly

Update the optimal strategies π∗
A(sk ) and π∗

D (sk ) by

π∗
A(sk ) ← argmax

πA(s)
min
πD (s)

∑
a∈MA(sk )

∑
d∈MD (sk )

πa(sk )Qk
A(a,d , sk )πd (sk ),

π∗
D (sk ) ← arg min

πD (sk )
max
πA(sk )

∑
a∈MA(sk )

∑
d∈MD (sk )

πa(sk )Qk
D (a,d , sk )πd (sk )

Update VA(sk ) and VD (sk ) according to (2.12) and (2.14),

Update α(k +1) ← 1
k+1 ;

4: The system transits to the next state sk+1;

5: If all states’ policies have converged, stop; otherwise, go to step 1.

1.8
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Before we prove the convergence of the proposed algorithm, we have the following

assumptions and lemma39:

Assumption 1. Every state and action have been visited infinitely often.

Assumption 2. The learning rate, α(k), satisfies the following conditions:

(1) 1 <α(k) < 1;

(2)
∑∞

k=0 (α(k))2 <∞.

Lemma 1. (Conditional Average Lemma) Under Assumptions 1 and 2, the process

V (k+1) = (1−α(k))V (k)+α(k)ω(k) converges to E(ω|h(k),α(k)), where h(k) is the history

at time stamp k.

Then, we arrive at a theorem for the convergence of our algorithm.

Theorem 1. In the proposed Algorithm 1, for any state s ∈S , the attacker’s and the

defender’s policies, i.e., πA(s) and πD (s), converge to the Nash equilibrium point.

PROOF. In Algorithm 1, we have that the decaying learning rate α(k) is equal to 1
k+1 .

Therefore, we can see that 0 < α(k) < 1, and
∑∞

k=1 (α(k))2 = ∑∞
k=1 ( 1

k+1 )2 < ∑∞
k=1 ( 1

k+1
1
k ) =∑∞

k=1 ( 1
k − 1

k+1 ) <∞.
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For the attacker, by substituting (2.16) into (2.12), we get that for any s ∈S ,

V k
A (s)

=max
πA(s)

min
πD (s)

∑
a∈MA(s)

∑
d∈MD (s)

πa(s) · [(1−αk (s)) ·

Qk−1
A (a,d , s)+αk (s) · (Qc (a,d , s)+γV k−1

A (s′))
] ·πd (s)

=(1−αk (s))V k−1
A (s)+αk (s)max

πA(s)
min
πD (s)

∑
a∈MA(s)

∑
d∈MD (s)

πa(s)
(
Qc (a,d , s)+γV k−1

A (s′)
)
πd (s).

Define a mapping function T k as

T kV k
A (s) = Es′

[
max
πA(s)

min
πD (s)

∑
a∈MA(s)

∑
d∈MD (s)

πa(s) · (Qc (a,d , s)+γV k−1
A (s′)

)
πd (s)

]
.

According to the Conditional Average Lemma, we can know that as the iterations in Al-

gorithm 1 continue, V k
A (s) converges to T kV k

A (s).

Next, we show that T kV k
A (s) converges to the optimal value. Specifically, we can

rewrite T kV k
A (s) into:

T kV k
A (s)=max

πA(s)
min
πD (s)

∑
a∈MA(s)

∑
d∈MD (s)

πa(s) · ∑
s′∈S

T (a,d , s, s′)
(
Qc (a,d , s)+γV k−1

A (s′)
)
πd (s)

=max
πA(s)

min
πD (s)

∑
a∈MA(s)

∑
d∈MD (s)

πa(s) · (Qc (a,d , s)+γ ∑
s′∈S

V k−1
A (s′)T (a,d , s, s′)

)
πd (s).

We define another mapping function Z k−1 as

Z k−1V k−1
A (s) =πa(s)

(
Qc (a,d , s)+γ ∑

s′∈S

V k−1
A (s′)T (a,d , s, s′)

)
πd (s).

Z k−1 has been proved to be a contraction mapping in40. Therefore, T kV k
A (s) is a con-

traction mapping as well.
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Figure 2.2. IEEE 9-bus system

Thus, we have

T k (V k
A )∗(s)= ∑

a∈MA(s)

∑
d∈MD (s)

π∗
a(s) · (Qc (a,d , s)+γ ∑

s′∈S

V k−1
A (s′)T (a,d , s, s′)

)
π∗

d (s)

=(V k
A )∗(s),

which means that (V k
A )∗(s) is the fixed point of T k . According to Theorem 1 in39, V k

A (s)

converges to (V k
A )∗(s), i.e., V ∗(s), with probability 1.

Similarly, we can prove that V k
D (s) converges to V ∗(s) with probability 1 as well. Thus,

this theorem directly follows. �
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Figure 2.3. IEEE 30-bus system

2.5 Simulation Results

In this section, we conduct extensive simulations to demonstrate the efficacy and effi-

ciency of the proposed scheme. We first demonstrate the convergence of our proposed

Q-CFA algorithm in different systems. Then, we analyze the system operator’s optimal

strategies in different scenarios. Finally, we compare the system operator’s expected

long-term cost in our scheme with that in other existing schemes.
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Figure 2.4. IEEE 118-bus system



Cascading Failure Attacks in the Power System: A Stochastic Game Perspective 36

Iteration
0 50 100 150 200 250 300

P
ro

b
a
b
ili

ty

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Figure 2.5. Attacker’s strategy on line 7 at state 0 in the IEEE 9-bus system
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Figure 2.6. Defender’s strategy on line 7 at state 0 in the IEEE 9-bus system

2.5.1 Convergence of Q-CFA

We first study the convergence of the proposed Q-CFA algorithm using the IEEE stan-

dard 9-bus, 30-bus and 118-bus systems, respectively, and the MATPOWER toolbox41.
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Figure 2.7. Attacker’s strategy on line 3 at state in the IEEE 9-bus system7
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Figure 2.8. Defender’s strategy on line 7 at state 7 in the IEEE 9-bus system

As IEEE 118 bus test system does not include flow limits, we employ the flow limits in

Table 3 (the transmission line data) in42. In Fig. 2.2, Fig. 2.3, and Fig. 2.4, we show

the configuration of standard IEEE bus systems used in our experiments. To initialize
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Figure 2.9. Defender’s strategy on line 29 at state 0 in the IEEE 30-bus system
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Figure 2.10. Attacker’s strategy on line 7 at state 0 in the IEEE 30-bus system

the simulation, we set the transition probabilities puw = 0.5, puwr = 0.3, pwu = 0.5,

puw a = 0.3, the discounting factor γ = 0.3 and the exploration probability pexp = 0.6.

For illustrative purposes, we consider that the resources of each player are normalized
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Figure 2.11. Attacker’s strategy on line 16 at state 27 in the IEEE 30-bus system
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Figure 2.12. Defender’s strategy on line 27 at state 27 in the IEEE 30-bus system

to one, particularly, each player can affect one transmission line in one time slot. Be-

cause each transmission line is of different importance to the entire system, we set dif-

ferent load shedding cost for each line. Specifically, we define the load shedding cost as



Cascading Failure Attacks in the Power System: A Stochastic Game Perspective 40

a linear function of the amount of shed loads on line l and is given by

ul (d̂l ) = cl d̂l , (2.26)

where cl is a given positive constant for line l . We conduct experiments on a desktop

with a 3.41 GHz i7-6700 CPU, 16GB RAM and a 1TB hard disk drive. To demonstrate

the convergence of our proposed Q-CFA, we show in Fig. 2.5 - Fig. 2.16 the learning

curves of the system operator’s and the attacker’s strategies at certain states in the IEEE

9-bus, 30-bus, and 118-bus systems, respectively. For instance, line 3 and line 7 are the

most important lines in the IEEE 9-bus system, which become the main targets in the

players’ optimal strategies as shown in Fig. 2.5 and Fig. 2.6. In particular, the attacker

and the system operator tend to attack and defend, respectively, the transmission line

7 when the game starts. It indicates that when all the transmission lines are well func-

tioning, the most critical line in the IEEE 9-bus system is the line 7. As the iteration goes

by, both the attacker and defender’s strategies converge and the obtained strategies are

stationary, which means the mixed strategies do not change over time. When the state

of the game transits to state 7 where line 7 is malfunctioning, as shown in Fig. 2.7 and

Fig. 2.8, we can see that the system operator is more likely to repair line 7 but the at-

tacker more likely turns to attack line 3. We can also observe similar results in the IEEE

30-bus and 118-bus systems. Noticeably, from Fig. 2.5 - Fig. 2.16, we can find that both

players’ strategies converge within 200, 250, 400 iterations in the IEEE 9-bus, 30-bus and

118-bus systems, respectively. Since we have proved that the converged strategies are

the Nash equilibrium points, the results in the simulation are optimal under dynamic

environments. Moreover, from a game-theoretic perspective, the strategies obtained by

our proposed algorithm will serve as guidance for the system operator to deploy either
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Figure 2.13. Attacker’s strategy on line 9 at state 0 in the IEEE 118-bus system

reinforcement or repair on system components in different system configuration under

the condition that the attacker targets the most critical system components. By doing

so, the system operator can reduce the risk of having cascading failures, and hence the

expected long-term costs.

2.6 Strategy Analysis

Next, we analyze the system operator’s optimal strategies in the stochastic game when

the discount factor γ varies, with γ being equal to 0, 0.3, 0.8. Recall that γ ∈ [0,1) repre-

sents the impact that current decisions can have on the long-term reward. Particularly,

when γ equals 0, the game becomes a static game. When γ is larger than 0, a smaller

value of γ emphasizes more on the immediate rewards and a larger γ gives a higher

weight to the future rewards. In Fig. 2.17, compared with the results in the static game

where γ = 0, the performance in the stochastic games where γ > 0 is much better. This
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Figure 2.14. Defender’s strategy on line 7 at state 0 in the IEEE 118-bus system
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Figure 2.15. Attacker’s strategy on line 8 at state 9 in the IEEE 118-bus system

is because in the stochastic games, players not only care about current rewards, but also

take the future states into consideration. By considering both the current and future re-

wards, players are able to obtain optimal expected long-term rewards. In addition, we
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Figure 2.16. Defender’s strategy on line 9 at state 9 in the IEEE 118-bus system
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Figure 2.17. Performance analysis with regard to different γ

can see that the higher γ is, the lower expected long-term load shedding cost the system

operator can achieve. This is because when γ increases, the system operator emphasizes
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Figure 2.18. Convergence analysis with regard to different γ

more on the future states and can better react to the dynamic environments, which re-

sult in more savings in the long-term cost. On the other hand, Fig. 2.17 and Fig. 2.18

together demonstrate the tradeoff between performance and computational cost. As

shown in Fig. 2.18, the number of iterations needed for convergence increases as γ in-

creases. This is because when we emphasize more on the future rewards, it takes more

iterations to search for the optimal solution.

2.6.1 Performance Comparison

Finally, from the system operator’s perspective, we compare the performance of the op-

timal strategies obtained by our Q-CFA algorithm with that of two other strategies, i.e.,

the fixed strategy and the myopic learning strategy. In particular, in the fixed strategy,

the system operator will draw an action o uniformly from the available action space,

i.e., MO(s), for each state s. In the myopic learning strategy where the game is a static

game (γ = 0), the system operator only considers immediate rewards and ignores the
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Figure 2.19. Performance comparison among three strategies.

impact of the current action on future rewards. Note that it is of paramount importance

to select initiating events in each algorithm because it allows the attacker to determine

if the initial event can cause a cascading failure. In the three benchmark algorithms,

the selections of “important line” are different. In particular, our proposed scheme op-

timizes the expected long-term rewards, so the selection of initiating events takes the

opponent’s strategy and the dynamic environments into consideration. However, as the

myopic strategy is a static-game strategy, selection of initiating event only considers the

opponent’s strategy in current state and the strategy can be explained as trying to launch

a one-time attack to cause cascading failure and achieve the maximum immediate re-

ward. On the other hand, the fixed strategy is a uniform strategy for comparison. So

the selection of initial event is uniformly distributed. We compare the optimal expected

long-term cost in these three strategies in Fig. 2.19.
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We can find that the optimal costs obtained by our proposed Q-CFA and the my-

opic learning strategy are much lower than that obtained by the fixed strategy. This is

because both of our proposed Q-CFA and the myopic learning strategy try to minimize

the attacker’s maximal reward, while the fixed strategy only uniformly chooses actions

from the available action set without taking the opponent’s possible strategies into con-

sideration. In addition, because our Q-CFA algorithm optimizes the expected long-term

reward while the myopic learning strategy only focuses on optimizing the strategies at

the current state, our scheme outperforms the myopic learning strategy in the long run.

Therefore, as a power system operator, adopting our proposed Q-CFA algorithm to de-

fend the power system can both adapt to the dynamic state changes and attacker’s in-

telligent strategies, which results in the best performance in the long run.

2.7 Conclusions

The IoT technologies have brought both new features and significant security challenges

to power systems. In this dissertation, we have investigated CFAs in power systems.

Specifically, we have formulated a zero-sum stochastic game to analyze the interactions

between an attacker and a system operator in dynamic environments for power sys-

tems. This problem is very complex and computationally intensive. Different from the

previous work where complete enumeration of the system states is required, making

the algorithms computationally intractable for large-scale power system applications,

we pro- pose an efficient Q-CFA learning algorithm that only searches certain related

possible actions for each player in the game, making the scheme scalable with fast con-

vergence. We have also theoretically proven that the proposed algorithm achieves the
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Nash equilibrium. Moreover, considering that real-time statistics and sensitive data like

system transition probabilities may not be accessible in practice, which unfortunately

is an indispensable assumption in previous algorithms, our scheme works efficiently

without requiring a priori knowledge of the system transition states. Simulation results

show that by considering the system dynamics and the opponent’s possible strategies,

the optimal policy obtained by our proposed Q-CFA algorithm can achieve much better

performance compared to several benchmark schemes.
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3 Efficient Secure Outsourcing of Large-

scale Convex Separable Programming

3.1 Introduction

The amount of data in our world has grown tremendously and double every two years,

increasing from 4.4 zetabytes (million terabytes) in 2013 to 44 zetabytes by 202043. The

large-scale data sets, known as big data, have become a key basis of innovation and

intelligence. They bring new opportunities to many areas such as scientific research,

business innovations, human well-being, etc. For example, biomedical researchers de-

velop personalized medicine programs to significantly improve patient care by finding

patterns in large-scale genomic databases44; e-commerce companies, such as Amazon

and eBay, provide accurate merchandise recommendations for customers by analyzing

billions of transactions45; power system engineers perform real-time analysis and oper-

ations based on the massive amount of data collected from smart meters46.

A critical underlying task of the aforementioned applications is to solve a series of

large-scale fundamental problems. We note that convex separable programming (CSP)

is one of them that is involved in various real-world applications, including industrial



Efficient Secure Outsourcing of Large-scale Convex Separable Programming 49

control systems, time-dependent cost optimization, resource allocation, etc.47–50. For

example, in the industry of water resource planning, sources that emit pollutants are

required to remove waste from water system. The decision makings can be formulated

as CSPs where the pounds of biological oxygen demands are variables and the objective

is to minimize total costs to the region while meeting specified pollution standards51.

Another example is smart grid operations. Particularly, the objective function can be

maximizing the revenue of a big company with regards to monthly energy consump-

tions at different sub-companies, while the total energy cost in each month is upper-

bounded. Obviously, this problem can be formulated as a CSP as well. In addition, it is

a useful mathematical tool as we can convert general nonlinear programming problems

into CSP problems52. For instance, with the help of feedforward neural networks, gen-

eral non-separable functions can be approximated as convex separable functions and

the original problems can be transformed into CSP problems. Therefore, solutions to

CSPs are very useful to many complex scientific and engineering problems.

However, solving CSPs is difficult47,53, and becomes more challenging in big data.

Specifically, large-scale CSPs are often too computationally complex to be solved by

resource-limited users due to their limited computing capability and random access

memory (RAM). To address this issue, many big companies and governments have to

build supercomputer centers to conduct such heavy computation tasks. However, the

expenditure is too high for individuals or small companies to afford. As a result, it is

in dire need to find effective approaches to analyze large-scale data sets in a more effi-

cient and economical way. Recently, researchers have suggested that cloud computing,

which is characterized by robust computation power and pay-per-use manner, can be
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used to help resource-limited clients perform large-scale scientific computation and an-

alytics54–58. In particular, clients can offload heavy computation tasks to the cloud and

enjoy vast computation resources in a cost-effective manner. It has become widely uti-

lized in various types of environments and supported clients to solve pressing issues

in a more timely and cost-effective way. For example, financial corporations can out-

source the intensive computation analysis of frequent stock deals to the cloud and ob-

tain fast response to markets for realtime high frequency trading59. It is very impractical

for the companies to run it with limited computational resources, which leads to de-

layed responses to markets and may cause inestimable losses. To give another example,

smart grid companies can outsource complex power distribution schemes to the cloud

for contingency analysis and power flow optimization, which can save noticeable com-

putational resources, improve energy efficiency, and obtain realtime safety responses.

In spite of the enormous benefits, cloud computing also brings some serious con-

cerns, one of which is data privacy. Clients’ data often contains sensitive information,

such as individuals’ medical records, companies’ proprietary information, engineer-

ing and scientific models, etc. The outsourcing paradigm of cloud computing deprives

the clients’ direct control on their private data, including both input and output pri-

vacy60–63. The leakage of such information may cause serious problems. For instance,

in biomedical applications, a genomic database in the cloud is at risk of revealing the

owners’ DNA sequence; customers’ shopping records in an e-commerce company may

be stolen for unauthorized access to their behaviors; a grid company may suffer from

cyber attacks if the system topology is disclosed13,64; and financial firms may be less

competitive if their strategies are leaked. Therefore, in order to prevent the leakage of

clients’ private data, a good alternative is to allow clients to send their concealed data
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instead of real data to the cloud. Moreover, another issue is the verifiability of the results

returned by the cloud. It is possible that the cloud may unintentionally or intentionally

return invalid results. For example, if the software incurs some hardware failures or ex-

pensive cost during the operation, a malicious cloud may send incorrect results to the

client. Consequently, a secure outsourcing protocol should be developed in a manner

that enables the client to protect his/her data and check the correctness of the returned

results as well. The last challenge is the computational efficiency. The additional bur-

den incurred by the secure outsourcing scheme should be as little as possible. Otherwise

there will be no incentive for the client to seek help from the cloud.

To account for these challenges, there have been a bunch of works studying pri-

vacy issues in cloud computing. However, the current literature overlooks the secure

outsourcing schemes for large-scale CSPs. It is indeed challenging and different from

before since clients only allow very few local computing and storage resources, which

significantly limits the amount of computations that can be operated by themselves

to preserve the privacy of the data. To tackle this challenge, we study the secure out-

sourcing of CSPs. To this end, we propose an efficient secure outsourcing algorithm

for solving large-scale CSPs. Specifically, we consider a CSP where the objective func-

tion and constraints are composed of convex functions. Firstly we develop an efficient

transformation scheme to preserve the privacy of vectors and matrices. We prove that

the secure transformation of vector and matrices is computationally indistinguishable

both in value and structure under a chosen plaintext attack (CPA). Then, we utilize the

characteristics of CSPs and linearize the convex functions in the CSP problem with arbi-

trary accuracy, which results in solving a series of secure large-scale linear programming

(LP) problems in the cloud. Next, we securely outsource the LP problems to the cloud
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for solutions. To ensure the returned results’ integrity, we adopt a light-weight scheme

to effectively verify the correctness of the final results. Our main contributions in this

chapter are summarized as follows:

• We develop an efficient transformation based scheme to solve the secure out-

sourcing computation of large-scale CSPs. This is among the first studies in the

literature to investigate this problem.

• Our secure outsourcing scheme is based on very efficient arithmetic operations

instead of heavy computations like homomorphic encryptions.

• We show that the proposed secure transformation of vector and matrices is

computationally indistinguishable both in value and in structure under a chosen-

plaintext attack (CPA).

• Experimental results show that this proposed algorithm achieves noticeable

time savings.

The rest of this chapter is organized as the follows. We discuss related work for pri-

vacy issues in cloud computing in Section 3.2. Section 3.3 introduces the system ar-

chitecture, threat model, and security definitions. In section 3.4, we propose secure

transformation and permutation algorithms to protect the original CSP problem with

formal proofs. Section 3.5 presents an efficient transformation based scheme to solve

the transformed large-scale CSP problem. The theoretical correctness and privacy anal-

ysis for the proposed schemes are discussed in Section 3.6. In Section 3.7, we evaluate

the performance of the proposed algorithms through implementations on the Amazon

Elastic Compute Cloud (EC2) platform and finally conclude this chapter in section 3.8.
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3.2 Related Work

To tackle the data privacy issues in outsourcing paradigm for cloud computing, there

have been some existing schemes that are designed and applied to encrypt and out-

source basic mathematical problems. For example, Yan et al.65 propose a deduplication

scheme while preserving the privacy of data storage in the cloud. Jiang et al.66 inves-

tigate the secure data integrity auditing for shared dynamic data. Our previous works

in67,68 study the secure outsourcing of linear systems of equations and quadratic pro-

gramming problems. Zhou et al. provide a privacy-preserving outsourcing tool that

focuses on a quadratic programming problem69. Outsourcing methods for modular ex-

ponentiation, image reconstruction, linear regression and database are also reported

in70–73, respectively. Moreover, there are privacy-preserving outsourcing schemes for

matrix operations, including matrix inversion60,74, matrix determinant75, and matrix

multiplication76. These works can be generally classified into two categories: crypto-

graphic approaches and transformation based approaches. In particular, there are some

works based on traditional cryptographic techniques for secure outsourcing of large-

scale computations to the cloud to protect and analyze clients’ data. Gennaro et al.77

propose a fully homomorphic encryption (FHE) scheme that enables secure outsourc-

ing of a function to the cloud. Wang et al.59 develop an iterative algorithm in which the

cloud and a client solve a linear system of equations collaboratively. However, protect-

ing data privacy requires applying partial homomorphic encryption on the data by the

client, which has a high computational complexity (O (log2 e) flops per encrypted value,

were e is the key size). Similarly, Liu et al.78 employ homomorphic encryption to solve

gradient descent problems in the cloud. It still requires the client to perform computa-

tionally expensive operations to guarantee the theoretical privacy. On the other hand,
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by using homomorphic encryption, the client forces the cloud to carry out operations

on ciphertexts, which increases formidable overhead to the already computationally ex-

pensive computations in the cloud since ciphertexts need to be handled with specialized

linear algebra software.

Besides the cryptographic techniques, mapping functions are also being used in the

literature for securely outsourcing problems to the cloud. For instance, Lei et al.60 and

Atallah et al.79 design secure algorithms that use linear algebra operations to outsource

the matrix inversion problem to the cloud. However, since matrix inversion is usually

an intermediate step to solve other problems (e.g., in the solution of linear systems of

equations, the coefficient matrix needs to be multiplied by the constant vector after in-

version), it may incur heavy communication cost, and sometimes is even infeasible, to

communicate the matrix back to the client before the algorithm can continue. Besides,

Wang et al.80 81 design a private outsourcing scheme for linear programming problems

by applying an affine mapping function to the objective function and constraint matri-

ces. However, it is prohibitively expensive for the client to carry out matrix-matrix multi-

plications and other cryptographic computations. We find that such works impose large

computational complexity on the local client, which may not be practical for large-scale

data sets. In our previous work67, we propose to offload the heaviest computations of an

iterative algorithm for solving the large-scale linear systems of equations whose coeffi-

cients have been randomized. The computational complexity is low, whereas the client

needs to exchange vectors with the cloud at every iteration, which incurs communica-

tion delays.
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3.3 Problem Formulation

In this section, we introduce our system architecture, the threat model, and security

definitions, respectively.

3.3.1 System Architecture

We consider a two-party computing architecture for large-scale CSPs as shown in Fig.

3.1, where a client has a resource-limited computing device and a remote cloud server

has abundant computing capabilities. The client tries to solve a large-scale CSP problem

with the help of the cloud by outsourcing the most computationally complex tasks to the

cloud to find the optimal solution while preserving his/her data privacy. A large-scale

CSP problem can be formulated as follows:

P1: Min F =
n∑

j=1
f j (x j ),

s.t.
n∑

j=1
gi j (x j ) ≤ bi , i = 1, · · · ,m (3.1)

x j L ≤ x j ≤ x jU , j = 1, · · · ,n (3.2)

where F is a nonlinear separable function. f j (x j )’s and gi j (x j )’s are general convex func-

tions. bi ’s are constants. x j L’s and x jU ’s are lower and upper bounds for x j ’s. Problem P1

is said to be a convex separable programming (CSP) problem because all the variables,

i.e., x j , j ∈ [1,n], are mathematically independent in the convex objective and convex

constraint functions82.

CSPs47 are a special class of optimization problems, which arise frequently in prac-

tical applications such as time-dependent optimization in industry applications. For
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Figure 3.1. A secure architecture for outsourcing separable programming
problem

example, in an industrial resource utilization problem, each variable x j represents the

resource utilization in the time period j , and the results of the resource utilization or

profits are additive over time. Thus, this problem can be formulated as a CSP prob-

lem where decision variables are subject to practical constraint functions. Another ex-

ample is smart grid operations. Particularly, the objective function can be minimizing

zero minus the revenue of a big company with regards to monthly energy consumptions

at different sub-companies, while the total energy cost at different months are upper-

bounded. Obviously, this problem can be formulated as a CSP as well.

Besides, we denote the set of index pairs that point to non-zero elements in a general

matrix K ∈Rm×n as follows:

SK = {(i , j )|ki , j 6= 0 ∀i ∈ [1,m],∀ j ∈ [1,n]} (3.3)

where i and j denote the i th and j th column of K, respectively.
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3.3.2 Threat Model

We consider that the cloud server is malicious and knows the proposed secure outsourc-

ing algorithm for the CSP problem. Specifically, while the cloud follows the protocol and

looks for solutions to the problem, it tries to extract knowledge from the client’s data and

the final results as well. The cloud may even try to deviate from the proposed protocols

and return erroneous results so as to save computing resources or due to some hardware

failures. We also consider that in the problem P1, the objective functions, f j (x j )’s, con-

straint functions gi j (x j )’s, the lower and upper bounds, i.e., x j L’s and x jU ’s, all contain

sensitive information that should not be revealed to the cloud. The optimal solution x j ’s

and the optimal value of the objective function should not be known by the cloud either.

3.3.3 Security Definition

In this study, we adopt the definition of computational indistinguishability based on the

chosen-plaintext attack (CPA)83 in our secure outsourcing scheme design. In particular,

we regard that both the values and positions of non-zero elements in a matrix are private

information. In what follows, we formally define computational indistinguishability un-

der a CPA, known as CPA security, for two types of private information, respectively.

Definition 2. Pseudorandom Function Let Φ be a function and φ a truly random

function. We say that Φ is a pseudorandom function if for all probabilistic polynomial-

time distinguishers D, there exists a negligible function µ such that

|Pr [DΦ(1n) = 1]−Pr [Dφ(1n) = 1]| ≤µ (3.4)

Distinguishers DΦ and Dφ have oracle access to functionsΦ and φ, respectively.
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Definition 3. Computational Indistinguishability in Value We say that a matrix

transformation scheme has indistinguishable transformations in value under a chosen-

plaintext attack (or is CPA-secure in value) if for all probabilistic polynomial-time adver-

saries A , there exists a negligible function µ, such that the probability of distinguishing

two matrix transformations in value in a CPA indistinguishability experiment is less than

1/2+µ.

Definition 3 establishes the inability of an attacker to tell apart the non-zero values

in a matrix K from those in another matrix.

Moreover, the positions of the non-zero elements in K (i.e., K’s structure), contain

private information that should also be hidden from the cloud. To protect a matrix’s

structure, we propose to permute its rows and columns in such a way that the non-

zero elements occupy positions that are indistinguishable from those of the non-zero

elements in another matrix. We give the definition of secure permutation below.

Definition 4. Computational Indistinguishability in Structure We say that a per-

mutation scheme has indistinguishable permutations under a chosen-plaintext attack

(or is CPA-secure in structure) if for all probabilistic polynomial-time adversaries A ,

there exists a negligible function µ, such that the probability of distinguishing two per-

mutations in a CPA indistinguishability experiment is less than 1/2+µ.
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3.4 Secure Transformation and Permutation Schemes for Ma-

trix and Vector Privacy

In order to securely outsource a CSP problem to the cloud, the client must first conceal

the private data by performing certain computations. To this end, we describe secure

transformation, permutation, and vector addition algorithms that conceal the non-zero

elements and structure of a private matrix and a vector, which can preserve the privacy

of the CSP problem.

3.4.1 Secure Matrix Multiplications

We propose that the client can efficiently conceal the non-zero values of a private ma-

trix by employing sparse random matrix multiplications. Specifically, consider a private

matrix Q ∈ Rm×n , with non-zero elements qi , j ← {0,1}K for (i , j ) ∈ SQ, where SQ is the

structure of Q as defined in (3.3). We assume that the elements of Q are within the range

[−G ,G], where G = 2s (s > 0) is a positive constant, and that matrix Q has non-zero di-

agonal elements and at least one non-zero off-diagonal element per column. The client

can hide Q’s non-zero values by performing the following matrix multiplication:

Q̃ = (I+FD)Q, (3.5)

where I ∈Rm×m is the identity matrix. Matrix F ∈Rm×m is a diagonal matrix, i.e.,

fi , j =


ti , i = j for i , j ∈ [1,m]

0, otherwise

,
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where ti is the i th element of vector t ∈ Rn×1 and determined by a pseudorandom func-

tion Fc : {0,1}w × {0,1}w → {0,1}w , i.e.,

ti = Fc (ri , g ) ∀i ∈ [1,m], (3.6)

where ri is a random string and g is a constant one. The elements of vector t are within

the range (0,1]. Matrix D ∈Rm×m is defined by

di , j =


vi , j , if (i , j ) ∈K

0, otherwise

for i , j ∈ [1,m], where vi , j ’s are arbitrary constants with absolute value ranging from

vmi n = 2s+y to vmax = 2s+y+z (y ≤ 1, z ≤ 1). The set of index pairs K is given by

K = {∃(i , j ) | di , j q j ,i 6= 0∧ i 6= j for i ∈ [1,m]}.

Consequently, the non-zero elements of Q̃ in (3.5) are given by

q̃i , j = qi , j + ti
∑

(i ,k)∈K

vi ,k qk, j (3.7)

for i ∈ [1,m] and j ∈ [1,n]. Note that q̃i , j is within the range [−G −L,G +L], where L =∑
(i ,k)∈K vi ,k qk, j .

We denote these computations as

M askFc (ri , qi , j ) = q̃i , j . (3.8)

We can now arrive at a theorem about the CPA-security in value of the matrix multi-

plications in (3.5).
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Theorem 2. If Fc (·, ·) is a pseudorandom function, the matrix multiplications in (3.5)

are computationally indistinguishable in value under a CPA.

PROOF. According to Definition 3, we need to show that given two arbitrary matrices

Q1 and Q2 with the same structure as Q, i.e., SQ1 =SQ2 =SQ, 1) Q̃1 and Q̃2 have the same

structure; and 2) that q̃1
i , j and q̃2

i , j (∀(i , j ) ∈SQ̃) are indistinguishable under a CPA.

To prove 1), we show that both Q̃0 and Q̃1 have the same structure. Since SD0 =SD1

and SQ0 =SQ1 , we can see that SQ̃0
=SQ̃1

, i.e., both Q̃0 and Q̃1 have the same structure.

To prove 2), we need to show that a probabilistic polynomial time distinguisher D

cannot distinguish q̃0
i , j from q̃1

i , j for any (i , j ) ∈ SQ̃t
(for s ∈ [1,2]) with a probability sig-

nificantly higher than 1/2 in a CPA experiment.

Specifically, suppose a probabilistic polynomial-time adversary A carries out a CPA

indistinguishability experiment A Fc as shown in Algorithm 2. In particular, an adver-

sary A outputs two arbitrary numbers, q0
i , j , q1

i , j ← {0,1}K . A bit b ← {0,1} is randomly

chosen, and M askF (r ′
i , t j , qb

i , j ) = q̃b
i , j is computed and given to A , where r ′

i is a random

number. A has oracle access to M askFc and eventually outputs b′. If b′ = b, we say that

A succeeds and set A Fc = 1. Note that the random number r ′
i is known to the adversary.

Algorithm 2 A CPA Indistinguishability Experiment: A Fc

1: An adversary A outputs two arbitrary numbers q0
i , j , q1

i , j ← {0,1}K .

2: A random bit b ← {0,1} is chosen. M askFc (r ′
i , t j , qb

i , j ) = q̃b
i , j is computed and given to

A , where r ′
i is randomly chosen.

3: A continues to have oracle access to M askFc and outputs a bit b′.
Ensure: 1 if b′ = b and 0 otherwise.

Now consider an experiment A fc that is exactly the same as A Fc except that a truly

random function fc : {0,1}w → {0,1}w is used in place of Fc . A ’s probability of success,

i.e., A fc = 1, depends on two cases:
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(1) The oracle chooses the same random number r ′
i used to compute q̃b

i , j to answer

at least one of A ’s queries. In this case, A can easily tell which of its values was

masked and hence correctly get b′ = b, i.e., A fc = 1. We denote this case as C0.

(2) The oracle never chooses the same random number r ′
i used to compute q̃b

i , j

to answer A ’ queries. In this case, the adversary A succeeds with a negligible

probability. We denote this case as C1.

In particular, recall that q̃b ∈ [−L −G ,G + L], and hence q̃b
i , j ∈ [−e2κ,e2κ],

where κ= s+ y +z+1. The best strategy for an adversary A is to set q0
i , j = 0 and

|q1
i , j | = G , and return b ← {0,1} with equal probability if −Li ≤ q̃b

i , j ≤ Li , and 1

if q̃b
i , j < −Li or q̃b

i , j > Li . Therefore, we have that the success probability of the

distinguisher is given by

Pr [A fc = 1|C1]

= 1

2
Pr [−Li ≤ q̃b

i , j ≤ Li ]

+Pr [q̃b
i , j <−Li ]+Pr [q̃b

i , j > Li ]

= 1

2

(
1−Pr [q̃b

i , j <−Li ]−Pr [q̃b
i , j > Li ]

)
+Pr [q̃b

i , j <−Li ]+Pr [q̃b
i , j > Li ]
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where

Pr [q̃b
i , j > Li ]

= Pr [qb
i , j + ti

∑
(i ,k)∈K

vi ,k qk, j ) > Li ]

= Pr [ti >
Li − q̃b

i , j∑
(i ,k)∈K vi ,k qk, j

]

≤ Pr [ti > Li −G

Li
]

= Pr [ti > 1− G

Li
]

= G

Li

Similarly, we find that Pr [q̃b
i , j <−2u] ≤ G

Li
. Consequently, we have that the prob-

ability of success for adversary A in case C1 is bounded as follows:

0 < Pr [A fc = 1|C1] ≤ 1

2
+ G

Li
.

Note that K = 2u and Li ∈ [e2u+s ,e2u+s+z]. Thus, we have

ν(κ) = G

Li
≤ 2u

e2u+s
= 1

e2κ−u−s−1
,

which is a negligible function.

Therefore, the probability of A fc = 1, i.e., A succeeding, can be calculated as:

Pr [A fc = 1]

= Pr [A fc = 1|C0]Pr [C0]+Pr [A fc = 1|C1]Pr [C1]

≤ Pr [C0]+Pr [A fc = 1|C1]
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Since A is a polynomial time adversary, it can at most make α(w) queries to the oracle,

where α(·) is a polynomial function. Hence, in A fc , A can query the oracle at most

α(w) times. Considering that the values returned by the oracle to A are truly random

numbers, the probability that A succeeds, i.e., A fc = 1, is

Pr [A fc = 1] ≤ α(w)

2w
+ν(w)+ 1

2
(3.9)

Next, we define the function µ as follows:

µ(w) = Pr [A Fc = 1]− (ν(w)+ 1

2
),

and hence we have

Pr [A Fc = 1] = 1

2
+ν(w)+µ(w). (3.10)

Intuitively, if µ(w) is not negligible, then the difference between (3.9) and (3.10) is

also not negligible. Thus, an adversary A would be able to distinguish a truly random

function and a pseudorandom function.

To formally prove this, we use A to construct a distinguisher D . To this end, D em-

ulates the CPA indistinguishability experiment for A as described in Algorithm 3 and

observes whether A succeeds or not. If A succeeds, D guesses that its input is a pseudo-

random function, while if A fails, D guesses that this oracle is a truly random function.

We observe that if D’s oracle uses a truly random function, the view of A when called

by D as a sub-routine is identical to its view when called by A fc . Therefore, we have that

Pr [D fc = 1] = Pr [A fc = 1]. (3.11)
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Algorithm 3 Distinguisher D

1: D is given access to an oracle O.
2: When A queries with two arbitrary numbers q0

i , j , q1
i , j , choose a random bit b ← {0,1},

compute q̃b
i , j = vi t j qb

i , j where vi is the output of the oracle O and t j is as defined
before, and return it to A .

3: Continue answering any oracle queries of A . Eventually, A outputs b′.
Ensure: 1 if b′ = b and 0 otherwise.

On the other hand, if D’s oracle is a pseudorandom function, then the view of A when

called by D is identically distributed to its view when called by A Fc . Thus, we get

Pr [DFc = 1] = Pr [A Fc = 1]. (3.12)

Taking the difference of equations (3.12) and (3.11), we get

Pr [DFc = 1]−Pr [D fc = 1] ≥µ(w)− α(w)

2w

Since we have assumed that Fc is a pseudorandom function, the term µ(w)− α(w)
2w must

be negligible by Definition 3. Moreover, sinceα(w) is polynomial, this implies that µ(w)

must also be negligible, making our value masking transformation secure under CPA.

By union bound, this concludes the proof. �

3.4.2 Secure Matrix Permutations

Although the matrix transformation in equation (3.5) hides the values of the non-zero

elements in Q, it still reveals their original positions, i.e., Q’s structure, which is also

private. Next, we design secure permutations that can hide Q’s structure by randomly

reordering the rows and columns of Q̃.
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To randomly permute Q̃’s row index vector e ∈Rm×1, the client computes the follow-

ing:

e′ =M (e), ê′ = F (r,e′), ê =M−1(ê′) (3.13)

where M :Rm → {0,1}k (k = dlog2 m!e) is a function that maps index vectors to bit strings,

F : {0,1}k → {0,1}k is a pseudorandom permutation, r ∈ {0,1}k is a random bit string, and

M−1 : {0,1}k →Rm is the inverse of M . We denote these computations as

Per mF (r,e) = ê. (3.14)

Similarly, we can denote by Per mF (r′,u) the random permutation of column index vec-

tor u ∈Rn , where r′ ∈ {0,1}k ′
(k ′ = dlog2 n!e) is a random bit string.

The client applies the random permutations Per m(r,e) and Per m(r′,u) to Q̃ through

the following multiplications:

Q̂ = EQ̃U (3.15)

where E ∈ Rm×m and U ∈ Rn×n are random permutation matrices, and their elements

are defined by

ei , j = δπ(i ), j ∀i ∈ [1,m], j ∈ [1,m]

ui , j = δπ(i ), j ∀i ∈ [1,n], j ∈ [1,n]

where i and j are the row and column indexes, respectively, and the function π(·) maps

an original index i to its permuted index, i.e., π(i ) = êi (for i ∈ [1,m]) and π(i ) = ûi (for



Efficient Secure Outsourcing of Large-scale Convex Separable Programming 67

i ∈ [1,n]). Besides, δi , j is the Kronecker delta function given by

δi , j =


1, i = j

0, i 6= j
.

The cloud is able to recover the original matrix by applying the inverse permutations,

i.e.,

Q̃ = E>Q̂U> (3.16)

where > denotes the matrix transpose operation. To reach this result, we have used the

orthogonal property of permutation matrices, i.e, E>E = I and UU> = I, where I is the

identity matrix.

We now state a theorem about the CPA-security in structure of the above matrix per-

mutations in (3.15).

Theorem 3. If Fc (·, ·) is a pseudorandom function, then the row and column permu-

tations described in (3.15) are computationally indistinguishable in structure under a

CPA.

PROOF. The proof follows a similar approach to that in the proof of Theorem 2. The

main difference is that, instead of using the pseudorandom function to generate the

values of the concealing matrix, we use it to find a permutation of the rows (or columns)

of the private matrix. Since the permutations are randomly chosen, the CPA security

holds. Due to space limit, we omit the proof. �
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3.4.3 Secure Vector Additions

Besides protecting the matrices, we also need to protect the vectors in P1, i.e., x j ’s. To

this end, we propose a secure vector addition scheme. In particular, the client hides

the private variable vector x = (x1, x2, · · · , xn) by adding a randomly generated vector,

denoted by r ∈Rn×1 as follows:

y = x+ r, (3.17)

where y j = x j + r j for any j ∈ [1,n], and y j , x j and r j are the j th element of vector y, x,

and r, respectively. Here we assume that x j is in the range [−K ,K ] where K = 2k (k > 0)

is a positive constant. In addition, r j ( j ∈ [1,n]) is uniformly distributed on [−L,L] with

the corresponding probability density function as follows:

fr (r j ) =


1

2L , −L ≤ r j ≤ L

0, otherwise
(3.18)

where L = 2k+l (l > 0) is a positive constant. We obtain the following theorem that vectors

r and y are computationally indistinguishable.

Theorem 4. If Fc (·, ·) is a pseudorandom function, the vector additions in (3.17) are

computationally indistinguishable in value under a CPA.

PROOF. According to Definition 2, we need to prove that any polynomial-time dis-

tinguisher D cannot distinguish y j from r j for j ∈ [1,n] except with non-negligible suc-

cess probability, where y j and r j are the j th element of the vector y and r respectively.

The best strategy for a polynomial-time distinguisher D is to follow the rules: D outputs

0 or 1 with the same probability of 1
2 if the chosen element, i.e., z j , is within the range
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[0,L]. Moreover, the distinguisher D will only output 1 if z j is in the range (−∞,0) or

(L,∞).

Suppose that the element y j = x j + r j is chosen from the vector y, the success prob-

ability of the distinguisher is obtained by:

Pr [D(y j ) = 1]

= 1

2
Pr [0 ≤ x j + r j ≤ L]

+ Pr [x j + r j < 0]+Pr [x j + r j > L]

= 1

2
[1−Pr [x j + r j < 0]−Pr [x j + r j > L]]

+ Pr [x j + r j < 0]+Pr [x j + r j > L] (3.19)

Recall that x j is in the range [−K ,K ] and that r j is sampled from a uniform distribution

with probability density function in (3.18). We have that

Pr [x j + r j > L]

= Pr [r j > L−x j ] ≤ Pr [r j > L−K ] = K

L
. (3.20)

Similarly, we can have that

Pr [x j + r j < 0] = Pr [r j <−x j ] ≤ Pr [r j < K ] = K

L
. (3.21)

Consequently, the success probability of the distinguisher D follows the inequality:

Pr [D(y j ) = 1] ≤ 1

2
+ K

L
. (3.22)
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On the other hand, suppose the element r j is chosen from the vector r, by following the

procedures above and we also obtain that:

Pr [D(r j ) = 1] = 1

2
. (3.23)

According to equation 3.4 in Definition 2, for ∀ j ∈ [1,n], we know that

|Pr [D(y j ) = 1]−Pr [D(r j ) = 1]| ≤ K

L
. (3.24)

Note that K = 2k and L = 2k+l . Thus, we can obtain that

µ(l ) = K

L
≤ 2k

2k+l
= 1

2l
(3.25)

Since we can assign a large value to l , function µ(l ) become negligible. By union bound,

we complete the proof for Theorem 4. �

3.5 Secure Outsourcing Scheme Design

In this section, we develop a secure outsourcing scheme for large-scale CSPs. Note that

the original CSP problem P1 is a nonlinear problem. Our main idea is to firstly lin-

earize the nonlinear functions in P1 with arbitrary accuracy and obtain a series of linear

programming problems denoted by P2. After that, we propose the secure outsourcing

scheme for solving the large-scale CSPs.

3.5.1 Linearization of a General Nonlinear Function

Consider a continuous nonlinear convex function h(t ) where t ∈ [ta , tb]. We use a linear

approximation function, i.e., ĥ(·), to approximate the original function h(t ). Specifically,
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by inserting k grid points, denoted by {tv |v = 1, · · · ,k}, a continuous nonlinear function

h(t ) can be approximated by47:

for t =
k∑

v=1
tvλv , h(t ) ≈

k∑
v=1

h(tv )λv , (3.26)

where λv (v ∈ [1,k]) is the coefficient for the grid point tv , and

k∑
v=1

λv = 1,λv ≥ 0, v = 1, · · · ,k. (3.27)

3.5.2 Linearization of Problem P1

Based on the linearization method presented in (3.26) and (3.27), we can transform the

original problem P1 into the problem P2, i.e.,

P2: min
{λ j v | j∈[1,n],v∈[1,k j ]}

n∑
j=1

k j∑
v=1

f j (x̂ j v )λ j v ,

s.t.
n∑

j=1

k j∑
v=1

gi j (x̂ j v )λ j v ≤ bi , i = 1, · · · ,m (3.28)

k j∑
v=1

λ j v = 1, j = 1, · · · ,n (3.29)

λ j v ≥ 0, v = 1, · · · ,k j , j = 1, · · · ,n (3.30)

where k j is the number of grid points for the variable x j , and x j v ’s (v ∈ [1,k j ]) are the

grid points for the variable x j . Since P2 is a linear programming problem, we can solve

it with existing techniques such as interior point methods84.
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3.5.3 An Optimal Solver for the Original Large-scale CSP

Since the accuracy of the linear approximations for separable problem heavily depends

on the number of the grid points for each variable, there is a tradeoff between the ac-

curacy and the convergence speed. That is, when we increase the number of the grid

points to improve the approximation accuracy, the size of the approximation problem

P2 increases dramatically, hence increasing the complexity of the approximation prob-

lem. Considering that the problem is already a large-scale problem, how to optimally

choose the number of grid points is very critical. Previous works only simply add ran-

dom number of grid points and divide the range of x’s into same-size subrange for each

grid point, which only results in suboptimal accuracy for the linear approximation. In

what follows, we describe how to find the optimal number of the grid points so that we

can achieve arbitrary accuracy of the linear approximation.

We solve this problem in an iterative manner. Assume that at dth iteration, we solve

the P2 and let λ̂ j v ’s be the optimal solution to P2. Furthermore, let si ≥ 0 and t j be the

optimal Lagrangian multipliers for constraints (3.28) and (3.29), respectively. Then the

solution set can be denoted by Ω = {λ̂ j v , si , t j |i ∈ [1,m], j ∈ [1,n], v ∈ [1,k j ]}. Next, the

question is whether adding a new grid point can achieve a better linear approximation

and the minimum objective function value would further decrease. Therefore, we have

the following theorem.

Theorem 5. Let Ω = {λ̂ j v , si , t j |i ∈ [1,m], j ∈ [1,n], v ∈ [1,k j ]} be the solution set to

the problem P2 and x̂ j v ’s, (v ∈ [1,k, j = 1, · · · ,n) be the corresponding grid points. Con-

sider that functions f j and gi j are convex functions. Denote by ψ j (x̂ j ) a function as
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follows:

ψ j (x̂ j ) = f j (x̂ j )+
m∑

i=1
si gi j (x̂ j )+ t j (3.31)

for j = 1, · · · ,n, where x̂ j =∑k
v=1 x̂ j v λ̂ j v . Then we have that

(1) If ∀ j = 1, · · · ,n,ψ j (x̂ j ) ≥ 0, then Ω = {λ̂ j v , si , t j }, i = 1, · · · ,m, j = 1, · · · ,n is an

optimal solution to problem P1, and the optimal objective function value is∑n
j=1 f j (x̂ j ).

(2) Otherwise, if ψ j (x̂ j ) ≤ 0, denote x̂v0 j to be the corresponding optimal solution

to (3.31) and set it as the new grid point. Then we will obtain a new approximat-

ing linear programming problem with a minimum objective value not higher

than
∑n

j=1 f j (x̂ j ).

PROOF. Due to the space limits, we omit the proof and please refer to82 for detailed

proof. �

Theorem 5 helps us determine the optimal number of grid points to find the final

solution. The whole algorithm for solving the CSP problem is summarized as Algorithm

4.

Algorithm 4 An Efficient Solver for CSP Problem

Require: P2, initial grid points x̂ j 0 and k j = 1
1: Solve P2
2: Solve subproblem (3.31) and obtain ψ j (x̂ j )’s and λ̂ j v ’s (v ∈ [1,k j ])
3: For (ψ j (x̂ j ) < 0)

Add new grid point x̂ j (k j+1) =
∑k j

v=1 x̂ j v λ̂ j v with λ̂ j (k j+1) = 0, and set k j = k j +1

Update P2, solve P2 and obtain λ̂ j v , v = 1, · · · ,k j , j = 1, · · · ,n
Solve subproblem (3.31) and update ψ j (x̂ j ) for all j ∈ [1,n]
end

Ensure: x̂ j =∑k j

v=1 x̂ j v λ̂ j v and
∑n

j=1 f j (x̂ j )
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3.5.4 An Efficient Secure Outsourcing Algorithm

In what follows, we develop an efficient secure outsourcing algorithm to solve the large-

scale CSP problem with the help of the cloud.

Particularly, as shown in Section 3.5.2, the client linearizes the original problem P1

into P2. Considering that P2 is a large-scale problem and computationally prohibitive

for the client to solve by itself, P2 will be outsourced to the cloud for solutions. To protect

client’s data privacy, we conduct some transformations based on the proposed schemes

in Section 3.4.

Before we delve into the secure outsourcing algorithm, we rewrite the P2 in a vector

form denoted as P2*:

P2* Min fTλ,

s.t. Gλ≤ b (3.32)

Hλ= 1 (3.33)

λ≥ 0 (3.34)

where f = { f1(x11 ), · · · , f1(x1k1 ), · · · , f j (x j 1), · · · , f j (x j k j )} andλ= {λ11, · · · ,λ1k1 , · · · ,λ j 1, · · · ,λ j k j }

are vectors. G is a m ×p matrix where p is the total number of grid points, i.e., =∑ j
i=1 ki .

b = {bi }, i ∈ [1,m], and H is a j ×p matrix whose elements, denoted by huv , i = 1, · · · , j =

1, · · · , j , is:

huv =


1,

∑u−1
i=1 ku < v ≤∑u

i=1 ku

0, otherwise.
(3.35)
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1 is a n × 1 vector whose elements are 1 and 0 is a p × 1 vector whose elements are 0.

As discussed in Section 3.3.2, in order to protect the data privacy, we not only need to

conceal the coefficients, i.e., f, G and H, but also the output vector λ. Therefore, based

on the proposed schemes in Section 3.4, we can transform the problem P2* into a secure

problem P3 in the following:

P3: Min f̂T λ̂,

s.t. Ĝλ̂≤ b̂ (3.36)

Ĥλ̂= 1̂ (3.37)

Îλ̂≥ 0̂ (3.38)

where λ̂= N−1(λ+r) and r is a p ×1 random vector, f̂ = γNT c and γ is a random number.

Ĝ = MGN and Ĥ = M′GN′ where M, N,M′, and N′ are random dense matrices. b̂ = M(b+

Gr) (with b+Gr 6= 0). Regarding the lower bound constraint (3.34), we propose to set

Î = (I−τMG)N where τ is a matrix such that τb̂ = Ir and I is the identity matrix.

After transforming the P2* into P3, the client can outsource this secure problem to

the cloud. The cloud solves P3 and its Lagrange dual problem, then sends the results

back to the client. The client can obtain the final results by computing λ∗ = Nλ̂∗− r. To

prevent the malicious cloud from cheating the results, the client can verify the correct-

ness by checking whether the objective value of P3 equals the Lagrange dual problem85.

The details of the proposed secure outsourcing scheme for large-scale CSP problem can

be summarized in Algorithm 5.
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Algorithm 5 A Secure Outsourcing Scheme for CSP Problem

Require: P3, initial grid point x̂ j 0 and k j = 1
1: Cloud solves P3 and sends the result to the client
2: Client solvesΛ j k j = Λ̄ j k j − rj, j = 1, · · · ,n

3: Client solves subproblem (3.31) and obtain ψ j (x̂ j )’s and λ̂ j v ’s (v ∈ [1,k j ])
4: For (ψ j (x̂ j ) < 0)

Client adds a new grid point x̂ j (k j+1) =
∑k j

v=1 x̂ j v λ̂ j v with λ̂ j (k j+1) = 0, and set k j =
k j +1
Client updates P2* with the new grid points
Client transforms P2* into P3 and send it to the cloud
Cloud solves P3 and sends the result to the client
Client solves subproblem (3.31) and update ψ j (x̂ j ) for all j ∈ [1,n]
end

Ensure: x̂ j =∑k
v=1 x̂ j v λ̂ j v and

∑n
j=1 f j (x̂ j )

3.6 Theoretical Analysis of the Proposed Algorithm

In this section, from a theoretical perspective, we provide both the correctness analysis

and privacy analysis of our secure outsourcing scheme.

3.6.1 Correctness Analysis

We can arrive at a theorem about the correctness of our secure outsourcing scheme.

Theorem 6. The proposed secure outsourcing scheme in Algorithm 5 gives the op-

timal solution to the original CSP problem P1.

PROOF. Our proposed secure outsourcing scheme is an interactive algorithm that

requires the client and the cloud to cooperate and solve the original CSPs. In particular,

by adding a number of grid points, the original problem P1 is linearized into P2 by the

client. In order to protect the data privacy, the client transforms P2 into P3 by the secure

schemes in Section 3.4. We can easily transform P3 back to P2 by substracting the added

vectors and matrices. The solutions to P3 are obtained by the cloud and transferred back
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to the client. The client can obtain the final results by computingλ∗ = Nλ̂∗−r. Asλ∗’s are

the solutions to P2, they are the solutions to P1 as well, which concludes the proof. �

3.6.2 Privacy Analysis

Inspecting the proposed secure outsourcing algorithm, we observe that the cloud only

has access to the securely transformed linear programs, and hence it is unable to learn

private information from the client.

Specifically, in the process of securely outsourcing the dth iteration’s linear program

as in Section 3.5.4, the client shares the cloud with the transformed matrices Ĝ, Ĥ, Î,

and the transformed vectors f̂, b̂, and 1̂. According to Theorem 2, Theorem 3 and Theo-

rem 4, the transformed matrices and vectors are computationally indistinguishable both

in value and in structure under a CPA. Thus, the cloud cannot derive any information

about the elements of the original linear program’s matrices G, H, I, f, b, 1, from the

transformed matrices that the client uploads. Similarly, in the process of solving the

transformed linear program at dth iteration, the cloud obtains the concealed solution

vector λ̂, which according to Theorem 4, is CPA secure as well.

Moreover, since the client locally linearizes the original CSP, the cloud is unable to

determine the objective and coefficient functions, i.e., f j , gi j , i = 1, · · · ,m, j = 1, · · · ,n.

3.7 Evaluation Results

In this section, we present the performance of the proposed scheme for secure outsourc-

ing of large-scale CSPs.



Efficient Secure Outsourcing of Large-scale Convex Separable Programming 78

Number of Variables ×104

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

T
im

e
(s

e
c
o
n
d
s
)

×106

0

0.5

1

1.5

2

2.5

3

Figure 3.2. Computing time at the client of the proposed algorithm at the
client and cloud for different separable program sizes.

3.7.1 Experiment Setup

To evaluate our proposed algorithm in a practical scenario, we implement the client-

side computations of the proposed algorithm on a laptop with a dual-core 2.6GHz CPU,

8GB RAM, and a 150GB solid state drive, and the cloud-side computations on an Ama-

zon Web Services (AWS) Elastic Computing Cloud (EC2) instance. Amazon Elastic Com-

puting Cloud provides scalable computing capacity for large-scale computations86. We

implement both the client-side and the cloud computations of the proposed algorithm

on Matlab 2015a. We evaluate the performance of our algorithm by generating random

large-scale CSPs with the number of variables ranging from 2×103 to 5×104. We set the

objective functions and constraints equal to quadratic functions.
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Figure 3.3. Computing time at the cloud of the proposed algorithm at the
client and cloud for different separable program sizes.

3.7.2 Experiment Results

First, to explore the computing performance, we measure the computing time of our

proposed algorithm both at the client and at the cloud, and show the results in Fig. 3.2

and Fig. 3.3, respectively. In particular, we measure the computation time of the client.

That is, the time it takes to find the transformed problems, i.e., P2 and P3, plus the time

it takes to find the grid points. Fig. 3.2 shows the client’s computing time for CSPs with

an increasing number of variables. We observe that even when the CSP problem has a

large number of variables, the client can still finish its local computations in a very short

time. For example, the computing time of the client for the CSP with 2×104 variables is

only 3.65×106s. For comparison, in Fig. 3.3, we show the total computing time at the

cloud for solving the transformed CSPs with variables of different numbers. We observe
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a low computing time for the cloud even when the number of variables is very large.

For instance, the cloud takes 5×108s to solve a CSP with 2×104 variables, which is very

efficient in real-world scenarios.

Moreover, we summarize the total communication time of our algorithm under a

1Gbps link between the client and the cloud in Table 3.1. We observe that the commu-

nication time of our proposed algorithm is very small compared to the computing time.

For example, the communication time of a CSP with size of 2×103 is 4.1×10−3s, which

is only about 0.5% of the total running time and can be neglected. Note that since com-

mercial cloud computing services, such as Amazon Web Services, offer dedicated 1Gbps

connections at a low price, e.g., $0.3/hour. Therefore, it is a practical and cost-efficient

for the client to employ high-speed links.

Table 3.1. Total Communication Time between the client and the cloud
under a 1Gbps connection

CSP Size
(vari-
ables)

LP Size
(bits)

Total Communica-
tion Time

0.6×103 108.72 ×
103b

1.23×10−3 s

1×103 181.2 ×
103b

2.05×10−3s

1.6×103 289.9 ×
103b

3.28×10−3s

2×103 362.4 ×
106b

4.1×10−3s

Next, we explore the computational savings offered by our proposed algorithm. Specif-

ically, we compare the time it takes for the client to solve the CSPs by itself with that

when the client and the cloud collaborate to solve the CSPs using our proposed secure

outsourcing algorithm. We first show the time that the client takes to solve the CSPs
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with an increasing number of variables on its own in Fig. 3.4., We can see that it in-

creases very fast. For example, the computing time of the client for solving a CSP with

2×104 variables is 3.86×108s, which is very inefficient for real-world applications. The

reason behind this is that, solving large-scale CSPs requires a large amount of RAM and

computing capacity, which is generally unavailable for clients such as small business

companies and individuals. Without the help of cloud, the computation time increases

exponentially as the number of variables goes up.

Furthermore, in order to demonstrate how much time we can save using the pro-

posed algorithm for CSPs, we show the speedup offered by our proposed algorithm in

Fig. 3.5. We calculate the speedup as the ratio between the time it takes the client to

solve the CSPs by itself to its computing time under the proposed algorithm. We observe

that our algorithm offers significant computing time savings to the client. For example,

we observe that the speedup for a separable problem with 20×103 variables is 18.75×,

that is, the client saves performing 18.75× fewer operations, which is very impressive.

Moreover, as the number of variables goes up, the speedup offered by our proposed al-

gorithm becomes more and more significant, which means that with the integration of

the cloud, our proposed algorithm saves more and more time for the client when the

size of the problem increases. Therefore, we can say that the proposed algorithm not

only protects the client’s data privacy, but also significantly saves a lot of time for the

client to solve large-scale CSPs.
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Figure 3.4. Computing time of the proposed algorithm at the client.

3.8 Conclusions

In this chapter, we have investigated the problem of secure outsourcing of large-scale

CSPs. To the best of our knowledge, this is the first work to solve CSPs in a secure man-

ner in cloud computing. To protect the client’s private data, we have developed effi-

cient vector and matrix transformation and permutation schemes that are solely based

on linear algebra. We have shown that the values and positions of the transformed

data are computationally indistinguishable from random vector and and matrices un-

der chosen-plaintext attack (CPA), or CPA-secure. Therefore, the client can confidently

share the transformed data with the cloud. The proposed secure linear approximation

algorithm can enable the cloud server to efficiently find the solution while protecting

the client’s privacy. In addition, the correctness of the returned results from the cloud



Efficient Secure Outsourcing of Large-scale Convex Separable Programming 83

Number of Variables ×104

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

S
p
e
e
d
u
p

8

10

12

14

16

18

20

Figure 3.5. Computing speedup offered by the proposed algorithm.

can be efficiently verified by the client to prevent any malicious behavior of the cloud.

The theoretical privacy analysis has demonstrated that the privacy of client’s data is well

preserved. Experimental results on Amazon Elastic Compute Cloud (EC2) have shown

that the proposed algorithm can efficiently solve the large-scale CSPs with noticeable

time savings for the client.
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4 Conclusions and Future Work

4.1 Conclusions

The IoT technologies have brought both new features and significant security challenges

to power systems. In this dissertation, we have investigated CFAs in power systems.

Specifically, we have formulated a zero-sum stochastic game to analyze the interactions

between an attacker and a system operator in dynamic environments for power sys-

tems. This problem is very complex and computationally intensive. Different from the

previous work where complete enumeration of the system states is required, making

the algorithms computationally intractable for large-scale power system applications,

we pro- pose an efficient Q-CFA learning algorithm that only searches certain related

possible actions for each player in the game, making the scheme scalable with fast con-

vergence. We have also theoretically proven that the proposed algorithm achieves the

Nash equilibrium. Moreover, considering that real-time statistics and sensitive data like

system transition probabilities may not be accessible in practice, which unfortunately

is an indispensable assumption in previous algorithms, our scheme works efficiently

without requiring a priori knowledge of the system transition states. Simulation results

show that by considering the system dynamics and the opponent’s possible strategies,
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the optimal policy obtained by our proposed Q-CFA algorithm can achieve much better

performance compared to several benchmark schemes.

Moreover, in this dissertation, we have also investigated the problem of secure out-

sourcing of large-scale CSPs. To the best of our knowledge, this is the first work to solve

CSPs in a secure manner in cloud computing. To protect the client’s private data, we

have developed efficient vector and matrix transformation and permutation schemes

that are solely based on linear algebra. We have shown that the values and positions

of the transformed data are computationally indistinguishable from random vector and

and matrices under chosen-plaintext attack (CPA), or CPA-secure. Therefore, the client

can confidently share the transformed data with the cloud. The proposed secure lin-

ear approximation algorithm can enable the cloud server to efficiently find the solution

while protecting the client’s privacy. In addition, the correctness of the returned results

from the cloud can be efficiently verified by the client to prevent any malicious behav-

ior of the cloud. The theoretical privacy analysis has demonstrated that the privacy of

client’s data is well preserved. Experimental results on Amazon Elastic Compute Cloud

(EC2) have shown that the proposed algorithm can efficiently solve the large-scale CSPs

with noticeable time savings for the client. Moreover, our proposed scheme requires the

client to help the cloud solve the problem, which incurs communication cost. In the

future work, we plan to design a non-interactive secure outsourcing of CSPs scheme so

that the client does not need to be involved during the process.
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4.2 Future Work

My future research will focus on employing the big data techniques, system level se-

curity, decentralized system to construct intelligent and secure cyber physical systems

and accommodate the smart city concept. In particular, apart from the cascading failure

attack in cyber-physical systems, to further extend the presented work, we plan to keep

working on this line of research and investigate further system level security problems in

general IoT and CPS system with approaches game theory, data mining, and distributed

computing. For example, cyber attack on state estimations in smart grids is an impor-

tant research problem. State estimation is one of the most vital components in power

grids. There have been several works studying the possibility and applicability of cyber

attacks on state estimations in the smart grid. However, most of the works are based

on DC power networks and can barely be applicable in real AC nonlinear power grids.

We plan to develop the cyber attack-detection schemes and attack-defense schemes for

state estimation in nonlinear smart grids.

Moreover, in the area of secure outsourcing of large-scale fundamental problems in

the cloud, we will continue studying the secure outsourcing of large scale complex com-

putations. For example, our proposed scheme requires the client to help the cloud solve

the problem, which incurs communication cost. In the future work, we plan to design

a non-interactive secure outsourcing of CSPs scheme so that the client does not need to

be involved during the problem solving process. We will also study and design more ef-

ficient schemes for secure outsourcing of more complex problems such as exponential

problems, general nonlinear problems, and so on. On the other hand, with the big data

tools we have developed, we will also work on efficient big data application for smart

city by taking advantage of secure outsourcing techniques that we have developed. For
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example, I will study secure cyber physical system by employing big data analytics to

detect system attacks that bypass current detectors.
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