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ELECTROCHEMICAL PHASE DIAGRAMS FOR
AQUEOUS REDOX SYSTEMS

Abstract
by
MICHAEL JOSEPH ZAPPIA

An entirely new type of electrochemical phase diagram, the electron number
diagram, has been discovered. The theoretical foundation for the electron number
diagram and its relationship to conventional potential-pH diagrams have been
developed. Electron number diagrams are obtained by a thermodynamic
transformation in which potential is replaced by a measure of the number of
electrons. The chemical potential of electrons and the number of electrons are
conjugate thermodynamic variables. The areas in which electron number
diagrams provide information complementary to and in addition to that from
conventional potential-pH diagrams have been identified.

Experimental electron number diagrams have been constructed for the
aqueous sulfur system. Two—dimensional sections of the three-dimensional
electron number diagram at both constant pH and constant electron number have
been determined and compared with the sections computed from theory.
Agreement between the computed and measured diagrams has been found.

A rigorous thermodynamic theory for complex aqueous redox systems has
been developed and used for interpretation of the various types of electrochemical
phase diagrams. The dimensionality of potential-pH and electron number
diagrams has been related to the Gibbs phase rule analysis of aqueous redox

systems.



An efficient computational method, based on the theoretical analysis of
complex aqueous redox systems, has been developed. The equations describing
the equilibrium composition are obtained from a minimum set of formation
reactions. The formation reactions use a set of reactants (components) whose
chemical potentials are chosen to be the independent variables in the
computation. This procedure permits the sequential rather than simultaneous
solution of the equation set in the case of ideal solutions. Efficient stability
criteria, obtained from theory, were used to determine the stability of solid
phases. The algorithm was implemented on IBM PCs and compatible computers.

Electron number, potential-pH and chemical potential diagrams have been
computed for a variety of complex aqueous systems, including the following
systems containing two active redox elements: the aqueous Cd-Te system; the

aqueous Ga—As system; and the aqueous U-C system.
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CHAPTER 1
INTRODUCTION

A phase diagram is a useful means of summarizing a large amount of
thermodynamic information in a convenient, compact form. This thermodynamic
information can be used to understand the behavior of complex systems, to plan
experiments and to interpret experimental data. Although kinetic information is
necessary to determine the rates at which chemical reactions occur in a system, a
thermodynamic analysis can provide insight into the energetically allowed
possibilities.

Various types of phase diagrams have been developed for electrochemical
systems. Potential-pH diagrams, which display the stability of chemical species
on a field of potential vs. pH, have been applied to corrosion studies,
hydrometallurgy, geologic sudies and electrodeposition. In these and other
applications, potential-pH diagrams have been successfully used in the prediction
of behavior, the determination of conditions for experimental studies and the
interpretation of experimental results.

Several factors have limited the usefulness of potential-pH diagrams.
Inconsistencies in the methods used to compute and present potential-pH
diagrams have caused great confusion in their interpretation. Furthermore, the
link between the phase behavior of electrochemical systems and these diagrams
has not always been clear. Additionally, potential-pH diagrams are inconvenient
or inappropriate in some applications because potential is not a.conserved

quantity. Improvements in these areas would increase the utility of



electrochemical phase diagrams as tools for the study of aqueous redox systems.
The purpose of this work is to improve the understanding of electrochemical
phase diagrams for aqueous redox systems by developing: (1) a thermodynamic
framework for the study of aqueous redox systems; (2) new electrochemical phase
diagrams; and (3) efficient methods of computing electrochemical phase diagrams.
These goals will be addressed in the following specific manner. The
necessary thermodynamic structure of aqueous redox systems will be introduced
and developed (Chapter 2). This structure will be applied to potential-pH
diagrams (Chapter 3) and their computation (Chapter 4). The electron number
diagram, an entirely new type of electrochemical phase diagram, will then be
introduced (Chapter 5). Experimental electron number diagrams for the aqueous
sulfur system will be shown (Chapter 6). Methods of calculating electrochemical
phase diagrams will be extended to systems containing two redox elements, and
these methods will then be used to construct electrochemical phase diagrams for
various systems containing two redox elements (Chapter 7). Finally, conclusions

will be drawn and recommendations for further work will be listed (Chapter 8).



CHAPTER 2
THERMODYNAMIC FUNDAMENTALS

In this chapter, thermodynamic analysis of aqueous systems containing two
"active redox elements and two additional components (complexing agents) is
given. The analysis can easily be generalized to systems containing arbitrary
numbers of active redox elements and additional components. This is discussed in
Chapter 7.5.

Detailed analysis is also presented for aqueous systems containing one
active redox element. Systems containing a single active redox element are of
great interest and have been studied widely. Furthermore, general algebraic
solutions can be written for the equations necessary for the generation of
electrochemical phase diagrams for systems containing a single active redox

element.

2.1 Chemical Reaction Equilibria

In the thermodynamic analysis of an aqueous redox system, a set of
independent chemical reactions must be chosen. In choosing this set, it is
important that no assumptions are made about major or dominant species. It is
also desirable to have a reaction set that allows species to be added or deleted
without altering the structure of the solution.

For an aqueous redox system containing two active redox elements, M and
N, as well as additional components, X and Y, a formation equation of the

following form can be written for each species Sy



a a
M k N,k

2 M + 2
[O’M,k + “N,k] [O‘M,k tony

1 + -
= S+ H' + w, HiO + x, X + y, Y + z, € (2.1-1)

[O‘M,k + aN,k] k" k k k k k

where @y p | 1S the number of atoms of element M per molecule of species Sk and

&N K is the number of atoms of element N per molecule of species 5, . Note that
the formation equation, in this normalized form, is written for a total of one mole
of the two active redox elements. In a system containing n species which contain
one or both of the active redox elements, n-2 independent formation equations of
this type can be written.

For example, consider an aqueous system containing the two active redox
elements, uranium and carbon. The standard formation reaction for UO 2o(CO 3)2-
is written as:

%U+§C=§Uog(co,)§'+lgﬁ+-8Hzo +155e (2.1-2)
where S, = U04(C03);, M = U, N = C, agp=lagy=2h =16/3,
wk=—8/3,zk=14/3,xk=0andyk=0.

Table 2-1 gives additional examples of the formation reaction coefficients
for species in an aqueous system containing the two active elements, U and C, in

addition to F~, which is treated as electrochemically inactive in this case.

2.1.1 Selection of Components

In the set of formation equations (Equation 2.1-1), H,O, H+, e and the
active redox elements M and N are chosen as components. This set of
independent formation equations has been chosen because it provides a
particularly convenient form for the solution of equilibrium equations and for the

determination of phase stability for aqueous redox gystems.



Table 2-1
Examples of Formation Reaction Coefficients and Thermodynamic Data

for an Aqueous U-C—F~ System at 25°C

Solid Species:

[o] o]
Sk Uk %ck & Yk & % AG AGy

-5

U0,CO, 1 1 5 3 5 0  -1563.1  -188.7
UC 1 1 0 o0 0 0 -999 —49.6
U,Cy 2 3 0 0 0 0 -1874 _37.48
UO,F, 1 0 4 -2 6 -2 —1551.8  —520.0
C 0 1 0 o 0 o0 0 0
Dissolved Species:

[o] [}
Sk Uk %ck M Yk x % AG AGy

— 16 -8 14

UOg(COp~ 1 2 3 3 & o 21054 605
UO§+ 1 0 4 =2 6 0  -9535 —479.2
UF'g 1 0 0 0 4 -3 -14853  -648.9
H,CO, 0 1 4 -3 4 0  -623.08 8831

Notes: Coefficients correspond to the formation reaction in Equation 2.1-1, with
M=TU,N=CandX=F . AG, is given in units of kJ per mole of Sy AG,
was calculated using Equation 2.3-1 and is given in units of kJ per mole of total U
+ Cin S,. The following standard free energy values were also used: AfGﬁgo =
~237.129 kJ /mol; AGp_ = —278.79 kJ/mol.



Additional components X and Y can also be used to allow consideration of
systems containing complexing agents and reactive gases, e.g., F~ and COz(g).
The choice of components can be somewhat arbitrary. When possible, the choice
should be based on the physical situation being considered. For example, in a
system containing carbonates, four different species could be used as a component:

CO4(g), HyCO,, HCOj or CO

3- [ CO,(g) pressure were fixed, then CO,(g)
would be the logical choice for a component.

2.1.2 The Basic Equilibrium Criterion
The basic equilibrium criterion for the reaction in Equation 2.1-1is given

by

N

Q; .
M,k N,k
2 + [ L A,
[“M,k + aN,kJ M ["M,k toNy

= 1
= [aM kT oy k] Bt hk‘"’H‘ + ViHE,0 + Xy + by + zk"e-(2'1‘3)

For example, the equilibrium criterion for the formation reaction in Equation

2.1-2is:

1 2 _1 ., 16 8 14
3R T 3EC=TRU0L(CO)T T TTHE T HE,0 t T Me- (2.14)

2.1.3 Aqueous Systems Containing One Active Redox Element
For a system containing one active redox element, M, and two additional
component species, X and Y, Equation 2.1-1 simplifies to
M=S, /ey, + h BT +w H0 +x,X + v Y +ze (2.1-5)
where Mk is the number of atoms of element M per molecule of species Sk’ For
a system in which n species contain redox element M, n~1 independent formation

equations of this type can be written.
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For example, the standard formation reaction for CuClg_ in an aqueous
copper system containing an additional component CI”is
Cu= CuClg— +e -3CI” (2.1-6)
where M = Cau, S8, = CuClz—, X=CI, Oy g = Lhy =0, w =0, z =1,
x =-3and ¥ =0.
Table 2-2 gives additional examples of the formation reaction coefficients
for species in an aqueous Cu—Cl™ system.
The equilibrium criterion for the formation reaction in Equation 2.1-6 is
Fcu = Houal; e~ 3ar- (2.1-7)
In the notation for systems containing one redox element, the following

definition is sometimes used

vkl oy (2.1-8)
As a further example, the formation reaction for 820 32— in an aqueous sulfur
system is
S=25,0,2" + 30" -3 H,0 + 2¢ (2.1-9)
—2%2%3 bt :

- 2- M - = - - -
whereSk-S2O3 yM=S§, aS,k"z’”S,k‘1/2’hk—3'wk-—3/2’zk"2’

2.1.4 Virtual Species

It is not necessary that the component species used in the formation
reactions in Equations 2.1-1 and 2.1-5 actually exist as independent entities in
solution. Virtual species, which are not physically present in the system, can be
used in thermodynamic analysis of the system because their chemical potentials
can be well defined. For example, even when redox element M is not present in its

elemental form in the system, its chemical potential is well defined. Free



Table 2-2
Examples of Formation Reaction Coefficients and Thermodynamic Data

for an Aqueous Cu—Cl~ System at 25°C

Solid Species:

[o] 0
Sk %Cuk M M o R AG, B (V)
Cu 1 0 o0 0 0 o 0

-1
Cu,0 2 1 5 1 0  -u6 0.472
Cu0 1 2 -1 2 0  -1207 0.557
CuCl 1 0 o0 1 -1 -11986  0.118
3 -3 -1

CuCl, - 3Cu(OH), ¢+ 3 5 2 5 -13305  0.448
Dissolved Species:

o] [o]
Sk ®Cuk M Yk % X% AG B, (V)
Cut 1 o0 0 1 0 49.98 0.518
cu?t 1 0 0 2 0 6549 0.339
cuclt 1 o0 0 2 -1 —68.2 0.327
Cuc1§‘ 1 0 o0 1 -3 -378 0.183
Cuog- 1 4 =2 2 0  —-1836 1.506

Notes: Coefficients correspond to the formation reaction in Equation 2.1-5, with
M =Cuand X =CI". AG; isin units of kJ per mole of Sy Ey was calculated
using Equations 2.3~12 and 2.3-1. The following standard free energy values were
also used: AfGﬁzo = —237.120 kI /mol; AG ¢y =-131.228 kJ/mol.



electrons do not exist in measurable quantities in solution, but their chemical
potential is well defined and measurable. The use of virtual species in the
computation of chemical equilibrium has previously been discussed for gas phase

systems (White,1967) and for aqueous redox systems (Angus and Angus,1985).

2.2 Phase Rule Analysis
The phase rule for chemically reacting systems is given by
f=8-r-P+2 (2.2-1)
where fis the number of degrees of freedom, s is the total number of species (real
and virtual), r is the number of independent reactions that can be written among
the species and P is the number of phases present.

Consider an aqueous system of two redox elements, M and N, two
additional components, X and Y, and n species that contain M or N or both M
and N. To write formation equations for the system, five components in addition
to M and N are needed: H,0, H+, e ,Xand Y. Substitution into Equation 2.2-1
gives

f=(n+5)-(n-2)-P+2 (2.2-2)

f=9-P (2.2-3)
If temperature and pressure are fixed, Equation 2.2-3 becomes

f=7-P (2.24)

For an aqueous redox system containing a single redox element M, two
additional component species X and Y and n species that contain element M, the
same five component species in addition to M are necessary to write the formation
reactions. There are now, however, only n-1 independent reactions. Equation

2.2-1 yields
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f=(n+5)-(n-1)-P+2 (2.2-5)

f=8-P (2.2-6)
At fixed temperature and pressure, Equation 2.2~6 becomes

f=6-P (2.2-7)

In this phase rule analysis, species such as OH™ have not been listed.
Inclusion of an additional species, OH, would necessitate the inclusion of an
additional independent reaction (e.g., HT + OH™ = H,0), thereby leaving the
number of degrees of freedom unchanged. Similarly, listing an electroneutrality
condition among the system equations would require consideration of an inert
counter ion, again leaving the phase ruie analysis unchanged.

Examination of Equations 2.2—4 and 2.2-7 shows that, at constant
temperature and pressure, the general form of the phase rule becomes

f=t-P (2.2-8)
where t is the total number of components necessary to describe the stoichiometry
of the reacting system.

Equation 2.2-8 gives the number of chemical potentials that may be
specified independently. The maximum number of dimensions, D, needed to
represent the equilibrium of the system graphically can be determined by setting
the number of phases to its minimum value (P = 1) in Equation 2.2-8:

D=t-1 (2'2—9)

2.3 Summary of Working Equations
In this section, working equations for the calculation of electrochemical
phase diagrams for aqueous redox systems are introduced. Appendix A shows the

derivation of the general activity equation for aqueous systems containing two
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redox elements; many of the following equations are simplifications or special
cases of equations from Appendix A. Further discussion of the equations,
especially for aqueous systems containing one redox element, is available

elsewhere (Angus and Angus, 1985; Angus, Lu and Zappia, 1987).

2.3.1 Aqueous Systems Containing Two Redox Elements

Free energy information for each species is necessary for the determination
of the equilibrium composition of an aqueous redox system. For each species Sk
that contains one or both of the two active redox elements M and N, standard free
energy data is used to compute AGi, the standard free energy change for the
formation reaction given in Equation 2.1-1 (the formation of Sy from M, N, H,0,

Bt e",Xand Y).

o 1 o o o o
AGy = [aM oy k] AfGy + b AGy, + W AGy o +x,A Gy

a a
e T N VS
where AfG; is the standard free energy of formation of species Sk from the
elements.
For S, = U04(CO3); , AGY is given by
AG) =5(~2105.4) + 2(0) - $(-237.120) + 0 + 0 -5(0)-2(0)
=—69.5 kJ (2.3-2)
Notice that Equation 2.3-2 is written for a total of one mole of the two active
redox elements, U and C.
Table 2-1 gives additional examples of thermodynamic data (Wagman, et
al., 1982; Langmuir, 1978) and AG; values for species in an aqueous U-C-F~

system.
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The general equation for activity of a species Sk in a system containing two

redox elements, M and N, is

Mk J(“M — by)
X

e =exp |(apry + N ) [aM r T oy RT

+[ N,k J(“N‘ i)

aM,k + aN,
F 1, A%k
For §; = U0,(CO 3):-, Equation 2.3-3 gives
(by = ) (oG = KQ)
3, = exp RT— + (2)——gp——+ (16)(In 10)pH + (8)In 27,0
+(14) [}F;TT] E + (2085 k3 m°l)} (2.34)

Equation 2.3-3 can be rearranged to give:
— by N (k)
S Y Gl Y U ok |y — ey g L
aM,k + aN,k RT °‘M,k + aN,k RT RT
=-h, (In 10)pH + wIn ag,0 + Xlnay + yplnay,
AGy ) - (235
+ + 2.3-5
RT [QM,k + aN’k] ak

For a pure solid, Ss’ a; = 1. For example, for pure solid UO,COQ3;, Equation 2.3-5

gives

(bpp — Bpnp) — y) -)
e . P S

=~(5)(1n 10)pH - (2.5)In ag , + (1887 kJ/mol) | (2.3-6)

The following equation for the free energy of the formation reaction of
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species Sk from the components is useful in the determination of phase stability in

aqueous systems containing two redox elements.

AG, AG;
[+]
N L fing, - |-k [lar — i)
O‘M,k + aN,k aM,k + aN,k RT

_[ N,k ](”N = ) _ [F ]E (2.3-7)
X

The use of Equation 2.3-7 will be described in Chapter 2.4.2.

In the following example, Equation 2.3~7 is written for pure solid UO,CO;.

AG
—% = ~(5)(In 10)pH - (2.5)In ag o + (88T kI/mol) |

CYR"Y) (by — ox)
-3 Mgt 0N

FE
-(0.5) - (S)RT (2.3-8)
2.3.2 Aqueous Systems Containing One Redox Element
The equation for the activity of species Sk containing one active redox

element M can be obtained from Equation 2.3-3 by setting N equal to zero:

(ng = ting)
AG?
o B - k] 259

where AG]‘: is given by Equation 2.3-1.
For example, AG; can be calculated for Sk = Cu?t with Equation 2.3-1
and the thermodynamic information (Wagman, et al., 1982) in Table 2-2.
AGy =(1)(65.49) +0+0+0+0-0~0
= 65.49 kJ/mol ' (2.3-10)
With the value of AG; from Equation 2.3-10, an expression for the activity of
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Cu2+ can be written. For Sk = Cu2+, Equation 2.3-9 gives

(boy — Boy)
o mexp |01 Fed) o [£8) _(65.49R%J/mol)] (23-11)

Ei, the standard electrode potential for the formation of Sk by the reaction

in Equation 2.1-5, is defined as
o AG;
E = m for z #0 (2.3-12)

The conventions involving the sign of E; can be confusing. Although
half—cell reactions are written as reductions by IUPAC convention, the formation
reaction as written in Equation 2.1-5 is an oxidation when z > 0. (The decision
to write Equation 2.1-5 in this form will be discussed in Chapter 5.) However,
examination of Equations 2.1-5, 2.3-1 and 2.3-12 shows that E;, as defined
above, is positive when the standard free energy change of the reaction in
Equation 2.1-5, written as a reduction, is negative. Thus, the sign of E; is
consistent with IUPAC conventions. Consequently, E; values computed with
Equations 2.3—1 and 2.3-12 are consistent with listings of standard reduction
potentials.

For example, for Sk = Cu2+, Equation 2.3-12 gives

Ep = 95.490) _ 359y (2.3-13)

(2)(96487)
This value of E; for the reaction involving Cu and cu?t agrees with listed
standard electrode potential values (Bard and Faulkner, 1980; Stumm and
Morgan, 1981).
Table 2-2 lists E; values for additional species in an aqueous Cu—-CI~
system.

Equations 2.3-9 and 2.3-12 can be combined to give a convenient expression
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for the activity of a species Sk:
o
a, = exp [(aM,k) [%1) + by (In 10)pH - wyln a0~ xplnay -
ylnay + zk[E-T] (E-E;)” (2.3-14)
For example, for S, = CuClg— Equation 2.3-14 gives
2, = exp [(l}r@ +()nag.- [1%1‘] (E-0.183 V)] (2.3-15)

From Equation 2.3-14, an expression for the ratio of the activities of two
species, Si and S 7 can be obtained:
o]
3 (ept — 1)

E:.’= exp [(O‘M,i —on Tt (o ihy - ey hy)(in 10)pH

+(aM,izi-aMJ )[ ](E) (onl aMJzJE )[ ]] (2.3-16)

Equation 2.3-16 can be used to determine the relationship between the activities

of Cu®* (5,) and Cu™ (5 ):

:gf = exp [[f;,r] (E) - [(2)(0.339)—(1)(0.518)] [1%1'”

= exp [[IF{‘T] (E-0.160 V)] (2.3-17)
Equation 2.3-17 can be rearranged to give

E =0.160 V + In(10) 2T 10g 10[ g“"] (2.3-18)

Equation 2.3-18 is simply the Nernst equation for the Cu2+/ Cut couple. Thus,
the well known Nernst equation is contained within the general formalism used
here.

Combining Equations 2.1-8 and 2.3-14 and rearranging gives
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[(#M — by)

12
Mk _

a.k =exp

F
+z, [RT] (E-E;;)] (2.3-19)
Equation 2.3-19 can be summed over all dissolved species. Solving for the
chemical potential of the redox element M gives

[(“M — ”M)Lq=_1nzexp [hd(ln 10)pH—wdlnaH20-xdlnax-Yd1naY

+ 134 [IF{‘T] (E - E;)] +1n(Z adyM’d) (2.3-202)

where the sums are taken over all dissolved species. Equation 2.3-20a clearly
shows that the chemical potential of the redox element M is well defined even if
element M does not exist in elemental form in the system.

For example, for an aqueous Cu system containing two dissolved species,

CuCl™ and Cuog_, Equation 2.3-20a gives

[(”C“ ;Tﬂéu)] aq =0 [exp [ln agy-+ [12{?11] (E-0.326 V)]

+exp|(4)(ln 10)pH + 2ln ay (, + || -1.506 V)]

+1n (a'CuCI‘ + aCuO:') (2.3-20D)
Since all of the terms on the right hand side of Equation 2.3-20b can be measured

or are known constants, the left hand side can be unambiguously determined.
Equation 2.3-19 can also be rearranged to give the following expression for
the chemical potential of redox element M in species Sk:

(g — typ)
[iR'Tﬂi] k= -hk(ln 10)pH + wkln a’HzO + xkln ay

+yydnay -5 [gr] (B-Ep) + U, il 2 (23-21)
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2.3.2.1 Equilibrium Between a Single Solid Phase and the Aqueous Phase
Consider the case of a pure solid phase Ss that contains redox element M.
Setting a; to 1 in Equation 2.3-21 gives
(g — typ)
[—ET_] g = —hs(ln 10)pH + w,In agot xnay
+ynay-z, [IE%T] (E-E?) (2.3-22)
For example, when S g = CuO, Equation 2.3-22 yields

[(I‘Cu ;T/‘Cu)] s =—2)(In 10)pH ~Inay - [f{,%] (E -0.557 V)

(2.3-23)

The value of the chemical potential of M from Equation 2.3-22 can then be
substituted back into Equation 2.3-19 to give an expression for the activity of a
dissolved species S d in equilibrium with solid Ss:

"M,d

F

~(yg-ynay + RT[z d(E-BY) -z (E- E:)]] (2.3-24)
For example, the activity of Cu™ (S 4) in equilibrium with solid CuO (Ss) is given
by

ag = exp [(—2)(1n 10)pH ~1n gy, + rp{ (B~ 0.518 V) - 2(E - 0.557 V)”

= exp [(-2)(111 10)pH-lnag o + gT(‘E +0.596 V)] (2.3-25)

2.3.2.2 Equilibrium Between Two Solid Phases and the Aqueous Phase

Next, consider the equilibrium between two solid species, Su and Sv, and
the aqueous phase. Equation 2.3-22 can be written for each solid. At
equilibrium, the chemical potential of the redox element M is equal in the two
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solids, so the two right hand sides can be equated. The resulting equation is
solved for E.

z B0 - z E°
_|-a7u  *"v| ,RT /F
E= [ 7, -7, ] + 5, - zv[(wu-wv)ln ag.0 + (x, —x,)n iy

+(7y ~7,)in 2y~ (b —b_)(in 10)pH] (2.3-26)
Using Equation 2.3-26, the equilibrium relationship between two solids can be
determined. In the following example, Su = Cu20 and Sv = CuO:

B [(;)(0.473 - g)(o.557)} + (—Rl'—'lj_—%[(Oj)ln ag,o - (1 -2)(In 10)pH]

=0.642 V -In(10) [5}] pH -[%%r]ln *1,0 (2.3-27)

Substitution of Equation 2.3-26 into Equation 2.3-24 to eliminate E results in an

expression for the activity of any dissolved species S d in equilibrium with two
solids Su and Sv’

V.
M,d 1
34

-2z
u

=ep 5L [0 1008y~ ,) + 5,05, 1) + 2, -1, )]

\4

+ [zv(xu —xg) +2,(xg-x) + z4(xy = xu)] Inay

+ [zv(yu =¥q) + 2,74 -¥,) +24(y, - yu)] Inay

+ %r[sz:(z 4~ %)t zuE:;(zv -24)+z dE:’i(zu - zv)] H (2.3-28)
In Equation 2.3-28, the terms associated with in 25,0 have been dropped. In the
calculations, the In aHgO term was typically neglected; this will be discussed
further later.

In the following example, Equation 2.3-28 is used to obtain the relationship
between pH and the activity of Cu?™ (S,) in equilibrium with CuO (S,) and
Cu,0 (Sv):
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3g =& [a—l-ﬂ |t 10065002 + (2)(1-0)+ @2)2-1)]
+ %[(1)(0.472)(2 —2) + (2)(0.557)(1 - 2) + (2)(0.339)(2 - 1)]”
= exp [(—2)(ln 10)pH + 17.0] (2.3-29)
2.3.2.3 Equilibrium Between Three Solid Phases and the Aqueous Phase
The equilibrium between three solids and the aqueous phase has also been

considered. Equation 2.3~22 can be written for three solid species St’ S u and Sv.

For equilibrium among these three solid species:

[ac 2] [ )] _ [l (2300

RT t— RT RT
Equations 2.3-30 can be solved for E and pH.

o] [} [o]
E= [zuEu(hv —h) +z.E (b, - hy) +zEi (b, -h)) + [xu(hv -hy)
+x,(b,~h ) +x,(b - hv)] (RT/F)ln ay + [yu(hv ~h,)

+7,(8, - ) +7,(b_- hv)] (RT/F)ln ay (A7) (2.3-31)

pH= —[ [zuE;(zv -z,) + sz;(zt -z,)+ ztE:(zu - zv)] (F/RT) + [xu(zv -z,)

+x,(5-2,) + 1y =2, |lnay +r, (s, -2,)

+75,(z -z,) + ¥4(z, —zv)]ln ay|(In 10)-1(A—1) (2.3-32)
where

A=z (h -h)+ z,(h,-h )+ z,(h,-h ) (2.3-33)
For example, in an aqueous Cu—~CI” system with agp-= 0.1, three solids (Cu = St;
CuCl = §, and Cuy0 = §,) are in equilibrium at
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E= [(1)(0.118)(1 - 0) + (1)(0.472)(0 - 0) + (0)(0)(0-1)

+ [0 -0) + ()0 -0)+ (9)(0- 1)]@%{%?,%@111(0.1)] (1)

=0.177V (2.3-34)

pH= -[ [(1)(0.118)(1 ~0) + (1)(0.472)(0 - 1) + (0)(0)(1 - 1)] WWQTS') 96,487)

+ [(—1)(1 ~0) +(0)(0—-1) + (0)(1 - 1)] ln(O.l)] (0.4343)(1)

=4.98 (2.3-35)
where
A=(1)(1-0)+ (1)(0-0)+ (0)(0-1)=1 (2.3-36)

Equations 2.3-31, 2.3-32 and 2.3-33 could, if desired, be used in Equations
2.3-9 and 2.3-22 to compute the activity of any dissolved species in equilibrium

with the three solid phases.

2.3.3 The Calculation of Concentrations and Activities
*
The activity, e of an active redox element M is defined as

x

where the sum is taken over all dissolved species. Equation 2.3-3 can be
substituted into Equation 2.3-37 to give:

(b — pp)
KT

M. d
Md t ONd

%
ay = § ang, g | {2y g+ oy ) [

]

+[ ey d d}(“N — by)

+ h ,(In 10)pH
aM,d + aN, RT d( )
F AGy
- dlnaﬂ,o"‘dlnax‘ydlmy*‘zd[RT]E‘“RT

(2.3-38)
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Notice that Equation 2.3-38 allows the calculation of 31;1 in a system that
contains active redox elements M and N.

Another definition of activity is used exclusively in aqueous systems
containing a single active redox element M. This activity, denoted A is defined

as

U
SYSBLY M.d (2.3-39)

*
Comparison of Equations 2.3-37 and 2.3-39 shows that ay = aypif app g = lfor
all dissolved species S qin asystem. (Recall that YPERY ay g-)
The substitution of Equation 2.3~19 into Equation 2.3-39 yields

[(#M — i)

d
+2,|En|(E-E2) (2.3-40)
d|RT d )
where the sum is taken over all dissolved species.
The concentration, [S d], of a dissolved species S 4 1s related to the activity of
S d by

34
[S4] = Tq (2.3-41)

where Y4 is the activity coefficient of dissolved species S d- Using Equation
2.3-41, an equation for [M] aq’ the total dissolved concentration of active redox

element M, can be written

a
_ d

Equation 2.3-3 can be substituted into 2.3—42 to give
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[+]
5 Mod ool g atand) T el )
oNg ] (”’N ex)
N,d -

+ 2 +b,(In 10)pH
F AG4
~Wglnag g —x4ln a’X'ydlnaY'*'zd[RT]E_—R'T

=Ml (2.343)

where the sum is taken over all dissolved species. Notice that this equation can be
used in a system containing two active redox elements Also, if the assumption is
made that 1q4=1 for all dmsolved species S q then aM [M]

Although [M] ¢ a.M and a, ¢ can be equal in the specxa.l cases described
above (all 7q=1 all a4 = 1), these three measures of the overall concentration
or activity of the active redox element M in the aqueous phase generally differ.

For example, consider an aqueous sulfur system containing the following
three species: 8406 (as 8,042 = 4),S 2 (aS S = 2)and HSO3
( a5 HSO4~ = 1). According to Equation 3-37, as for this system is:

*
From Equation 3-39, ag for the same system is:
_ 0.25 0.5
avs = (384062-) + (3522-) + aHsos- (2.3—45)
From Equation 2.3-42, [S]

[S]. = 4 .S40¢’ +2as,2- + 2HSOy"
M %5,0e 75 THSO4"

(2.3-46)

2.4 Phase Stability
2.4.1 Aqueous Systems Containing One Redox Element

Consider an aqueous system containing one redox element, M, and two solid
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species, Su and Sv‘ From Equation 2.1-3, an equilibrium relationship with the
components M, H+, H20, X and Y can be written for each solid.

”M,u = VM,u”’u + hu”'H o+ Wu”'Hgo + Xubx + YubY + ZyHe- (24-1)

MM,y = M why + Bk + ol o + Xy + T by +2u,. (2.4-2)
where Mo and Hp o 3T the chemical potentials of M in solids S11 and Sv

respectively, and the coefficients M and UMy 3T simply equal to 1/ oM and
1/ Oy respectively.

To determine the relative stability of the solids Su and Sv when the
chemical potentials of the component species other than M are fixed, Equation
2.1-5 can be written for each solid. The equations can then be combined,
eliminating M, to give:

+ -
VM,uSu + huH +w, H0+x X+ 7, Y +2.€
=S, + h,HY + w _H,0 + x X +y, Y+ (2.4-3)
The free energy change for this reaction is given by

AG= M,v*v ~¥M,u Fut (hv - hu) o (wv - wu) FH,0

+(x, %) g + (¥, V) by + (g = 2y) o (2.4-4)
However, comparison of Equations 2.4—1, 2.4-2 and 2.44 yields
AG = MMy~ P (2.4-5)

Equation 2.4-5 shows that the free energy change for the phase transition
from Su to Sv is simply equal to the difference in the chemical potential of the
redox element M within the solid phases. When Su and Sv are in equilibrium,
My =M and AG =0. Equation 2.3-21 permits the direct computation of
the chemical potential of redox element M in solid species S 5 Therefore, in
aqueous systems containing one redox element, Equation 2.4-5 provides a very

simple test for the stability of solid phases.
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2.4.2 Aqueous Systems Containing Two Redox Elements

Phase stability in systems containing two redox elements M and N can be
evaluated using Equation 2.3-7. If values of the chemical potentials of all
components are known, then, for a solid Sk' the free energy of the formation
reaction given by Equation 2.1~1 can be computed. A positive value of AGk
indicates that solid S} i8 thermodynamically unstable. A negative value indicates
that solid Sk will tend to form, but that the solid is not currently in equilibrium
with the components. When AGk = 0, solid Sk is in equilibrium with the system.
For a given set of chemical potentials of the components of a system, a solid Sk is
stable and in equilibrium with the system if AGk =0and AGi 4k 2 0, where

AG; 4k 2T€ the free energies of the formation reactions for all solids except Sy



CHAPTER 3
POTENTIAL - PH DIAGRAMS FOR AQUEOUS SYSTEMS CONTAINING
ONE REDOX ELEMENT

The best known electrochemical phase diagrams are potential-pH diagrams,
also known as Pourbaix diagrams. Developed by Marcel Pourbaix (1945), these
diagrams are usually constructed from tabulated thermodynamic data. They
display the stability of chemical species at equilibrium on a field of potential
versus pH. Potential-pH diagrams have been widely used in a variety of areas,

including corrosion studies, geochemistry and hydrometallurgy.

3.1 The Structure of Potential-pH Diagrams

Potential-pH diagrams are constructed in a three-dimensional chemical
potential space. The three axes used are practical measures of the chemical
potentials of components of the system. Electrochemical potential, E,isa
measure of i

e
is the active redox element.

. PH is a measure of bgp+ and —logwaM is a measure of b where M

The utility of potential-pH diagrams is related to their unique structure. A
potential-pH diagram for the aqueous Cu system is shown in Figure 3-1. The
species used in the calculation of this diagram are listed in Table 3-1. This system
can be represented with four components: Cu, H20, HY ande™. The
dimensionality of the system, calculated using Equation 2.2-9, is three. Each
dotted line in Figure 31 is a contour, along which the value of -log10 3c, 18 fixed
at the indicated value. The three—~dimensional nature of the diagram is apparent

25
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1.0

E (V)

0 2 4 6 8 10 ie 14

Figure 3—-1 Potential-pH diagram for the aqueous copper system. The
dotted lines are contours of constant -logmacu. Contours are shown

for the following values of —logmacu: 0,24,6,8, 10, 12.
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Table 3-1
Aqueous Cu System: Species Included in Calculations

Solid Species Dissolved Species
Cu Cut
Cu,0 cu?t
CuO Cu022-

Cu(OH), HCuO,~
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in Figure 3-2, in which Figure 31 is replotted in the three-dimensional space
defined by E, pH and -logma.cu.

Figure 3-2 shows that the potential-pH diagram for the aqueous copper
system is a surface which divides space into two regions. In the region behind the
surface, at lower —logwacu, the system can not exist in equilibrium, as solubility
limits would be exceeded. In the region in front of the surface, i.e., at higher
—logmacu, a single aqueous phase is stable. According to Equation 2.2-8, the
number of degrees of freedom in this system in the presence of a single phase is
three. Figure 3—2 shows that three intensive variables must be fixed to locate a
point in the single-phase region.

On the surface, a solid phase containing Cu is in equilibrium with an
aqueous phase that contains dissolved copper species. The equilibrium surface
consists of the separate surfaces associated with each of the different stable solids.
The equilibrium surface in Figure 3-2 consists of three sections, each
characterized by the coexistence of the aqueous phase and a different stable solid.
These stable solids are CuO at high potentials, Cu20 at moderate potentials, and
elemental Cu at low potentials. On the surface, the number of degrees of freedom
is two; i.e., fixing two intensive variables specifies a point on the surface.

Intersections of the surfaces associated with two individual solids are
three-phase lines, along which two solids are in equilibrium with the aqueous
phase. The number of degrees of freedom in the system in the presence two solid
phases and the aqueous phase is one. Thus, along either of the two three—phase
lines in Figure 32, specification of pH, for example, fixes both the potential and
—log; g2y

Four—phase points occur at the intersections of three three-phase lines. At
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Figure 3-2 Three—-dimensional poi;eutial/pH/—logmacl1 diagram for the
aqueous copper system. The same figure is projected onto the E-pH
plane in Figure 3-1.
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a four-phase point, three solids coexist in equilibrium with the aqueous phase.
Phase rule analysis shows that the simultaneous stability of four phases in an
aqueous system containing one active redox element represents an invariant
point. No four-phase points appear in Figure 3-2. In fact, it will be shown that
such points can not occur in aqueous systems that can be specified using only the
following components: the active redox element M, H+, H20 ande .

On the equilibrium surface, specification of pH and potential fixes
—logmacu; ie., —logma.Cu is a single-valued function of potential and pH. Thus,
when the three—dimensional equilibrium surface is projected onto the E—pH plane,
lines of —logmaCu do not cross. Consequently, these three—dimensional diagrams
can be conveniently displayed in a two—dimensional form; in fact, this is the usual
convention.

Figure 3-3 shows the three-dimensional potential—pH diagram for the
aqueous sulfur system. This diagram was calculated using the species listed in
Table 3-2. Inside the surface, i.e., at lower values of —logmas, the system can not
exist in equilibrium. Outside the surface, a single aqueous phase exists. On the
surface, solid elemental sulfur exists in equilibrium with an aqueous phase
containing dissolved sulfur species. Only one solid species was considered in this
case, so no more than two phases exist at any point in Figure 3-3.

Consider the slope of the three—phase lines on potential-pH diagrams for
aqueous systems that can be specified with the components M (the active redox
element), H+, H20 and e". In these systems, for any solid species Ss’ it can easily
be shown that

hs =z

S (3.2-1)

where hs and z; are coefficients in the formation reaction given in Equation 2.1-5.
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Figure 3-3 Three—dimensional potentia.l/pH/—logmas diagram for the
aqueous sulfur system. Constant potential lines are drawn on the the

two—phase equilibrium surface.
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Table 3-2
Aqueous S System: Species Included in Calculations

Solid Species Dissolved Species
S s2-
HS™
H,S
5,057
BS,05"
Hy5404
50,%
HSO,™
H,SO,
552~
55%
A

2_
S5

5,04°
HS,0,”
HyS,04
5,06
5506
5306
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The relationship between E and pH along a three-phase line is given by Equation
2.3-26. Iftheln 250 term is neglected (This will be discussed in Chapter 4.),
then Equation 2.3-26 reduces to

E= [%] —(RT/F)(In 10)pH (3.1-2)
u v

Thus, the slopes of all three—phase lines in these systems are identical. Since
four-phase points occur at the intersections of three—phase lines and these
three—phase lines are all parallel, four—phase points can not occur in these
systems.

In aqueous systems containing one active redox and another component (in
addition to H+, H2O and "), four—phase points can appear. For example, the
potential-pH diagram for the aqueous Cu—Cl™ system at an_=1, shown in
Figure 34, shows three stable four—phase points. At a point near pH = 5.0 and E
=0.3V, Cu20, Cu(Cl, CuClz- 3Cu(OH)2 and the aqueous phase are all stable.
Figure 34 was constructed using the the species listed in Table 3-3.

3.2 Applications of Potential-pH Diagrams

The use of potential-pH diagrams has been particularly widespread in
corrosion studies. Potential-pH diagrams can be used to predict the conditions,
‘a terms of potential and pH, under which: (1) a metal is thermodynamically
stable in its elemental form; (2) a protective solid is expected to form; and (3)
metal dissolution is expected. Applications of potential-pH diagrams to corrosion
prediction have been discussed previously (Pourbaix, 1966; Silverman, 1982).

Potential-pH diagrams have also been used in the analysis of experimental

corrosion data. For a variety of alloys in high salinity geothermal brines,
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a 1 2 3 4 S 6 7 8 9 10 11 12 13

Spacies Codes

1 Cu

2 Cu20

3 CuO

S CuCl

8 CuCl2. 3Cu(OH) 2

Figure 34 Potential-pH diagram for the aqueous Cu~Cl™ system for

3c1- = 0.1. Note the three four-phase points. Contours of constant
3y, Shown for the following values of -logwacu: 0, 6.

14
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Table 3-3
Aqueous Cu~Cl™ System: Species Included in Calculations

In addition to the species listed in Table 3-1, the following species were
included in calculations for the aqueous Cu~Cl™ system :

Solid Species Dissolved Species
CuCl cuclt
CuCl2 CuCl2
CuCI2 . 2H2O CuCl2

22—
CuCl,-3Cu(OH), CuCl,
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potential-pH diagrams for the key metals in the alloys (Fe, Ni, Cr, Ti) were used
to analyze corrosion behavior and interpret experimental results (Macdonald,
Syrett and Wing, 1979). In a study of the stress corrosion cracking, a
potential-pH diagram for Cr with Fe was used with experimental results to
hypothesize a possible protective mechanism (Cubicciotti and Ljungberg, 1985).

In some cases, experiments have been designed specifically for comparison
with potential-pH diagrams. In an x-ray photoelectron spectroscopy study of
aluminum corrosion/passivation in dilute sulfate solutions under various
conditions, the stable solid, according to thermodynamic predictions, did not
typically form initially (Davis, Moshier, Ahearn, Hough and Cote, 1987). These
results were taken as an indication that kinetic factors were significant in the
early stages of film formation. In a study of the crevice corrosion of iron in
chromate/chloride solutions, the equilibrium conditions within the crevice and
experimental results were found to be consistent with the aqueous Fe
potential-pH diagram (McCafferty, 1989).

Over ranges of variables where experimental data are not well established,
potential-pH diagrams can be used to predict behavior. For example,
potential-pH diagrams for the aqueous Ti, Mo, Pt and Cr systems have been
calculated, using estimated free energy values, for temperatures up to 300°C (Lee,
1981; Radhakrishnamurty and Adaikkalam, 1982).

In the study of mineral stability and solubility in geologic applications,
potential-pH diagrams have been used to provide equilibrium models with which
experimental data can be compared. In comparison to applications in other fields,
geologic potential-pH diagrams frequently consider more components

simultaneously and thus require more constraints (Garrels, 1982). Potential-pH
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diagrams were used in the application of uranium mineral equilibria to
sedimentary ore deposits (Langmuir, 1978). Among geologists, an alternate form
of potential-pH diagram, the pe-pH diagram, is sometimes used (Stumm and
Morgan, 1970; 1981). The potential E is related to pe by the following equation:
pe=yrrmE (3.2-1)

Potential-pH diagrams have also been developed to predict the long-term
durability of nuclear waste glasses in geologic environments (Jantzen, 1989).

Potential-pH diagrams have also been used in the analysis of
hydrometallurgical processes. The use of these diagrams in the determination of
thermodynamically feasible decomposition schemes has been demonstrated in
detail for the sulfide minerals of Cu, Pb, Zn, Ni and Mo (Peters, 1976).

In electrodeposition, potential-pH diagrams have been used chiefly in the
identification and prediction of possible anode and cathode reactions (Kruger,

1982).

3.3 Experimental Potential-pH Diagrams

Experimental potential-pH diagrams have also been generated.
Experimental diagrams can incorporate kinetic, as well as thermodynamic
information. Also, in complicated alloy systems, potentiodynamic polarization
curves were used to determine experimental potential-pH diagrams for aqueous
Ni and aqueous steel systems (Lennon and Robinson, 1986). In a study of
occluded cell corrosion, potentikinetic polarization curves and zero—current
potential-time curves were used to construct experimental potential-pH diagrams
for 18-10 austenitic stainless steel (Jingyi, Pourbaix, Chunchun and Youping,
1989).
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3.4 Related Diagrams

In addition to potential-pH diagrams, numerous other thermodynamic
stability diagrams have been developed; several of these are described below.
These other diagrams use practical measures of the chemical potentials of system
components as axes. Some diagrams use temperature, which can be viewed as a
measure of the thermal potential of a system, as an axis.

In stability diagrams used in the study of hot corrosion, the logarithms of
gas pressures, which are measures of the chemical potentials of the gases, are often
used as axes. For example, the stability of nickel has been plotted on a field of
log10p502 versus logmp02 (Barry and Dinsdale, 1987). In investigations of hot
corrosion beneath fused salt films, diagrams involving logmpO » -logmaNazo
and logwpS 0, Vere used to interpret oxide solublity data in fused Nast 4
(Rapp, 1986, 1987).

Partial pressure diagrams, using quantities such as IOglopO-f logmpszand
logmp CO, for axes, have also been used to show mineral stabilities in geologic
contexts. Diagrams using ion activities, products of ion activities or ratios of ion
activities to label the axes have also been used to show phase stabilities in
complex mineral systems (Garrels and Christ, 1966; Woods and Garrels, 1986).
Composition diagrams relating mineral stabilities to the activities of dissolved
species in complex systems, as well as diagrams in which the chemical potentials
of components are used as axes, were developed mainly by Korzhinskii (1959).

Diagrams of RT In PQ, Versus T (Pourbaix-Ellingham diagrams) have been
used in metallurgical applications, including carbothermic reduction processes
(Downing, 1982). Diagrams of RT In PQ, versus 1 /T and E versus T have also

been constructed for a variety of systems (Pourbaix, Yang, Zhang and Zhang,
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1986).

Alternative forms for potential-pH diagrams have also been developed for
for aqueous systems at 25°C. For example, in a study of the aqueous Cu—NHs,
Ni—NH3 and Cc)—NH3 systems, activity-activity diagrams were generated using a
variety of pairs of variables (Osseo—Asare and Fuerstenau, 1978). The fields on
which these stability diagrams were plotted included —log10p02 versus pH,
--logmpH2 versus pH, -loglO[NH3' + NHI] versus pH, -logm[M] aq VerSus pH
and —log, ,[M] aq Versus -logm[NH3 + NHI].



CHAPTER 4
THE CALCULATION OF POTENTIAL-PH DIAGRAMS FOR AQUEOUS
SYSTEMS CONTAINING ONE REDOX ELEMENT

4.1 Previous Methods of Calculation

Pourbaix’s method for constructing potential-pH diagrams begins with the
listing of all possible reactions between pairs of species in the system, including
reactions bet ween two solids, reactions between two dissolved species and
reactions between a solid species and a dissolved species. For each reaction, an
equation relating E, pH and the activities of the two species can be written. The
activities of solid species are set to unity. An activity, often 10_6, is assigned to
the dissolved species when reactions between dissolved species and solid phases
are considered. With these assumptions, the equation for each reaction is reduced
to a straight line on the E-pH plane. These lines can be drawn for each reaction.
Stability conditions are then used to eliminate lines and segments of lines for
species that are not stable.

Pourbaix’s method was conceived as a means of producing potential-pH
diagrams by hand. Despite the simple nature of this method, the construction of
diagrams by hand is a tedious, repetitive task. Asa result, the use of computers
to calculate potential-pH diagrams has become popular (Froning, Shanley and
Verink, 1976; Pelton and Bale, 1977; Rosof, 1977; Barry, 1980; Chen and Aral,
1982; Imai, Osato and Nakauchi, 1987; El-Raghy and El-Dermerdash, 1988).
Computer methods for the generation of potential-pH diagrams have been

reviewed (Linkson, Phillips and Rowles, 197 9). Previous computer methods can

40
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be grouped into two general categories: point-by—point methods and convex

polygon methods.

4.1.1 Point-by-Point Methods

Point-by—point methods establish the stability fields of species by
calculation of the equilibrium composition at a large number of closely spaced
points on potential-pH plane. The activities of solid phases are set to unity. The
activities of the dissolved species are set to a predetermined value when reactions
between solid species and dissolved species are considered. At each individual
point, equilibrium calculations can then be performed to determine the most
stable species. The resolution with which the boundaries of the stability fields are
determined depends on the number of points considered. One major disadvantage
of this method is its inefficiency; calculations must be performed at an inordinate

number of points to obtain reasonable resolution.

4.1.2 Convex Polygon Methods

It has been shown that convex polygon theory, from operations research,
can be applied to the calculation of potential-pH diagrams (Froning, Shanley and
Verink, 1976). The first step is to formulate the set of linear equations in
potential and pH that describe each possible reaction in the aqueous redox
system. Mathematical techniques developed in operations research are then used
to determine convex polygonal areas of predominance from the set of reaction

equilibrium equations.
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4.2 New Method of Calculation
4.2.1 Basis of the New Computational Method

In the new method, the equilibrium problem is formulated by writing
formation reactions from a set of component species chosen for computational
simplicity. A set of the minimum number of equations is solved only at those
points where multi-phase equilibria can occur. The diagram is then constructed
by joining the stable, multi-phase points. The new computational method, based
on the thermodynamic structure of aqueous redox systems, provides a very

efficient method of solving complex equilibrium problems.

4.2.2 Assumptions

Pure solid phases have been assumed; the activities of all stable solid species
are thus set to unity.

The term In 3,0 2Ppears in the general equilibrium equations for activity.
The assumption has been made that 25,0 is sufficiently close to one that the
term In 25,0 is small and can thus be neglected. Note that neglecting this term is
equivalent to assuming 25,0 = 1. This assumption is expected to be reasonable,
especially in dilute solutions. The error introduced by neglecting this term is also
expected to be small in comparison to error resulting from uncertainties in the free
energy data. Furthermore, this assumption, which is almost always made in
calculations of potential-pH diagrams, greatly simplifies the equilibrium
calculations. Actually, the activity of water is related to the activities of the
species in solution by the Gibbs~Duhem equation. In very careful calculations
and in concentrated solutions, the activity of water would haveto be taken into

account.
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4.2.3 Conventions for Nomenclature

In the absence of standard nomenclature, the following conventions have
been adopted for this work. Potential-pH diagrams showing the stability of solid
phases, with contours at constant values of total dissolved activity of the active
redox element, will be designated Pourbaix diagrams. Potential-pH diagrams
that show the regions of dominance of dissolved species will be called

predominance diagrams.

4.2.4 Algorithm for the Construction of Pourbaix Diagrams

Before thermodynamic calculations for an aqueous redox system can be
performed, the following data must be provided for each species in the system: the
name of the species; the coefficients from Equation 2.1.5; the free energy of
formation of the species; and the phase of the species.

Pourbaix diagrams are calculated using the equations given in Chapter 2.3.
First, stable four—phase points are determined by considering all possible sets of
three solids in the system. Using Equations 2.3-31, 2.3-32 and 2.3-33, the E and
pH for the equilibrium of three particular solids (St’ Su’ Sv) with the aqueous
phase are calculated. These values, E and pH', are used in Equation 2.3-22 to
calculate the chemical potential (;LM - ”l\oi)t,u,v/ RT of the active redox element
M in the solids Sy, S, S_. If (s — “ﬁ)t,u,v/RT < (kpg — tiyp), /R for all other
solid species Sk in the system, then by the stability criterion in Equation 2.4-5,
these three solids, St’ Su, Sv, and the aqueous phase comprise a stable four—phase
point at E  and pH'.

The number of possible sets of three solids, 1, in a system containing n

solids is:



8
n, = W (4.2-1)

After all stable four—phase points are determined, stable three-phase points
on the E and pH boundaries are determined. First, each possible pair of solids
(Su’ Sv) is tested for stability at the lower limit of pH. This is done by fixing the
PH at its lower limit and solving Equation 2.3-26 for E. The coordinates (le ow’
E") are then used in Equation 2.3-22 to calculate the chemical potential
(”'M - ”ICI)u,v/ RT of the active redox element M in the solids S,andS_. If
(ipp - ‘"’ICI)u,v/ RT < (s - ”I\O'I)k/ RT for all other solid species Sy in the system,
then, by the stability criterion in Equation 2.4-5, (leow, E") is a stable
three—phase boundary point. This procedure is repeated along each of the other
three boundaries: Pth gh’ E1 ow and Ehi gh'

Once all stable four—phase points and three-phase boundary points have
been determined, lines are drawn to connect the points. Two four-phase points
are connected if the have two solids in common. Each stable four-phase point
within the pH and E limits of the diagram must be connected to three other
points, which may be either four—phase points or three—phase boundary points.
The potential-pH relationship along the line connecting two stable points is given
by Equation 2.3-26 written for the appropriate pair of solids.

In addition to the network of three—phase lines, contours of constant
activity, 2 of the active redox element M can be projected onto the
potential-pH plane. The activity a)p can be calculated using Equation 2.3—40.
For given value of a)p» the contours are calculated using an iterative routine that
begins at points on the three-phase lines and potential and pH boundaries where
2y is equal to the specified value.



45

4.2.5 Algorithm for Construction of Predominance Diagrams

The network of lines that divide the potential-pH field into areas of
dominance of individual dissolved species containing active redox element M is
determined by the criterion

abuM’b = acVM,c (4.2-2)

where Sb and S c are dissolved species.

Substitution of Equation 2.3-19 into Equation 4.2-2 gives the following
relationship between E and pH for any arbitrary pair of dissolved species Sb and

S .

K
o o]
2B — %Ee]  RI/F
+ (7 ~¥o)ln ay — (hy, ~h)(ln 10)pH] (42-3)

Note that Equation 4.2-3 is independent of the concentration of active element M.

Except for interpretation of the subscripts, Equation 4.2-3 is identical to
Equation 2.3—26, which gives the equilibrium relationship between E and pH for
two solids containing one active redox element. Therefore, Equations 2.3-31,

2.3-32 and 2.3-33 can be used to determine the points where three dissolved

: I "M,b
species have identical values of y T
The procedure for constructing predominance diagrams is almost identical
to that for constructing the network of three—phase lines on Pourbaix diagrams.
The difference is the criterion used to determine whether or not a three—species
point should be discarded. For predominance diagrams, a three-species point,

M)b_ . M M,d

v
i.e., where ap =a, =2y , is kept only if 2y M.b is greater than

M,k
. for all other dissolved species Sk‘
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After the three—species points and two—species boundary points are
determined, the three—species points with two dissolved species in common are
connected by straight lines. The potential-pH relationship along such a line is
given Equation 4.2-3, written for the appropriate pair of dissolved species, Sb and
S
4.2.6 Examples of Pourbaix and Predominance Diagrams

Pourbaix and predominance diagrams have been computed on IBM-PC,
IBM-PC/AT and compatible computers using software written in BASIC
(Angus, Lu and Zappia, 1986; Angus, Zappia and Lu, 1990). All diagrams shown
have been calculated for 25°C and a total pressure of 1 bar. Free energy data used
here have been taken primarily from the NBS listing (Wagman, et al., 1982).

Free energy data for species not found in the NBS listing were obtained from other
sources (Langmuir, 1978; Barner and Scheuerman, 1978).

Figure 4-1 shows a Pourbaix diagram for the aqueous U system; the species
included in the calculation are listed in Table 4-1. A predominance diagram for
the same system is shown in Figure 4-2. Figure 4-3 shows the Pourbaix diagram
for the aqueous U-F"—CO2 system, for ap,_ = 104 and 200, = 3.3x 10'4; Figure
4—4 shows the predominance diagram for the same system. The species used to
calculate Figures 4-3 and 4—4 are listed in Table 4-2.

Comparison of Figures 4-1 and 4-3 shows that the addition of F~ and Co,
has little effect on the aqueous U system at high pH. However, at low pH, the
addition of F and CO2 not only leads to the formation of several
fluoride—containing solids, but it also causes a significant decrease in uranium

solubility in the range of approximately 1.5 V to 0.5 V. Comparison of Figures
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2 o UO, (OH)2 -Hp0

Figure 4-1 Pourbaix diagram for the aqueous U system. Contours of
constant a,; are shown for the following values of —loglOaU: 0,5,8.
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Table 4-1
Aqueous U System: Species Included in Calculations

Solid Species Dissolved Species
U w3+
vo, vt
U,0, vomdt
U,0, vo,*
U,0, vo,%*
UO,(gamma) UO,(OH),
UO,(alpha) U(om),2*
UO,(beta) u(om),*
U0,-H,0 U(0H),
U0,-2H,0 U(OH),"
UO,(OH), Ug(om) O+
UO,(OH),-H,0 U0,08"

(UO,),(0B),>*

(UO,)4(0m), *
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Figure 4-2 Predominance diagram for the aqueous U system.
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Figure 4-3 Pourbaix diagram for the aqueous U-F-—CO2(g) system at
ap. = 0.0001 and 300 Ag) = 0.00033. Contours of constant ay; are
shown for the following values of -logmaU: 0, 5, 8. Carbonates were
the only carbon—containing species used in the calculation of this

diagram.
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UO,F, (Uoy ) gtomg* | (uoy)cog)5*”
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Figure 44 Predominance diagram for the aqueous U-F"—COz(g) system at
ap. = 0.0001 and aCOz( g) = 0.00033. Carbonates were the only
carbon—containing species used in the calculation of this diagram.
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Table 4-2
Aqueous U—F_—CO2 System: Species Included in Calculations

In addition to the species listed in Table 4-1, the following species were

included in calculations for the aqueous U—F'—CO2 system:

U02003

Solid Species Dissolved Species
UF, urst
UF, UR, >+
UF-2.5H,0 UF,*
UOF, UF,
UOF,-H,0 UFy~
UFy o5 UFg>"
UF, . UoFt
UF-alpha UO,F,
UF, UO,F,~
UO,(OH)F-H,0 UO,F, %
UO,(OH)F-2H,0 U0,CO,
UO,F, U0,(CO,),%"

4-—
U0,(CO,),
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4-2 and 44 shows that F and CO2 form important complexes in solution.

4.3 Discussion
4.3.1 Limitations of Calculated Potential-pH Diagrams

Before using calculated potential-pH diagrams, it is important to recognize
their inherent limitations. Potential-pH diagrams are equilibrium diagrams.
Real systems, which are subject to kinetic limitations, may not behave as
predicted by equilibrium thermodynamic calculations. Also, computed
potential-pH diagrams are valid only for the species included in the data base. If
important species in a system are not included in the thermodynamic calculations,
then the resulting potential-pH diagram will not be correct. Potential-pH
diagrams are only as good as the thermodynamic data from which they are
calculated. Errors or uncertainties in the free energy data used lead to errors in
the diagrams. Furthermore, most compilations of potential-pH diagrams assume

ideal solution behavior and that the term ln a_ can be ignored.

4.3.2 Advantages of the New Method

The first advantage of the new method of calculating potential-pH
diagrams is in the manner in which the problem is formulated. Once the
component species have been chosen and the stoichiometric coefficients and free
energy data for each species have been entered, no further balancing of equations
is necessary. All reactions are written as formation reactions from components,
whether or not they involve a redox transition. Species can be added to or deleted
from the data set without changing the algebraic structure of the problem.

The new computational method is very efficient, making it suitable for
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implementation on a microcomputer. For fixed activities of the component
species, the activities of all other dissolved species can be determined sequentially,
rather than simultaneously, with Equation 2.3-9. This is an enormous
computational simplification.

Note that the activities of the Sk’ i.e., the dissolved species containing the
active redox element, can be determined without including a charge balance. In
addition to the Sk' H+, OH", X and Y, an aqueous redox system can contain
"inert" counter ions that do not form species with the active redox element. For
any net charge due to the S, H+, OH™, X and Y in the solution, the
concentration of an inert counter ion necessary to maintain electroneutrality can
be determined. However, when the In 25,0 term is neglected in Equation 2.3-9,
the activities of the Sk do not depend on the activity of the inert counter ion.
Thus, a charge balance is not necessary to calculate the activities of the Sk' (In
very careful calculations, the activities of all dissolved species are related to 27,0
by the Gibbs-Duhem equation.)

If ideal solution behavior is assumed (all M = 1), then the concentrations of
the Sk and the activities of the Sk are simply equated.

The determination of the concentrations when 7Y # 1is a more complicated
problem since activity coefficients generally depend on the total concentration of
the solution, including inert counter ions. A simultaneous solution of the charge
balance and the equilibrium equations for the Sk requires an iterative solution.
However, even in this case, the new computational method provides a convenient
computational framework for the problem.

The new computational method makes no assumptions at;out the activities

of the dissolved species in calculating the contours of constant total dissolved
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activity, ap- In determining A the activities of all dissolved species are taken
into account, rather than assuming that only one species will be significant. In
general, the total activity contours are curved lines; their representation as
polygonal structures is an unnecessary artifact in computer generated Pourbaix
diagrams.

In many instances, published potential-pH diagrams are "hybrids" of the
Pourbaix and predominance diagrams described above. Such diagrams divide the
potential-pH plane into polygonal areas of predominance, assigning solid species
to some areas and and dissolved species of fixed activities to others. This is
essentially an ad-hoc procedure. Pourbaix diagrams are most useful when the
solubility contours on the solid stability fields are calculated using all dissolved
species. Predominance diagrams are most useful when they show only dissolved
species and when they are constructed so as to be independent of concentration
(Angus and Angus, 1985). "Hybrid" diagrams, which show boundaries between a
solid and a single dissolved species, can not show true activity contours because
all dissolved species but one are neglected. Furthermore, the "hybrid" diagrams
can have little or no relationship to experimentally determined diagrams.

Pourbaix wrote of determining the domains of predominance of solid species
and the domains of predominance of the dissolved species and superimposing the
two (1966). Therefore, the convention employed here of computing separate
predominance and Pourbaix diagrams, which may be then be superimposed, not
only gives a more accurate representation of the redox system, but is also more

consistent with the original conception of Pourbaix.
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4.3.3 Specification of Components and Their Activities

The new computational method here is extremely efficient when the
chemical potentials of the "additional components" (i.e., those other than the
active redox element M, H+, e ,and H2O) are fixed. These chemical potentials
are fixed by specification of activities, e.g., ag-=1lor aCOz( g) = 10-2. 5

In many cases, the total moles of related dissolved species, e.g., CO3 ,

HCO :; and H2C03, are constant. In some cases, these dissolved species may form
complexes with the active redox element. For example, in the uranium system,
total carbonate concentration, [C], is given by [C] = [00;.] + [HCO:,:] + [HyCO,]
+[U0,(CO,4)] + 2[U02(CO3); 1+ 3[UO2(003);.]. In order to perform mole
balances in a general case like this, an iterative calculation must be performed.
The new method could be adapted to cases such as this.

Calculated diagrams must be interpreted carefully, in light of the
components chosen and the activities specified. For example, the choice of co;'
as a component and specification of aCO:' = 1 may be appropriate for analyzing
the behavior of a system at high pH. However, these constraints imply enormous
CO,(g) pressures at low pH, making that part of the diagram physically
unrealistic. In all cases, it is important that the chemistry of the system is kept in

mind during the calculation of potential-pH diagrams.

4.3.4 Specification of a Second Redox Element

The computational method presented in this chapter permits the use of
other elements (as components) which may undergo redox transitions. Consider
an aqueous system containing both Fe and S. Further assume that SOz(g) is

chosen as one of the component species. The data set can contain species
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containing different oxidation states of both Fe and S, for example, FeO, Fe20 2
FeS and SO3. The new computational method will properly treat this situation.
Note, however, that specification of the chemical potential of the component
species SO, (g) by fixing its partial pressure restricts the chemical potential of
sulfur to a single value at each pH. The chemical potential of iron, of course, is
allowed to vary. A computational method that allows the chemical potentials of
two redox elements to vary is certainly of interest; such a method is introduced in

Chapter 7.

4.3.5 Gaseous Species Containing the Active Redox Element

Gaseous species containing the active redox element can be considered
within the framework of the new method of calculation in two different ways.

The activities of gaseous redox species in equilibrium with the aqueous
redox system can be computed directly with the equations for the activities of
dissolved species, e.g., Equations 2.3-9, 2.3-24 and 2.3-28.

The gaseous redox species at fixed activities (fugacities or partial pressures)
can also be considered. Gaseous redox species at fixed activities are
computationally equivalent to additional solids in the equilibrium calculations.
However, because the activity of a gaseous redox species S g will not generally be
fixed at one (as was the case with pure solids), Equation 2.3—-21 must be used to

compute the chemical potential of redox element M in S g:

(g — #pp)
[—R:T_] g= —hg(ln 10)pH + wgln agot xgln ay + ygln 2y
F o
-2, [m,] (E~Ef) + vy lna, (2.3-21)

Equation 2.3-21 can be substituted into Equation 2.3-19 to give an expression for
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the activity of a dissolved species S d in equilibrium with S Y a gaseous redox
species at fixed activity, a g

12
2g " = (g ~h.)(1n 10)pH - (w4 ~ "l 2,0 - (xg ~xg)n ay

-(7g-yplnay + gT[z JE-EQ) -2(E - E;)] + vy na
(4.3-1)
Notice that Equation 4.3-1 reduces to Equation 2.3-24 for a.g = 1. Equation
4.3-1 is a generalized version of Equation 2.3-24 that can be used to calculate the
activity of a dissolved species in equilibrium with a gaseous or solid redox species
at fixed activity.

Similarly, Equation 2.3-21 can be used to generalize Equations 2.3-26,
2.3-31, 2.3-32 and 2.3-33. With these generalized equations, Pourbaix diagrams
can be constructed for aqueous systems containing gaseous redox species at fixed
activities, as well as solid and dissolved species, using the algorithm in Chapter

4.24.



CHAPTER 5
ELECTRON NUMBER DIAGRAMS FOR AQUEOUS SYSTEMS
CONTAINING ONE ACTIVE REDOX ELEMENT

5.1 Introduction
5.1.1 Problems with Potential-pH Diagrams

As documented in Chapter 3, potential-pH diagrams have proven to be very
useful in a wide variety of applications. However, they have shortcomings which
arise from the use of potential as an independent variable.

First, because potential is not a conserved quantity, one cannot locate a
point on a potential-pH diagram from a knowledge of composition and pH. This
is a serious difficulty in many practical situations where composition is the
independent variable that is known and controlled rather than potential. Asa
corollary, one cannot follow simple process trajectories nor can one make
graphical material balances on potential-pH diagrams.

Secondly, in the vicinity of stable compounds, very small changes in
chemical composition can give rise to very large differences in potential.
Conversely, when two solid phases are present, very large changes in composition
can give rise to no change in potential. Therefore, large areas on a potential-pH
diagram can correspond to small regions in composition space and vice versa.
Consequently, the diagrams do not always lend themselves to easy, intuitive

interpretation.

59
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5.1.2 Basic Concept of Electron Number Diagrams

The three—dimensional equilibrium surface in a Pourbaix diagram defines
the solubility limit of the active redox element M. The equilibrium surface
divides the three-dimensional space defined by E, pH and ~log a)gintoan
accessible region in which the undersaturated aqueous phase exists and an
inaccessible region in which the solubility limit is exceeded. On the surface, the
aqueous phase exists in equilibrium with a solid phase.

A new representation of the equilibrium surface is proposed which retains
the remarkable information content of the Pourbaix diagram, but which gains the
advantages of conventional metallurgical phase diagrams. To achieve this the
electrochemical potential is replaced with the number of electrons per atom of
active element. The chemical potential of electrons and the number of electrons
are conjugate thermodynamic variables. The resulting diagrams are closely
analogous to conventional metallurgical phase diagrams and have many of their
useful features. These features arise because electrons are conserved in a chemical
reaction just as atoms are conserved.

In this connection, note that the normal variables used in plotting phase
diagrams are T and x (mole fraction). Diagrams of T vs. s (chemical potential)
have not found as widespread use. The new diagrams are analogous to T—x

diagrams; Pourbaix diagrams are analogous to T4 diagrams.

5.2 Electron Numbers
5.2.1 Choice of System
Consider a reaction mixture containing an arbitrary number of species

which can undergo redox transitions with each other. The discussion here is
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restricted to situations involving a single active redox element. The
thermodynamic system is comprised of all species containing that active element.
For example, the reaction mixture could be a piece of solid CuO in contact
with an aqueous solution. The active redox element is copper. The system is the
solid CuO and all copper containing species in the solution.
The concept of electron number can be extended to aqueous systems

containing more than one redox element. This will be described in Chapter 7.4.

5.2.2 Practical Measure of Electron Concentration

A simple, practical measure of the electron concentration in a system
containing a single active redox element is required. The considerations for choice
of this measure are similar to those encountered when defining elemental (atomic)
composition. For example, the measure should be normalized by the scale of the
system to permit consideration of systems of arbitrary size. The measure should
be unambiguous and independent of thermal expansion or contraction. Finally,
the numerical values of the measure should be on the order of unity and should be
easy to compute and to remember.

The measure of electron concentration is chosen as the difference between
the number of electrons per atom of active element in the system and in the pure
elemental form.

For example, consider a system comprised of a single chemical species, S i
which contains the active element, M. The electron number, z, of Si is defined
by:

z. =n_-n, (5.2-1)

i70 i
where n, is the number of electrons per atom of element M in its elemental form
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and 1, is the number of electrons per atom of active element M in the species Si'
The above definition is convenient because the numerical value of z fora

single species, Si' is just equal to the electrochemical valence as conventionally
defined. In other words, it is the number of electrons participating in the half cell
reactior between the species Si and one atom of the active element, M. Expressed
in terms of Equations 2.1-5 and 2.1-8

M= ”M,isi + hiH+ +w,H,0 + zie- +X+7Y (5.2-2a)
For example, for Si = Cu20 one has

Cu=1/2Cu,0 + H¥ -1/2H,0 + ¢ (5.2-2b)
where VCu,i =1/2, hi =1, w,=- 1/2 and z,=1
Equation 5.2-2a may also be written as

0=uy ;S + BH + wH,0 + 26 + X +y,Y-M (5.2-3a)
In Equation 5.2-3a, all species participating in the reaction are written on one
side of the equation. When reactions are written in this common form, reactants
are conventionally assigned negative stoichiometric coefficients and products are
assigned positive stoichiometric coefficients. Notice that the term zie' is assigned
a positive coefficient in Equation 5.2-3a, which is an oxidation when z >0 and a
reduction when z < 0. In either case, the electron number and the valence of the
active redox element in S, are unambiguously given by the coefficient of the
electrons in the formation reaction.

Equation 5.2-2b, rewritten in the form of Equation 5.2-3a, becomes:

0=1/2Cu,0 + HY -1/2H,0 + ¢ - Cu (5.2-3b)
Notice that the coefficient of the ¢ term (+1), is equal to z; and to the valence of
copper in Cu20.

In most situations of practical interest, numerous species containing the
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active element are present. Let Xy be the number of atoms of active element in
one molecule of species §; (for Cuy0, ac, i= 2) and N. ; the number of moles of
species Si' A measure of the total number of electrons in such a system is obtained
by multiplying Equation 5.2-1 by aM,iN i and summing over all species:

T o ,iziNi =X aM,i(no -n,)N; (5.24)

L ayy % N, =N, 0 -Ne,t (5.2-5)
where Ne,t = EaM,iniNi is the total number of moles of electrons associated with
the active element in the system and N = EaM i N is the total number of
moles of electrons associated with the actlve element in the system if it were in
the elemental state. The sums in Equations 5.2—4 and 5.2-5 are over all species
containing the active element.

The total number of moles, BM,t’ of active element M in the system is just:

BM,t = E aM’iN- (5.2—6)

i
where the sum is taken over all species in the system that contain active redox

element M. The average electron number, z, of the system is defined as the atom

number average, i.e.,

N —N
&0 et (5.2-7)

By, ¢
Or alternately, using equations 5.2-5, 5.2—6 and 5.2-7
Z aM iZi N

z

(5.2-8)

zZ=s

B oay N
Equation 5.2-8 is an atom average. For example, if the system contained three
moles of Cu T and three moles of Cu®,
= [(1)(2)(3) + (1OE)BN/I(1)3) + (1)B3)] =1 (5-2-9)
For a system comprised entirely of 0.1 mole of Na20r207, the z for Cris:
2= (2)(6)(0.1)/(2)(0.1) = +6 (5.2-10)
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Numerically, z is a number average valence. However, thinking of z as a measure

of the number of electrons emphasizes that it is a conserved quantity.

5.2.3 Elementary Calculations Using Electron Numbers

The above measure of electron concentration permits the derivation of very
simple and useful relationships which describe electron conservation in complex
systems containing solid phases and an aqueous phase with many active redox
species. For example, consider the very common situation of a single solid phase,
S g in equilibrium with an aqueous phase containing a number of dissolved species,
Sk’ Equation 5.2-8 can be rewritten:

@y ZgNg + fq“M,kszk

zZ= (5.2—11)
aye N_ + ¥ o N
M,s" s aq M,k'k
For the aqueous phase alone
_ 2 oty (5.2-12)
z, =24 5.2-12
M B gy N
aq M,k 'k

The summations in Equations 5.2-11 and 5.2-12 are taken over all dissolved
species.
Equation 5.2-12 can be rewritten

z, qBM,a.q = i}an,kszk (5.2-13)

where BM aq is the total number of moles of active element M in the aqueous
b)
phase given by

where N k 18 the number of moles of species Sk' The total number of moles of

active element M in the solid phase is just
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BM,S = aM,st (5.2-15)
so using Equations 5.2-11 through 5.2-15, along with Equation 5.2-6, the
following equation can be obtained:

EBM,t = szM’s + ZanM’ aq (5.2-16)
Equation 5.2-16 is the expression that must be obeyed to insure conservation of
electrons in a redox system containing a solid phase and an aqueous phase. One
also has the conservation of atoms of active element, M. This is simply

BM,t = BM,s + BM,aq (5.2-17)
The two conservation laws embodied in Equations 5.2-16 and 5.2-17 can be used
to perform electron and atom balances on electron number diagrams; this will be
demonstrated later.

In the analysis of aqueous redox systems, the relationship between electron
number and the concentrations of the dissolved species containing the active
redox element is quite useful. Dividing both sides of Equation 5.2-14 by the total
mass of water in the system in kilograms, ) gives an expression relating the
total molal concentration of the active redox element, M] aq’ to the molal

concentrations of the dissolved species in the system:

M] aq = fan,k[sk] (5.2-18)
where [M], q: BM, a q/mH20 and [S,]=N k/mﬁgO' The average electron number
in the aqueous phase is obtained by dividing the top and bottom of the right hand
side of Equation 5.2—12 by my.0



66

oy 1 % [Sy]
M, k"k L Ok
z, =24 (5.2-19)
B ay 8,
aq !

5.3 Examples of Electron Number Diagrams
5.3.1 Computations

The redox equilibria were solved using the method of virtual species
described in Chapter 4. Ideal solutions, pure solid phases, a pressure of 1
atmosphere and a temperature of 25°C were assumed. The thermochemical data
used were chosen to facilitate comparison of the new diagrams with published
Pourbaix diagrams (Pourbaix, 1966; Wagman, et al., 1982). The species
considered in the calculations are listed in Table 5-1 unless otherwise indicated.

At any E and pH, the stable solid phase was determined by the phase
stability criterion described in Chapter 4. The equilibrium concentrations, [Sk]'
of all dissolved species, Sk’ in equilibrium with the stable solid phases were
computed using the methods of Chapter 4 (Angus and Angus, 1985; Angus, Lu
and Zappia, 1987).

5.3.2 Plotting Electron Number Diagrams

Pourbaix diagrams can be visualized as three—dimensional surfaces in
E/ pH/—loglOaM space, as described in Chapters 3 and 4. The transformed
diagrams, which could be represented in z/ pH/—logma.M space, are actually
represented in z/ pH/—logma;I space. The activity a.JI was defined in Equation
2.3-37. For simplicity, the % of all dissolved species i are generally assumed to
be equal to unity. With this assumption, 3'1:1 becomes equal to the total dissolved
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Table 5-1
Species Used to Calculate the Electron Number Diagrams
in Figures 5-3 Through 5-13

Aqueous Cu System: Species Included in Calculations

Solid Species
Cu Cu.20 CuOH
Cu(OH)2 CuO Cuy0,
CuCl CuCl2 CuCI2 -2H,0

CuCl, - 3Cu( OH),
Dissolved Species

Cut cu?t Cu022‘
HCuO,~ cudt Cu0,~
CuCl,~ cu0132‘ cuc1t

CuCI2
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Table 5-1 (continued)

Aqueous S System: Species Included in Calculations

Solid Species

S
Dissolved Species

52— HS™ H,S

5,04° HS,0," H,5,0,

50,% HSO," H,SO,

5% 537~ 54"

2— 2- -
Se 50, HSO,
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Table 5~1 (continued)

Aqueous Cr System: Species Included in Calculations

Solid Species
Cr Cr(OH), Cr(OH),
Cr203 CrO2 Cr03
Dissolved Species
cret crot crop?+
cr(om),* Cr(0H), Cr,(OH),**
5 - -
Cry(0H),°* Cr(OH), Cro,
3- 3- 2-
Cro, Cro, Cro,

- 9
HCrO, H,CrO, Cry0,
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concentration, [M] aq’ of active element M. The new diagrams are consequently
represented in z/ pH/—logw[M] aq SPace-

The three—dimensional nature of Pourbaix diagrams for aqueous systems
containing a single redox element was discussed in Chapter 3. Dimensionality is
preserved in the transformation to electron number diagrams, which must also be
three—dimensional. Three-dimensional electron number diagrams, constructed in
z/pH /--logm[M]a q SPace, are shown for the aqueous copper system in Figure 5-1
and for the aqueous sulfur system in Figure 5-2. These diagrams can be compared
with the three-dimensional Pourbaix diagrams in Figures 3—2 and 3-3, which
were calculated using the same species. Figures 5-1 and 5-2 actually show the
surface representing the aqueous phase in equilibrium with the stable solid phases
in a system. For example, each point on the equilibrium surface in Figure 52 is
in equilibrium with solid S, for which z = 0.

The three principal axes (E, pH and -log;4a ) of Pourbaix diagrams are
measures of chemical potentials, which must be equal in all phases at equilibrium.
However, phases in equilibrium generally have different values of z. Thus,
projections of the three-dimensional electron number figure, onto the z/pH plane
for example, are not simple to produce or interpret. It is much more instructive to
plot intersections of the three~dimensional figure with planes of constant pH,
Iogm[M]aq or z.

Examples of intersections with planes of constant pH for the copper, sulfur,
chromium and uranium systems are shown in Figures 5-3 through 5-14. It should
be emphasized that these diagrams are computed and presented for illustration
and for comparison with existing Pourbaix diagrams. The iniersections of the

three~dimensional electron number figure for the aqueous sulfur system with
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Figure 5-1 Three-dimensional electron number diagram for the aqueous
copper system. The surface shows the electron number of the aqueous
phase in equilibrium with stable copper—containing solids. The solids
in parentheses are in equilibrium with the designated sections of the

aqueous surface.
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Figure 5-2 Three—dimensional electron number diagram for the aqueous
sulfur system. The surface shows the electron number of the aqueous

phase in equilibrium with solid S (z = 0).
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Figure 5-3 Electron number diagram for the aqueous copper system at
PH = 0. Equilibrium line of a solution ([Cu] aq= 1078 molal) with
solid Cu is shown along line ABC. Evaporation trajectory at
constant z = 1.75 is shown along the line DE.
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Figure 54 Electron number diagram for the aqueous copper system at

PH = 6. Note the peritectic reaction between Cu, Cu20 and the
aqueous phase along the line FGH.
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Figure 5-5 Electron number diagram for the aqueous copper system at

pH = 8.81. Note the eutectic reaction between Cu20, the aqueous
phase and CuO along the line K.
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Electron number diagram for the aqueous copper system at

PH = 10. Detail of electron number diagram near z = 2. Note the

congruent type dissolution of CuO at point L and the eutectic type

reaction between Cu20, the aqueous phase and CuO.
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Figure 5-7 Electron number diagram for the aqueous copper system at

pH = 14. Constant potential lines are shown.
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Figure 5-8 Electron number diagram for the aqueous Cu—Cl™ system at
PH =6 and [CI" ] = 0.01m. Evaporation of a solution with z = 1.5 at
constant pH and z follows the line MN. Solid Cu20 precipitates out at
point N.
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Figure 5-9 Electron number diagram for the aqueous Cu-Cl™ system at
PH =6 and [Cl" ] = 1.0m. The evaporation trajectory along a path of
constant z = 1.5 is shown along line PQS. The final equilibrium state
is along the line RST. The trajectory followed during electroplating of
a solution with original concentration of 0.01 molal dissolved copper is
shown along the line UVW.
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Figure 5-10 Electron number diagram for the aqueous sulfur system at
pH = 4. The mixing of equal amounts of 0.01 molal solutions of S2~
(point A) and 8032- (point C) to give a mixing point of B is
illustrated. Because of precipitation of solid sulfur, the final system
point moves to E. In the final equilibrium state, a two—phase system

exists along line DEF.
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Figure 5-11 Electron number diagram for the aqueous sulfur system at
pH = 7. (Bisulfate and sulfate ions are not included in the calculation.)
The mixing of 0.1 molal solutions of $2~ (point G) and 5032' (point I)
in the ratio of 2/1 to give a mixing point at H with z = 0 is shown.
Because of the requirement that the solution have Zaq = (0, the

final state of the solution is at point J.
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Figure 5-12a  Electron number diagram for the aqueous sulfur system at

pH = 8. (Bisulfate and sulfate ions are not included in the calculation.)
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Figure 5-12b  Electron number diagram for the aqueous sulfur system at
PH = 8. (Bisulfate and sulfate ions are included in the calculation.)

Note the greatly increased solubility of sulfur compared to that shown
in Figure 5-12a.
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Figure 5-13 Electron number diagram for the aqueous chromium system at

PH = 4. Evaporation trajectory of a solution held at 0.885V (=.07ppm
O, in N,) is shown along the line CMN.
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Figure 5-14 Electron number diagram for the aqueous uranium system at

pH=4.
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planes of constant z are shown in Figures 5-15 and 5-16. Finally, intersections of
the three—dimensional electron number figure for the aqueous copper system with
planes of constant —logm[Cu] aq 3¢ shown in Figures 5-17 and 5-18.
Non-idealities in the solution and the presence of species not considered in
the calculations will cause the diagrams, computed with the assumption of ideal
solution behavior, to differ from experimentally determined diagrams. In Figures
5-3 through 5-7, the counter ions were assumed to form no insoluble salts or
complexes with any of the active ions present. This assumption, commonly used
in constructing Pourbaix diagrams, may be relaxed if desired. For example, in
Figures 5-8 and 5-9, the reactive ion Cl~ is present and complexes, e.g., CuCl+,
and insoluble chloride compounds, e.g., CuCl2, were considered in the
calculations. The diagrams for sulfur shown in Figures 5-10, 5-11 and 5-12a were
constructed without considering the presence of sulfates or bisulfates. However,

the sulfur diagram shown in Figure 5-12b does include sulfate and bisulfate ions.

5.3.3 Examples of -log, ,[M], q Versus z Diagrams

Intersections of the three-dimensional figure with planes of constant pH
give two—dimensional diagrams of —log, 4[M] aq Versus z. Ininterpreting the
-loglO[M] aq Versus z diagrams, note that the total dissolved concentration of
active redox element, [M] aq’ increases as one moves downward on the diagram.
Furthermore, keep in mind that an aqueous phase is present at all accessible
points on the diagram, including those points where vertical lines indicate the
presence of one of the solid phases.

The three types of regions that can appear on —log,,[M], q versus z

diagrams are shown in Figure 5-5, an electron number diagram for the aqueous
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—log, (8], e pH diagram for the aqueous sulfur system at
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Figure 5-16

The effect of activity coefficients on calculated sulfur solubility
as a function of pH. Both the ideal solution and activity coefficient

curves are drawn for Za q= 1. The activity coefficents were calculated
using the Davies Equation.
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Figure 5-17 7 vs. pH diagram for the aqueous copper system at

—logm[Cu]a q= 8. In the two—phase regions, note that the tie-lines, if
drawn, would be vertical.
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Figure 5-18 z vs. pH diagram for the aqueous copper system at

-log,,[Cu] aq = 2. In the two—phase regions, note that the tie-lines, if
drawn, would be vertical.



91

copper system at pH = 8.81. In the single-phase aqueous region, copper is present
only in dissolved species. In a two—phase region, solid Cu20 exists in equilibrium
with an aqueous phase containing dissolved copper; two—phase regions also exist
for the solids CuO and Cu. Along the lowest lying lines, three phases coexist in
equilibrium. For example, along line IJK, solids Cu,0 (point I, z = 1) and CuO
(point K, z = 2) exist in equilibrium with an aqueous phase (point J, z ~ 1.56) at
—loglo[Cu] aq® 9.3. In the inaccessible region below the three—phase lines,
solubility limits would be exceeded and the aqueous copper system can not exist
in equilibrium.

The three-dimensional potential-pH diagram for the aqueous copper
system (shown in Figure 3-2) consists of a two—phase surface which divides space
into an aqueous region and an inaccessible region. An intersection of this figure
with a plane of constant pH would give a diagram consisting of two—phase lines
(associated with the various solids) separating the aqueous region from the
inaccessible region. In diagrams of —loglo[M] aq Versus z, two—phase regions
(associated with the various solids) separate the aqueous region from the
inaccessible region. This difference results from the fact that phases in
equilibrium are at the same electrochemical potential, but the electron numbers of
phases in equilibrium are not generally equal.

Consider an aqueous copper system at pH = 0, shown in Figure 5-3ona
diagram of -logm[Cu] aq VeTSuS z. Line ABC shows the equilibrium between solid
elemental copper and a solution with a total dissolved copper concentration of
10 %m. The relative amounts of solid Cu (point A, z = 0) and copper in dissolved
species (point C, z ~ 1.44) in the system determine the average electron number, z,

of the system and thus fix the system point on line ABC.
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The strong resemblance of the —og, ,[M], q Versus z diagrams to
conventional metallurgical phase diagrams is most striking. The diagrams show
features closely analogous to peritectic reactions, eutectics and congruently
melting compounds. For example, Figure 54 shows a "peritectic" type reaction
along the line FGH where Cu, 0 disproportionates into elemental Cu® and a
solution of slightly greater than 10_7 molal total dissolved copper. Figure 5-5
shows the presence of a "eutectic" type reaction along the line ITK where Cu20,
CuO and the aqueous phase are in equilibrium. In Figure 56, which is a detail of
the region near z = 2 for pH = 10, CuO dissolves "congruently" at point L.

The influence of complexing ions, e.g., C1”, can easily be displayed.
Compare, for example, Figures 54, 5-8 and 5-9. Each is for the copper system at
pH = 6. However, Figure 5-8 is for a CI™ concentration of 0.01 molal and Figure
5-9 for a CI” concentration of 1.0 molal. The greatly increased solubility and the
greater stability range of the complex compound, CuCl2 -3Cu( OH)2, at the higher
chloride ion concentrations are clearly shown.

Diagrams for the sulfur system are shown in Figures 5-10, 5-11 and 5-12.
The large two—phase region where solid sulfur coexists with the aqueous phase is
visible in each diagram. In Figure 5-10, a minimum solubility of slightly less than
10'4 molal of total dissolved sulfur is indicated. Note also that in the two—phase
region the potential undergoes a discontinuous change at z = 0. Figures 5-10,
5-11 and 5-12a were constructed without consideration of sulfate and bisulfate
species. (In some circumstances it has been reported that the formation of these
ions is so siuggish that the experimental solubilities are most accurately described
without including them in the equilibrium calculations (Peters, 1976).) Inclusion
of SO 42' and HSO 4"ions greatly increases the solubility. (See Figure 5~12b in
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which the sulfate and bisulfate jons were included. )

The close resemblance between the —log, ,[M] aq Versus z plots and
conventional metallurgical phase diagrams is not simply fortuitous. The basic
geometric features of both are fixed by the requirements of the phase rule.
Furthermore, the features in both types of diagrams arise from the various
possible types of intersections of solubility curves.

In the following discussions, the term "electron number diagrams" will refer

to diagrams of —logm[M]a o Versus z at fixed pH, unless otherwise stated.

5.3.4 Constant Potential Lines

The main purpose of this description of electron number diagzams is to focus
on the phase and solubility relationships. Consequently, to avoid cluttering the
diagrams, constant potential lines were not cross plotted on all of the figures. Ina
comprehensive study of a particular system, it would be useful to include closely
spaced constant potential lines. Representative constant potential lines relative
to the standard hydrogen electrode are shown on Figures 5-3, 5-7, 5-10, 511,
5—12a, 5-12b and 5-13.

From the phase rule analysis in Chapter 2.2, the maximum number of
degrees of freedom in an aqueous system containing one active redox element (at
fixed activities of any additional components X and Y)is three. On an electron
number diagram, at fixed pH, this maximum is reduced to two. Therefore, in a
single-phase aqueous region on an electron number diagram, E and -logm[M] aq
may be chosen independently, i.e., there are two remaining degrees of freedom. In
a two—phase region (solid plus aqueous) one degree of freedom is lost and the lines

of constant E and —log,4[M] aq Tust be identically coincident. In other words, in
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the two-phase regions, fixing E fixes —loglO[M]a q and vice versa.

As shown in Chapter 2, the Nernst relationships between E and the
activities of redox species are preserved at all points on electron number diagrams.

It can be shown that for an ideal solution at fixed pH and 7, E is
independent of total concentration, [M] aq’ if UM k= 1 for all species. Similarly,
for ideal solutions at fixed z and [M] aq’ E is independent of pH if b = 0 for all
species. If both Ok = 1and hk = 0 for all species, the constant potential
surfaces are sheets parallel to the constant z planes.

Examples of this behavior can be seen on the computed diagrams. For the
copper system Ay k = 1 for all dissolved species. Therefore, on Figures 5-3 and
5—T7 the constant potential lines are coincident with the constant z lines in the
single—phase aqueous regions. (If the solutions were not assumed to be ideal, the
lines would not be exactly coincident.) On the other hand, in the sulfur system
the thiosulfate species, $,0,°", HS,0,~ and H,S,0, with ag =2, and
polysulfides with aS,k =2, 3,4 and 5, are important and the constant potential
lines are not parallel to the lines of constant z, even though the calculations
assume ideal solutions. (See Figures 5-10, 5-11, 5-12a and 5-12b.) Similarly, in
the chromium system, species such as Cr2072_ are important and the constant
potential lines in the single—phase aqueous region are curved. (See Figure 5-13.)

As a solution becomes more dilute, species with o k= 1 become
thermodynamically favored over species with Nk > 1. Consequently, if the
solution is diluted sufficiently, the species with aM,k = 1 become dominant and
the constant potential lines become parallel to the lines of constant z. This effect,
which is exactly analogous to the dissociation of dimers in a g.as phase as the

pressure is lowered, is shown clearly in Figure 5-13.
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5.3.5 Lines of Constant Gas Pressure
Lines of constant oxygen and hydrogen partial pressure could also have been
cross plotted on electron number diagrams. For the formation of oxygen,
2H,0 =0,(g) +4HT +4 ¢~ (5.3-1)
the relationship between E, pH and Po, is given by
E (V) = 1.229 - 0.0592 pH +0.0149 log PO4(g) (5.3-2)
For the formation of hydrogen,
2HY +2¢7=Hyg) (5.3-3)
the relationship between E, pH and PH, is given by
E (V) = -0.0592 pH - 0.0296 log PH,(g) (5.34)
Ona —logm[M]aq versus z plot, pH is fixed, so constant PO, and PH, lines
are coincident with the constant potential lines. For example, on Figure 5-3,
which is drawn for pH = 0, the P, = 1 atm line would be coincident with the E =
0 line. It should be noted, parenthetically, that some of the regions shown in the
figures correspond to unrealistically large pressures of oxygen or hydrogen. For
example, the equilibrium partial pressure of O2 in equilibrium with Cu203 and
H2O is unrealistically large. These regions are included to facilitate comparison
with published Pourbaix diagrams.
The gas pressures are those required to prevent the reduction or oxidation of
water. Lines for Po,= 1 atm and PH, = 1 atm are often shown on conventional

potential-pH diagrams as the "water stability lines."

5.3.6 Examples of -log, ,[M] aq Versus pH Diagrams
Intersections of the three-~dimensional electron number equilibrium figure

with planes of constant average electron number, z, also produce interesting
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diagrams. Figure 5-15 shows the intersection of the sulfur equilibrium surface
from Figure 5-2 with the z = -1 plane. Along the two—phase line, solid sulfur
(zS = 0) coexists with an aqueous phase containing sulfur with an average
electron number of negative one (an =-1). A single aqueous phase, containing
dissolved sulfur species with ;a q= -1, exists above the two—phase line, i.e., at
lower dissolved sulfur concentrations. Below the two—phase line, solid sulfur is in
equilibrium with an aqueous phase containing dissolved sulfur species for which
Za. q< —1. This can be seen in Figure 5-2. At each point in this two—phase region
below the equilibrium line, fixed relative amounts of sulfur in the solid and
aqueous phase are required to satisfy the constraint z = —1. This ratio can be
determined using Equation 5.2~16. Further examples of —log,[M], q versus pH
diagrams for the aqueous sulfur system apppear in Chapter 6.

Diagrams of —logm[M] aq VeIsus PH must be calculated iteratively, even in

the case of ideal solutions.

5.3.7 Examples of z versus pH Diagrams

Intersections of the three—dimensional electron number figure with planes of
constant -log, ,[M] aq produce diagrams like those shown in Figures 5-17 and
5-18. Figure 5-17 shows a z versus pH diagram for the aqueous copper system
from Figure 5-1 at —log, ,[Cu] = 8. Note the similarities to —log, ,[M], q versus z
diagrams. The z versus pH diagram consists of single-phase, two—phase and
inaccessible regions. In the two—phase regions, tie-lines, if drawn, coincide with
constant pH lines. Vertical three—phase lines appear on Z versus pH diagrams.
For example, at pH =7.75, Cu20 (z = 1), CuO (z = 2) and an aqueous phase

(z = 1.70) coexist in equilibrium.



97

Figure 5-18 shows a z versus pH diagram for the aqueous copper system
from Figure 5-1 at —log, ;[Cu] = 2. At all accessible values of pH on Z versus pH
diagrams, a single~phase aqueous region exists. In Figure 5~18, the single-phase
aqueous region exists over a very narrow range of electron number near z = 2 for
0 < pH <4.8. A similar, narrow single-phase aqueous region exists in Figure 5-17
at high pH.

Diagrams of z versus pH must be calculated iteratively, even in the case of

ideal solutions.

5.4 Use of Electron Number Diagrams
5.4.1 Material Balances on Electron Number Diagrams

Consider a two—phase system comprised of N g Bram moles of a solid phase
and an aqueous phase containing N, gram moles each of the several dissolved
species Mk' From Equations 5.2-11, 5.2-13, 5.2-14 and 5.2-15, the total overall z

of this two—phase system is:

Z= (5.4-1)
BM , S + BM,aq
Multiply both sides of Equation 5.4-1 by BM st BM aq and then divide by

BM, aq to obtain
B B Z
E[—Mzs— +1 =—Mz§i+5aq (5.4-2)
BM,aq BM,atq

Equation 5.4-2 can be immediately rearranged to give:

zZ - za.q _ BM,s

Z; ~ 2z BM, aq
Equation 5.4-3 is the algebraic statement of the so—called "inverse lever arm

(5.4-3)
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rule." In other words, the right hand side of Equation 5.4-3 is just the ratio of the
amount of active element in the system that resides in the solid phase to the
amount of active element that is in the aqueous phase. Geometrically, on an
electron number diagram, the left hand side of Equation 5.4-3 is the ratio of the
horizontal distance between z and 'ia 1 to the distance between zg and z. Equation
5.4-3 may be converted to another useful form by adding 1 to both sides,
multiplying through and using Equation 5.2-17. One finds

z —

Zg — 2 BM,a.q

where By ¢ 18 the total number of gram atoms of active element M in the system.

Equation 5.4—4 may be further reduced to a form which is sometimes more

convenient for use with the electron number diagrams by using the relationship:

BM,aq = mHgO[M]aq (5.4-5)
Equation 5.4—4 becomes
57 "ag _ Pu,e (5.4-6)

2, - z mH2O[M]a.q
An example of the use of the inverse lever arm rule on electron number
diagrams is shown in Figure 5-3. The line segment ABC represents the
equilibrium between solid elemental Cu® and dissolved copper. For the case
shown, point B corresponds to the situation where there are twice as many moles

of copper in the solution as in the solid phase, ie., AB/BC=2.

5.4.2 Electron Balances on Electron Number Diagrams
The trajectories followed when electrons are introduced into a system, e.g.,

in electro—reduction or electroplating operations, may be followed on electron
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number diagrams. Consider the situation where electrons are added to the system
of active redox species through an inert electrode. Only ore active redox element,
e.g., copper, is assumed to be present.

The overall electron number, z, is very simply related to the number of
electrons through Equation 5.2-7. If the total number of moles of active element
is constant, the relationship between changes in z and N et is

-_TANg, ,
Az=— " (5.4-7)

Byt
If only an aqueous phase is present, the trajectory followed when electrons are

added to the system is simply a horizontal line at constant [M] aq’ However, a
more interesting situation occurs when a solid phase is electrodeposited. The
trajectory in this case can be obtained by using Equation 5.4-6 in the form

3 Z, -2 BM, t
M, = =

aq zZ, -z m
8 aq H,0

where BM ¢ is the total number of moles of active element in both the aqueous

] (5.4-8)

and solid phases, and mg.0 is the mass of the water in kilograms. During
electrodeposition BM t and my.0 remain constant. Equation 5.4-8 therefore is

an algebraic equation relating [M] aq’ zand z, . during electrodeposition. As

electrons are added to the system, changes in ;are given by Equation 5.4~7. The
third relationship between the variables is given by the solubility curve (IM], q
versus ;a q) on the electron number diagram. The trajectory, i.e., the path of
(M] aq Versus z, on the electron number diagram may therefore be determined.

An example of the trajectory followed during the electroplating of a solution
with an initial concentration of [Cu]a q= 0.01 molal is shown in Figure 5-9 as

curve UVW.
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5.4.3 Concentration or Dilution Trajectories at Constant z

Consider a system of chemically reacting species undergoing redox
transitions. If no electrons are added or subtracted by means of an external
system, then no matter what arbitrary redox transitions take place, the electrons
lost by one species must be gained by other species in the system. A knowledge of
initial composition fixes z, which remains unchanged if no electrons are added or
removed. In other words, any process not involving electron transfer to or from
the system must lie in the constant z plane.

For example, consider a solution at pH = 0 comprised of 0.75 x 10_6 molal
Cutt and 0.25x 10'6 molal Cut. The total concentration of dissolved copper,
[Cu] aq’ is 107 molal. The average electron number of the copper is computed
from Equation 5.2-19 and found to be 1.75. The initial conditions place the
system at point D in Figure 5-3. This point lies on the 0.185V equipotential line.
If no electrons are transferred to or from the system of the copper species, the
electron number remains constant. For example, this means that no oxidation or
reduction of the solvent (H20) by the copper species or no electrolysis involving
the copper species takes place. Therefore, if H20 is removed at constant pH, the
operating point moves vertically downward on Figure 5-3. When the
concentration reaches 10_5 molal, i.e., point E on the diagram, solid Cu° starts to

precipitate out.

5.4.4 Concentration or Dilution Trajectories at Constant E
There are situations in which a system may be held at constant E rather
than z. For example, evaporation of a well buffered body of water in equilibrium

with air will follow a trajectory of (approximately) constant pH and E. This
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trajectory is easily followed by following the appropriate constant potential line
on a —logm[M] aq Versus z diagram. In general, the z will change during this
process because the system is maintained in contact with a source/sink of
electrons at constant potential. For example, consider the chromium system held
at pH = 4 shown in Figure 5-13. Assume the solution is in equilibrium with an
inert gas phase at atmospheric pressure containing approximately 0.07 ppm of 02.
At pH = 4, this corrosponds to a potential of 0.885V. The evaporation trajectory
will follow the E = 0.885V line from L to M to N. At point M solid Cr203 starts
to precipitate and further evaporation leads one horizontally along the constant
potential line until point N is reached. Systems with an average electron number

of less than 3 can not coexist with a gas phase of this composition.

5.4.5 Precipitation of Solid Phases

The diagrams clearly show under what conditions a solid phase may form
directly by evaporation. For example, consider Figures 5-8 and 5-9 which are
drawn for the copper system at a pH of 6 and chloride ion concentrations of 0.01
molal and 1.00 molal respectively. Consider a solution made up by mixing
equimolar amounts of 10_6 molal cupric and cuprous solutions. From Equation
5.2-19, the value of z will be 1.5. The total copper concentration, [Cu]a ¢ will be
10_6 molal. It is assumed that the concentration of chloride ion is 0.01 molal.
The initial condition is therefore point M on Figure 5-8. When this solution is
evaporated at constant pH and z, the operating point follows a vertical line
downward. When point N is reached, a solid phase, Cu20, starts to precipitate.

However, when the same process is followed with a solution containing 1 molal

chloride ion, a different solid phase, CuCI2-3Cu(OH)2, precipitates. This is
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shown as line PQ on Figure 5-9.

Furthermore, if the evaporation process shown on Figure 5-9 is continued,
more solid CuCl2 . 3Cu(OI-I)2 precipitates and the solution composition moves
along the solubility curve. The relative amounts of copper in the solid and
aqueous phases can be obtained by application of tke lever arm rule embodied in
Equation 5.4-3. For example, when the concentration reaches 10'3 molal, the
equilibrium is described by line RST on Figure 5-9. The ratio of copper present in
the solid CuCl2- 3Cu(OH)2 to the copper present in the solution is given by the
ratio of the line segments RS/ST.

5.4.6 Mixing Processes

Consider Figure 5-10. The mixing of 0.01 molal solutions of Na2SO3
(zi = +4, point C) and N. 58 (zi = -2, point A) at a pH of 4 is illustrated. The
amount of the solutions is chosen so that 0.02 mole of Na2SO3 and 0.02 mole of
N; azs are mixed. The mixing point in this case is exactly half way between A and
C at point B, which is within the two—phase envelope. The average electron
number, z, is 1.0. i.e., the final point after mixing and precipitation of sulfur lies
somewhere along the line z = 1. The final concentration and relative amounts of
sulfur present as solid sulfur and in the solution phase can be obtained by a mole
balance on the sulfur. This is most easily done algebraically rather than
graphically because of the non-linear concentration scale. The sulfur mole
balance can be written:

Bg g+ Bg aq=( NNa,s + NNa,50, Jinitial (5.4-9a)

Bg g+ Bgaq = 0.02+0.02 (5.4-9b)
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Bg g+ mH20[s1aq = 0.04 (5.4-9c¢)

where BS,s is the number of moles of solid sulfur formed, BS, aq is the total
number of moles of sulfur remaining in the aqueous phase and My s the mass
of water, in this case 4 kilograms. Another equation relating the variables is
obtained from Equations 5.4-3 and 5.4-5.

B z -1z
5,8 ___Taq (5.4-10)

mH20[S]aq g - 2

Since, in this case, z = 1 and g = 0, Equation 5.4-10 reduces to
BS ] =
——=17 -1 (5.4-11)
mg o8] 1
H 9 Ot%laq

Another relationship between [S] aq and ;a a is given by the solubility curve of
Figure 5-10. A point on this solubility curve which satisfies both Equation 5.4-9c¢
and Equation 5.4-11 may be found by trial and error. The values of the three
may be determined in this manner. In the present

variables BS,s’ [S],, and z,

aq q
situation it is easily shown that one half of the total sulfur precipitates as solid
sulfur (BS s = 0.02 moles) and the solution concentration moves to point F on the

= 2. The final equilibrium state is shown by the line DEF..

diagram, Z2q
A special case occurs when the Na2SO3 and Nazs solutions are mixed in a
molar ratio of 1 to 2. From Equation 5.2-19, one finds that in this situation the
overall z is zero. Therefore, since the z of the solid phase (elemental sulfur) is
zero, it follows directly from Equation 5.2-16 that the z of the aqueous phase must
also be 0. The process may be illustrated graphically on Figure 5-11. It is
assumed the process is done at pH = 7 and the initial concentrations of Na2SO3
and Na2$ were 0.1 molal. The initial electron balance is shown by the line GHI.
Graphically the mixing point H is determined by the condition that HI/GH =2.
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From Figure 5-11 the final state of the solution must be at point J, i.e., the only
point on the solubility curve where ;a.q = 0. The final concentration of sulfur in
the aqueous phase is slightly greater than 10—2 molal and the potential is
approximately —0.20V. About 90% of the sulfur has been precipitated. Physically
this process is dominated by overall stoichiometric reactions of the Claus type,
e.g.,

2HS™ + HSO, + 3HY =35 + 38,0 (5.4-12)
The residual solubility arises not only from unreacted ions with 2z =-2and +4,
but also from the presence of thiosulfates and polysulfides. Because of the

conditions imposed upon the system, the remaining ions must be present in such

amounts that thez__ is 0.
unts tha Zaq

5.4.7 Precipitation of Solids at Constant z and Variable pH

Diagrams of -log, o[M], o ersus pH at constant z are of use in predicting the
formation of solids in cases where z is constant but pH is changing. The
acidification or basification of a solution of known electron number and
concentration appears as a horizontal line on a —log,; ;[M] aq Versus pH diagram.
Such trajectories can be used to predict the onset of solid formation or the nature
of the solids formed when the pH of a system in changed. For example, according
to Figure 5-15, a basic 0.01 molal aqueous sulfur solution at ;a. Q= -1 should,
upon acidification, begin to form solid sulfur near pH = 7.5. Furthermore, these
diagrams can be used to analyze evaporation processes at constant z, if the

pH—concentration relationship for the system of interest is known.
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5.5 Discussion
5.5.1 Relationship Between E and z

The relationship between E and Z can be described in terms of con jugate
thermodynamic variables. Examples of con jugate thermodynamic variables
include pressure and volume, temperature and entropy, and chemical potential
and mole number. The relationship between the Gibbs free energy of a system
(G), the chemical potential of a species i ("i) and the mole number of species i ( "’1)
is given by

3G
= 5.5-1
g [7’71] TPy (5:5-1)

where the partial derivative is evaluated at constant temperature, pressure and
mole numbers of all species except i. The definition in Equation 5.5-1 is normally
applied to chemical species.

The thermodynamic system of interest consists of all species containing a
single active redox element M. Electrons may be added to, removed from or
exchanged among species containing the active redox element. The other
components of the system (H+, H,0, X and Y) are treated as purely chemical
species which are forbidden to undergo redox transitions. By analogy to Equation
5.5-1, the chemical potential of electrons in the thermodynamic system of interest
is given by:

Ho-= [n—] (5.5-2)
et T,P,n#e-

where N et is the total number of moles of electrons associated with the active
?

redox element in the system and the partial derivative is evaluated at constant

temperature, pressure and mole numbers of all system components except

electrons. Thus, Bo- and N o.t AT€ thermodynamic conjugate variables.
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Ne t and Bo- Ca1 be related to more convenient variables. The chemical
?

potential of electrons is related to the potential E by

#o-=—FE (5.5-3)
The relationship between N, and z was given in Equation 5.2-7.
N —N
z=-%0___ &t (5.2-7)
Byt

This is analogous to the replacement of the number of moles of a chemical species

with a more convenient measure of composition, the mole fraction.

5.5.2 The Relationship Between Electron Number Diagrams and Prior Diagrams
Pourbaix diagrams are three-dimensional surfaces in E/pH/ —og; 2y
space. An electron number diagram is a transformation of that surface obtained
by replacing the potential, E, with the electron number, z. The potential, E,is a
measure of the chemical potential of the electrons and z is a measure of the
number of electrons; Ho- and Ne,t are conjugate thermodynamic variables just as
pressure and volume are conjugate thermodynamic variables. Therefore, the
transformation from E/ pH/—logmaM space to z/ pH/—logmaM space has special
properties. In particular, a single point that represents two (or three) phases in
equilibrium in E/pH/—logma.M space is transformed into two (or three) separate
points in Z/pH/—logloaM space. This is because the chemical potential of
electrons is the same in phases in equilibrium, but the electron number 7 is
generally different in the different phases. Similarly, large regions on a Pourbaix
surface, which correspond to a single solid phase at different potentials, are
transformed into a point. The transformation, in effect, turns a Pourbaix diagram

"inside out".
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For example, consider the aqueous uranium system shown in a Pourbaix
diagram in Figure 4-1 and in an electron number diagram at pH = 4 in Figure
5-14. The equilibrium between U (z =0), U0, (z = 4) and uranium in the
aqueous phase (z = 3) at pH = 4 appears as a line near —logm[U]a q= 2o0n the
electron number diagram; this same equilibrium appears as a point on the
Pourbaix diagram at pH = 4. Conversely, the equilibrium between
U02(OH)2- H20 and the aqueous phase at pH = 4 appears as a line on the
Pourbaix diagram. However, the two—phase region associated with
UO2(0H)2-H2O and the aqueous phase at pH = 4 on the electron number
diagram is nearly reduced to a point.

Electron number diagrams are also related to the free energy—oxidation
state diagrams proposed by Frost over thirty years ago (1951). Frost diagrams
are a variant of the free energy—composition diagrams widely used in metallurgy.
Frost diagrams, which have been further developed by Mueller (1969), are not
widely known and have found little application although they have appeared in
several text books as a pedagogical device (Phillips and Williams, 1965; Gray and
Haight, 1967). They are related to the present work in the implicit use of average

valence as a measure of electron concentration and in the stability criterion used.

5.5.3 Phase Behavior

The diagrams provide a very convenient means of displaying various types
of phase behavior in multi—phase redox systems. For example, being able to
determine whether a solid dissolves congruently or incongruently can be of value
in synthetic procedures or in determining a possible sequence of events in the

formation of evaporites in geological processes. (The importance of congruent and
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incongruent melting behavior of solids is well known and well understood.)

The diagrams also illustrate other phase behavior that may be of
importance in certain circumstances. For example, consider the sulfur diagrams
shown in Figures 5-10, 5-11, 5-12a and 5-12b. I solid sulfur is partially dissolved
in an aqueous medium, the composition of the aqueous phase and the potential
will depend remarkably on whether the original aqueous solution was completely
deoxygenated or not. For example, if the original aqueous solution contained
significant quantities of dissolved oxygen, the final solution would lie along the
oxidizing leg of the two—phase envelope, e.g., along line JK in Figure 5-11. On
the other hand, if the original aqueous solution were reducing, the final solution
would lie along the reducing leg, JG. Relatively small differences in the state of
the original solution can have result in striking differences in the final state of the

system.

5.5.4 Solubility Curves

The value of [M] aq in equilibrium with a solid phase, M., is a measure of the
solubility of the solid phase. The lines of —log, o[M], o Versus z at constant pH
show the solubility of the active element as a function of the overall oxidation
state of the system. The slopes of these solubility curves must follow certain rules
which can be obtained using results from Chapter 2.

First, consider the intersection of two solubility curves, for example, at
point H on Figure 5—4. At the point of the intersection, the chemical potential,
v of the active element in the aqueous phase and the two solid phases, u and v,

must be equal.
Mu = M,y = #M,aq (5.5-4)
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Furthermore, at points just removed from the intersection, the stable solid phase
will be the one with the lowest value of 4 ¢. Since the concentration of active
element in equilibrium with solid phases increases with B the stable phase will
have the lowest value of [M] aq’ On an electron number diagram, therefore, the
solubility curve of the stable phase will lie above (lower [M] a.q) the extension of
the solubility curve of the other solid phase. For example, in Figure 54 if the
Cuy0 [aqueous solubility line were extended to the left of point H, it would lie
below the Cu/aqueous solubility line. (The above arguments are strictly true for
the total activity of the dissolved active element, aM.)

The solubility curves must be considered as unrealistic for the lower

-8 molal. At these low concentrations the

concentrations shown, e.g., [M],, q< 10
true equilibrium will be usually determined by other impurity ions. The
solubility curves are extended into this range to show the general form and
structure of the diagrams.

A detailed analysis of the slopes of the solubility curves for ideal solutions is
given in the Appendix B. The results of the analysis can be of help in interpreting
experimentally observed phase behavior and are also of value in checking

computed diagrams.

5.5.5 Unusual Features on the Diagrams

Although the basic geometry of the diagrams is closely reminiscent of
conventional metallurgical T—-x diagrams, the relative scale of the features can be
very different. This was already seen in Figure 5-6 in which the eutectic point
appears very close to the solid compound CuO.

Another unusual feature is the existence of double "eutectics." See
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Figure 5—4. There are two "eutectics," i.e., Cu20/ CuO and CuO/ Cu203, each in
equilibrium with an aqueous phase with virtually the same total dissolved copper
concentration. The two "eutectic" lines have very different potentials however.
The explanation of this phenomenon is most easily understood by consideration of
Equation 2.3-28, which gives the activity of any dissolved species, S @ in
equilibrium with two solids, Su and S v Equations 2.3-28 and 2.3-41 can be

combined for the special case of z 4 = 2, to give:

(4179) ™ = exp {(Bp)ay(ES - Q) + (1 10)(hy ~ b )(pH)

- (xd - xu)ln ay - (v d- yu)ln aY} (5.5-5)
Neither the potential E nor any properties of solid S, appear in Equation 5.5-5.
Therefore, the activity, ([S al 19 VM’d, of any dissolved species for which z 4=y
is independent of E and the properties of solid Sv. (For ideal solutions the
concentration [S 4l will be independent of E.) If the dissolved species S q1s the
dominant species in the solution, then the total activity of the active element will
be essentially independent of E. In the double "eutectic” in Figure 54 the
aqueous phase is dominated by ions with z q =12 and each eutectic contains

CuO, with z, = +2.

5.5.6 Experimental Diagrams

The figures shown here were all obtained by computation using the
thermodynamic data from standard sources (Pourbaix, 1966; Wagman, et al.,
1982). It should be emphasized, however, that the new representation may be of
most value in displaying experimentally determined redox phase equilibria. The
simple relationship between the diagrams and experimentally determined

quantities makes this a particularly attractive procedure. For example, z can be
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determined by initial weighing in of known compounds. Measured amounts of
water can be added to the system and the potential monitored. Sharp breaks in
the potential versus concentration curve will indicate the phase boundaries,
somewhat analogous to the use of cooling curves to find phase boundaries in T—x

diagrams.

5.5.7 Computed Diagrams

Computed diagrams may find considerable utility in exploring ranges of
compositions not easily accessible to experiment. One example where these
methods may be of value is in the study of systems where a number of possible
oxide phases can exist and where the solubilities are extremely low and difficult to
measure. Systems comprised of uranium oxides in contact with water are a case
in point. An electron number diagram for the aqueous uranium system at pH =4
is shown in Figure 5~14. Of course, to be of greatest value the calculations must

incorporate the effect of non-idealities in the aqueous phase.

5.5.8 Systems with Two Active Elements

Systems with two or more active redox elements, e.g., Cu and Ag, are often
of interest. These systems may be divided into two types: 1) systems that include
no species containing both active elements and 2) systems that do include species
containing both active elements. The former can be treated as two separate
systems, each with only one active element. This procedure is implicit in the
common practice of superimposing two single-element potential-pH diagrams to
achieve a composite diagram. For systems of this type, separate electron number

diagrams for each element can be drawn. Since the two systems interact through
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the exchange of electrons, they must always have the same value of E. Also, for
systems containing two elements, e.g., M and N, process trajectories are coupled
by the conservation of electrons through the relation BM,t AZM + BN,t AZN =0.
The second case, in which species involving two or more active redox
elements are present, is of interest in many practical situations. For example,
consider hydrometallurgical processes involving sulfide ores where such species as
CuS are treated. Both the Cu and S can change oxidation states. Electron
number diagrams for these systems are significantly more complex to compute
and to represent graphically. A computational method for treating such systems
has been discussed in Chapter 4. A general method of developing electron number
diagrams for systems containing two active redox elements will be discussed in

Chapter 7.

5.5.9 Activity Coefficients

Activity coefficient data and models can be used construct electron number
diagrams that are not based on the assumption of ideal solutions. For the aqueous
sulfur system containing the species listed in Table 3—2, activity coefficients were
calculated using the Davies Equation, one of a number of empirical forms of the
extended Debye—Huckel treatment of activity coefficients (Stumm and Morgan,
1981). This equation was chosen because it does not require specific parameters
for the individual ionic species. Electron number diagrams calculated with
activity coefficients showed slightly higher sulfur solubility than those based on
ideal solution assumptions. The solubility differences between the two methods
varied with pH as shown in Figure 5-16, a diagram of —loglo[S] aq Versus pH for
z=1. The differences in sulfur solubility at z = 1, based on the treatment of
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activity coefficients, were typical of the differences across the the electron number

range.

5.5.10 Comparison of Electron Number Diagrams and Potential-pH Diagrams

Because of the number of electrons and the chemical potential of electrons
are conjugate thermodynamic variables, a special relationship exists between
electron number diagrams and potential-pH diagrams. A set of electron number
diagrams (with constant potential lines) at closely spaced values of pH and a
complete potential-pH diagram (i.e., 2 Pourbaix diagram with closely spaced
constant activity lines and a superimposed predominance diagram) contain much
of the same information.

For example, consider the aqueous uranium system, shown in the Pourbaix
diagram in Figure 4-1, the predominance diagram in Figure 4-2, and the electron
number diagram in Figure 5-14. General information about the relative
solubilities of the various solid phases and the solutions in equilibrium with those
solid phases at pH = 4 can be obtained from either the electron number diagram
or the superimposition of the Pourbaix and predominance diagrams. The electron
number diagram, however, provides more detailed information about the overall
solution composition (z, a q) in equilibrium with the solids. Additionally, the
electron number diagram displays the solubility information in a form similar to
metallurgical T-x diagrams.

The fact that z, unlike E, is a conserved variable results in significant
differences between electron number diagrams and potential-pH diagrams.
Graphical material and electron balances can be performed on electron number

diagrams. From the composition of a system, a point can be located on an
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electron number diagram. The trajectories of evaporation and dilution processes
at constant z and mixing processes can be shown on electron number diagrams.
Because E is not a conserved quantity and is not simply related to the
composition of the system, potential-pH diagrams can not be used for these
purposes.

In other cases, the use of potential-pH diagrams may be preferable.
Examples of the many uses of potential-pH diagrams were given in Chapter 3.2.
A single Pourbaix diagram provides an overview of equilibrium in a system over a
range of pH values, while a single electron number diagram is constructed for a
single value of pH. Additionally, a predominance diagram permits the
identification of the dominant dissolved species at fixed values of E and pH.
Although electron number diagrams provide information about overall solution
composition, the identity of dominant dissolved species at fixed E and pH can not
generally be determined from the diagrams because different dissolved species can
have the same electron number.

Depending on the particular application, either electron number or
potential-pH diagrams may be more convenient. However, since the two types of
diagrams are complementary and are constructed from the same thermodynamic
information, both types of diagrams should be constructed in the analysis of an

aqueous redox system.

5.6 Conclusions
A new phase diagram, called an electron number diagram, is proposed for
describing equilibrium in complex, multi—phase redox systems. The new

diagrams may be regarded as transformed Pourbaix diagrams obtained by
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replacing E, a measure of the chemical potential of electrons, with the electron
number, z, 2 measure of the number of electrons. Because the chemical potential
of electrons and the number of electrons are con jugate thermodynamic variables,
the resulting diagrams have special properties. Electron number diagrams are
similar in form to conventional metallurgical phase diagrams. The phase
chemistry is represented in a particularly simple and intuitively satisfying way.
Because electrons are a conserved quantity, process trajectories and graphical
material balances can be performed on the new diagrams. These advantages are
not obtained at the expense of other information. A set of electron number
diagrams (with constant potential lines) retains the information content of a

conventional potential-pH diagram.



CHAPTER6
EXPERIMENTAL ELECTRON NUMBER DIAGRAMS FOR THE AQUEOQUS
SULFUR SYSTEM

Two types of experiments have been used to construct experimental
electron number diagrams for the aqueous sulfur system. In both types of
experiments, the boundary between the single—phase aqueous region and the
two—phase region where solid sulfur exists in equilibrium with dissolved sulfur was
determined. In an indirect determination experiment, acidification of the starting
solution caused the precipitation of solid sulfur. The distribution of sulfur
between the solid and aqueous phases was then used together with mass and
electron balances to determine a point on the phase boundary. The second type of
experiment involved a direct visual determination of whether or not solid sulfur
had formed. By determining points inside and outside the two—phase region, the

phase boundary could be inferred.

6.1 Equipment and Procedure

The same experimental apparatus was used for both types of experiments.
It consisted of a 250 ml glass jar with a Teflon—lined phenolic screw cap.
Electrodes, burets and pipets were inserted through holes in the cap; O-rings on
these inserts were clamped against the top of the cap to limit gas flow between the
jar and the outside environment. The unused holes were tightly stoppered during
the experimental runs. The apparatus is shown schematically in Figure 6—1.

Potential and pH measurements were made using an Orion EA940

116
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Figure 6-1 The experimental apparatus. (a) Schematic drawing of the

experimental apparatus. (b) Top view of the cap. Holes are labelled
with typical inserts.
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IonAnalyzer. This meter was connected via a serial port to a microcomputer,
allowing automated collection and storage of data. The combination pH
electrodes used were Orion model 91-06 and Fisher AccupHast model 13-620-281.
An Orion Platinum Redox Electrode (model 96-78) was also used in most of the
indirect experiments.

Solutions were prepared using: deionized water, through which nitrogen
had been bubbled to remove dissolved oxygen; Fisher Scientific Certified A.C.S.
Na,SO, (anhydrous), N 295504+5H,0 (crystal) and NaCl; and Fisher Scientific
Reagent grade Na,S- 9H,O crystals. The starting solutions used in the
experiments varied widely in total sulfur concentration, [S] aq’ and average
electron number, z. A range of average electron numbers was achieved by varying
the relative quantities of sulfide (z = —2), thiosulfate (z = 2) and sulfite (z=4)in
the solutions. The vast majority of starting solutions were prepared by combining
sulfide and sulfite; the few instances in which sulfide and thiosulfate were used
will be noted. NaCl was also added to most of the starting solutions to raise ionic
strength. Except where otherwise noted, the starting solutions were 0.2 M in
Na(l for indirect experiments and 0.1 M in NaCl for direct experiments.

After the starting solution was transferred into the experimental apparatus
by pipet, the electrodes and other inserts were clamped into place. Nitrogen was
bubbled into the apparatus for approximately 10 minutes to reduce the amount of
oxygen in the head space of the jar. After removal of the bubbler, the addition of
HCI from a buret and the monitoring of pH were begun. Magnetic stirring was
used to provide mixing. All experiments were conducted at room temperature

(25°C = 2°C).
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6.1.1 Indirect Determination Experiments

In the indirect determination experiments, the sulfur concentration and
average electron number of the starting solution were chosen so that acidification
to the pH of interest would cause the formation of solid sulfur. The starting
solution was acidified with HC until a predetermined pH was reached. In some
cases, additional HCI was added if the pH continued to drift upward. Once the
PH of the solution appeared to stabilize, the buret containing the acid was
removed to prevent leakage of acid into the solution, and stirring was
discontinued. The solution was then left undisturbed until the pH of the system
stabilized and solid sulfur settled out of the solution; typically, the solution was
left overnight. In cases in which the system pH drifted considerably, additional
acid was sometimes added with stirring; the solution would then be allowed to
settle for another day. The redox potential of the solution was also measured.

After the pH had stabilized and the solid sulfur had settled out of the
solution, the contents of the experimental apparatus were divided into samples A
and B. A volumetric pipet was used to draw a sample of clear supernatant liquid
from the jar. This portion of clear liquid was designated sample A; sample B
consisted of all remaining contents of the apparatus. Care was taken to minimize
the amount of solid drawn in with sample A. Sample A was immediately basified
with NaOH to reduce losses of gaseous sulfur species and then put aside for total
sulfur analysis. Sample B was then basified with NaOH and solid sulfur adhering
to the electrodes was rinsed into the sample. Sample B was then heated to near
100°C, with stirring, to convert the solid sulfur to dissolved species (Pryor, 1962).
Samples A and B were then analyzed for total sulfur, as described in Appendix C.

From these analyses, a point on the boundary between the single-phase and
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two—phase regions was then calculated by the method described in Appendix D.2.

6.1.2 Direct Determination Experiments

In the direct visual determination experiments, pH was monitored as HCI
was added. Once the pH of interest was reached, the HCI buret was removed from
the apparatus and stirring was continued for approximately 30 minutes. The pH
electrode was then removed from the jar, and screw cap of the apparatus was
quickly replaced with a new cap without holes. If solid sulfur was detected in the
solution within two days, then the point determined by the concentration and
composition of the solution (see Appendix D.1) was in the two—phase region;
otherwise, the point was located in the single-phase region. At the conclusion of
the run, the pH of the solution was measured.

To aid in the detection of small quantities of solid in dilute solutions, a
5-mW helium—neon laser (Uniphase Model 1105P, A = 633nm) was used. The
beam was directed through the experimental solution in a darkened room and
observed at a 90° angle to the direction of the incident beam. Colloidal sulfur
particles caused scattering that was visible as line through the solution. The
experimental solutions were compared to "background" solutions which contained
comparable concentrations of sulfur species and NaCl, but which were kept at

high pH where solid sulfur did not form.

6.2 Experimental Results
The results of indirect determination experiments for the aqueous sulfur
system are listed in Table 6—1. The "negative" sulfur losses listed for several runs

resulted from uncertainty in the total sulfur analysis. For all of the runs listed,
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the starting solution contained a background NaCl concentration of 0.2 M. For
all of the listed runs except Run 102, the starting solutions were made from sulfide
and sulfite; the starting solution for Run 102 was made from sulfide and
thiosulfate. The results of indirect determination experiments can be grouped by
pH and plotted as in Figure 6—2, which shows experimental data for pH =

2.8+ 0.3 on a field of -log, ,[S], q V8- average electron number, z. The theoretical
curves, which show the boundary between the single—phase aqueous region and
the two—phase region, in Figure 62 and all subsequent figures in this chapter
were calculated using the species listed in Table 3-2.

Table 6-2 lists additional results of indirect determination experiments
(Yung, 1989). These experiments were performed in an apparatus designed
specifically to reduce losses of gaseous sulfur species. The background NaCl
concentration used for these runs was 0.1 M.

Potential data from the two—phase region, where solid sulfur exists in
equilibrium with sulfur in the aqueous phase, can be displayed on a field of ;a. qvs
E. Such data from Tables 6-1 and 6-2 are shown in Figure 6-3 for pH = 2.8 + 0.3
and in Figure 6—4 for pH = 5.3 + 0.2.

Results of direct determination experiments for the aqueous sulfur system
are listed in Table 6-3; the results are grouped by the average electron number, z,
of the solution. The starting solutions for all of these runs were prepared from
sulfide and sulfite and contained a background NaCl concentration of 0.1 M.

Data from Table 6-3 are shown in the form of -logm[S] aq ™% z diagrams for
pH = 2.80 in Figure 65 and for pH = 4.7 + 0.5 in Figure 6-6.

The behavior of these experimental systems with time was also

investigated. Figure 6-7 shows how the pH of Run 2, an indirect determination
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Figure 6-2 Results of indirect determination experiments for the aqueous
sulfur system at pH = 2.8 £ 0.3. Experimental data are shown as
triangles. The solid line is the theoretical curve.
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Figure 63 Potential measurements for the aqueous sulfur system at

pH = 2.8 £ 0.3. The experimental data are shown as circles. Arrows
indicate the direction of drift in cases where steady potential drift

continued until to end of the run. z__ is the average electron number of

aq
dissolved sylfyr in equilibrium with solid sulfur. Theoretical curves are

shown for the extremes of the pH range of the data.
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Figure 64 Potential measurements for the aqueous sulfur system at
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127

Table 6-3
Results of Direct Determination Experiments
for the Aqueous Sulfur System
Run Average pH ~log 0[S Solid (1
Number Electrcg)n BolSlaq No So 3 (0)
Number, z

9-2 ~1.85 3.94 3.79 1
9-1 -1.85 3.97 4.09 0
9-3 -1.85 4.26 3.20 1
9-10 -1.85 5.50 2.69 1
9-9 -1.85 5.52 2.72 1
94 -1.85 5.56 2.93 0
9-11 -1.85 6.02 2.39 1
9-12 -1.85 6.10 2.69 0
9-13 ~1.85 6.13 2.99 0
9-5 -1.85 6.69 2.69 1
9-6 -1.85 6.69 2.49 0
9-14 ~1.85 6.92 1.41 1
9-8 -1.85 7.01 1.66 1
9-7 -1.85 7.16 1.81 0
133 -1.84 5.02 3.24 0
129 -1.84 5.08 3.07 1
122 -1.50 2.46 4.26 1
121 -1.50 2.80 4.24 1
128 -1.50 2.80 4.33 0
110 -1.50 2.80 4.03 1
112 -1.50 2.80 4.16 1
6-13 -1.50 3.97 3.72 1
6-2 -1.50 4.02 4.02 0
6-1 -1.50 4.03 4.22 0
64 -1.50 4.85 3.03 0
132 -1.50 4.89 3.17 1
126 -1.50 4.92 3.34 0
6-3 -1.50 5.20 3.33 0
6-9 -1.50 5.29 2.81 1
6-10 -1.50 5.75 2.49 1
6-5 -1.50 5.95 2.86 0
6-6 -1.50 6.05 2.65 0
6-12 -1.50 7.04 1.77 1
6-11 -1.50 7.06 1.98 0
6-7 -1.50 7.18 2.06 0
6-8 -1.50 7.35 1.84 0
2-3 -1.00 2.80 4.24 1
2-5 -1.00 2.80 4.33 0
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Table 6-3 (continued)
pH

Average
Electron
Number, zZ

Run
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Table 6-3 (continued)
pH

Average
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Number, z
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Table 6-3 (continued)

Run Average pH —log 0[S Solid (1
Number Electitgm Sleq No Sog.ig (0)
Number, Z

116 1.50 1.35 4.68 0
114 1.50 1.65 483 0
107 1.50 2.80 413 1
105 1.50 2.80 3.73 1
106 1.50 2.80 3.95 1
111 1.50 2.80 4.23 0
8-2 1.50 3.90 3.75 0
8-1 1.50 3.95 3.97 0
8-3 1.50 4.01 3.15 1
8-14 1.50 4.03 3.33 1
8-15 1.50 4.11 2.64 1
8-10 1.50 4.15 2.94 1
127 1.50 4.30 3.33 0
84 1.50 4.47 2.94 1
8-22 1.50 4.50 2.93 1
8-21 1.50 4.51 2.93 1
8-24 1.50 4.58 2.93 1
8-20 1.50 4.60 2.64 1
8-5 1.50 4.68 2.53 1
8-18 1.50 4.73 2.75 1
8-6 1.50 4.74 2.38 1
8-12 1.50 5.02 2.33 0
8-23 1.50 5.28 2.64 1
8-9 1.50 5.39 3.15 0
8-16 1.50 5.89 2.15 0
8-11 1.50 6.34 2.55 0
8-13 1.50 6.35 1.55 1
8-19 1.50 6.40 1.85 1
8-17 1.50 6.83 1.53 1
8-8 1.50 7.05 1.65 0
8-7 1.50 7.06 1.76 0
130 1.80 4.59 2.89 1
136 1.80 4.68 3.27 0
10-10 1.86 3.90 3.76 0
10-2 1.86 3.97 3.38 1
10-9 1.86 3.97 3.98 0
10-1 1.86 3.98 3.56 1
10-18 1.86 414 2.87 1
10-11 1.86 421 3.16 1
10-21 1.86 4.30 2.87 1
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Table 6-3 (continued)
Run Average pH -log 0[S Solid (1
Number Electrgn BuolSleq No So g (0)
Number, z

10-15 1.86 4.51 2.87 1
10-17 1.86 4.68 3.16 0
10-12 1.86 4.89 2.87 1
10-3 1.86 5.02 2.70 1
104 1.86 5.06 2.56 1
10-6 1.86 6.11 2.05 0
10-5 1.86 6.25 221 0
10-13 1.86 6.28 1.87 1
10-19 1.86 6.88 2.16 0
10-7 1.86 6.98 1.41 1
10-14 1.86 7.00 1.69 1
10-8 1.86 7.03 1.23 1
10-20 1.86 7.21 1.86 1
10-16 1.86 7.31 L.77 1
11-7 2.00 3.97 3.85 0
11-1 2.00 3.97 3.35 1
11-6 2.00 3.97 4.05 0
114 2.00 4.01 3.65 1
11-2 2.00 4.06 3.10 1
11-8 2.00 4.48 2.65 1
11-9 2.00 4.54 2.45 1
11-11 2.00 4.71 2.49 1
11-10 2.00 498 2.67 0
113 2.00 5.00 1.78 1
11-5 2.00 5.05 2.13 1
11-12 2.00 5.54 2.39 0
131 2.13 5.31 1.82 1
12-3 2.25 3.63 2.75 1
12-2 2.25 3.75 245 1
12-8 2.25 3.94 3.55 1
12-5 2.25 3.97 3.45 1
12-6 2.25 3.98 3.15 1
124 2.25 4.00 2.98 1
12-7 2.25 4.00 3.85 0
12-1 2.25 4.45 2.15 1
sebl11-2 2.50 2.57 -0.22 0
sebll-1 2.50 7.30 -0.15 0
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Figure 6-5 Results of direct determination experiments for the aqueous
sulfur system at pH = 2.8. The solid line is the theoretical curve.
Experimental data are indicated by symbols: "o"’s indicate points
where solid formation was observed; at points indicated by "+"’s, no

solid formation was observed.
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Figure 6~6  Results of direct determination experiments for the aqueous
sulfur system at pH = 4.7 + 0.5. The solid line is the theoretical curve.
Experimental data are indicated by symbols: "0"’s indicate points
where solid formation was observed; at points indicated by "+"s, no

solid formation was observed.
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Figure 6-7 The change in pH versus time for Run 2, an indirect

determination experiment.
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experiment, changed with time. Table 6—4 summarizes three indirect
determination experiments in which solution samples were withdrawn and
analyzed after one day and after either one or five months. Figure 6—8 shows how
the pH of Run 136, an indirect determination experiment, changed with time.

Direct determination experiments were also done using starting solutions
made from sulfide and thiosulfate. Table 6~5 summarizes the comparison of these
results with the results of similar experiments done with sulfide—sulfite starting
solutions.

The data from Table 6-3 can also be grouped by z and shown on diagrams of
—logm[S] aq Versus pH. Figures 69 through 617 are diagrams of this type for
values of z from —1.85 to 2.25.

A Princeton Gamma-~Tech System 4 Energy Dispersion Spectroscopy unit
was used to verify that the solid produced in these experiments was elemental
sulfur.

6.3 Discussion

Despite its relatively simple electron number diagram, the aqueous sulfur
system is quite complex. Acidification of systems containing sulfide and sulfite
produces solutions similar to Wackenroder’s liquid, a complex metastable mixture
of sulfur species, including colloidal sulfur (Nickless, 1968; Karchmer, 1970). In
these solutions, which contain numerous species including polythionates, many
simultaneous redox, catenation and disproportionation reactions can occur
(Greenwood and Earnshaw, 1984). Furthermore, over the ranges of
concentration, electron number and pH investigated here, significant differences

are expected in the chemistries of individual experimental runs.
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Table 64

Summary of Long Term Indirect Experiments

Run MTH1
5, = -1.29
After 1 day:

pH =2.67

After 5 months:
pH=3.24

Total sulfur lost:

n MTH2
z,, =—0.167
After 1 day:

After 5 months:
pH =347

Total sulfur lost:

Run 25
Z, = 1.75
After 1 day:

After 1 month:
pH = 3.08

Total sulfur lost:

o

3

3%

(8l )ip=0170M  pH=2.8

aq= 0 0449M

= 0 0145M

.6%

([Sl3g)ip=0-144M  pH=2.44

[S],q = 0 0213M

=0 0182M

(Sl )ip=0-080M  pH=2.80
(51,4 = 0 0648M

[S]a = 0 0650M
-2.0%
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Table 6-5
Results of Direct Determination Experiments Using Sulfite
and Thiosulfate Solutions at pH = 2.80 and z = 0.00

Run —log;[S] Solid (1 Sulfite (S)
Number “ No So‘icg (0) Thiosulfate (T)
108 3.41 1 T

109 3.94 0 T

103 4.01 0 T

118 4.01 0 T

104 4.24 0 T

113 4.06 1 S

115B 424 1 S

119 4.36 0 S
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—log10[Slaq

Figure 6-9 Results of direct determination experiments for the aqueous
sulfur system at z = -1.85. The solid line is the theoretical curve.
Experimental data are indicated by symbols: "o"s indicate points
where solid formation was observed; at points indicated by "+™8, no

solid formation was observed.
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~log10[Slaq

pH

Figure 6-10 Results of direct determination experiments for the aqueous
sulfur system at z =—1.5. The solid line is the theoretical curve.
Experimental data are indicated by symbols: "o™s indicate points
where solid formation was observed; at points indicated by "4"’s, no

solid formation was observed.
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—log10[Slaq

Figure 6-11 Results of direct determination experiments for the aqueous
sulfur system at z = -1.0. The solid line is the theoretical curve.
Experimental data are indicated by symbols: "o"'s indicate points
where solid formation was observed; at points indicated by "+"’s, no

solid formation was observed.
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~log10[Slaq

Figure 6-12 Results of direct determination experiments for the aqueous
sulfur system at z = 0.0. The solid line is the theoretical curve.
Experimental data are indicated by symbols: "o™s indicate points
where solid formation was observed; at points indicated by "+"s, no

solid formation was observed.
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—log10[Slaq

Figure 6-13 Results of direct determination experiments for the aqueous
sulfur system at z = 1.0. The solid line is the theoretical curve.
Experimental data are indicated by symbols: "o™s indicate points
where solid formation was observed; at points indicated by "+"’s, no

solid formation was observed.
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—log10[Slaq

pH

Figure 6-14 Results of direct determination experiments for the aqueous

sulfur system at z = 1.5. The solid line is the theoretical curve.
Experimental data are indicated by symbols: "o0"’s indicate points
where solid formation was observed; at points indicated by "+"’s, no

solid formation was observed.
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—log10[Slaq

pH

Figure 6-15 Results of direct determination experiments for the aqueous
sulfur system at z = 1.86. The solid line is the theoretical curve.
Experimental data are indicated by symbols: "o"’s indicate points
where solid formation was observed; at points indicated by "+"’s, no

solid formation was observed.
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—log10[Slaq

Figure 6-16 Results of direct determination experiments for the aqueous
sulfur system at z = 2.0. The solid line is the theoretical curve.
Experimental data are indicated by symbols: "o"'s indicate points
where solid formation was observed; at points indicated by "+"s, no

solid formation was observed.
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—log10[Slaq
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o}
o

Figure 6-17 Results of direct determination experiments for the aqueous
sulfur system at z = 2.25. The solid line is the theoretical curve.
Experimental data are indicated by symbols: "0"’s indicate points
where solid formation was observed; at points indicated by "+"s, no

solid formation was observed.
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6.3.1 Duration of Experimental Runs

Experiments were conducted on the aqueous sulfur system for comparison
with theoretical equilibrium predictions. Thus, the duration of the experiments
had to be sufficient to permit the establishment of equilibrium. Previous work
suggested time scales ranging from an hour to days. In a study involving the
acidification of solutions of KHS and K2$O3, equilibrium was established among
sulfur species within one hour (Heunisch, 1977). In another study in which
elemental sulfur was dissolved in N a2S solutions, sulfur solubilities measued after
three days were equal to those measured after three weeks and longer (Arntson,
Dickson and Tunell, 1958).

In the indirect determination experiments, pH was used as a guide in
deciding when equilibrium had been established. Constant pH and/or sulfur
solubility do not insure true thermodynamic equilibrium; with slow reactions or
the formation of metastable species, an "effective" equilibrium could be reached.
Normally, pH stability occurred within 24 hours; often it occurred sooner, as
shown in Figure 6-7, the pH vs. time curve for Run 2.

In an effort to understand the long term behavior of indirect determination
experiments, a study was done using systems with low, moderate and high initial
average electron number, Zin’ The results appear in Table 6—4. In each case, a
run was begun, and once pH had stabilized (within 24 hours in each instance
here), a liquid sample was withdrawn for total sulfur analysis. The experimental
apparatus was then tightly recapped and left undisturbed for one to five months;
another liquid sample was then withdrawn for analysis and the normal post—-run
sulfur analysis was then done. For the case of Zi a = —1.29, the sulfur

concentration of the solution decreased by two—-thirds over five months. The
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recovery of only about 25% of the total sulfur the system indicated that losses as
H2S(g), rather than solid formation, accounted for the decrease in solution
concentration. For the case of Zin = -0.167, the sulfur concentration of the
solution decreased by 15% over five months and one—fourth the total sulfur in the
system was lost. For the case of ;in = 1.75, the sulfur concentration of the
solution remained virtually unchanged after one month and no sulfur was lost
from the system. It appeared that the solution at an = 1.75, and probably the
solution at -z.in = —0.167, reach equilibrium upon pH stabilization. For the
solution at 'z'i n = ~1-29, and to a lesser degree for the case at Ei o = —0.167, sulfur
losses increased with time.

The indirect determination experiments were allowed to continue for up to
two days, although the result (solid or no solid) did not generally change from day
one to day two. In any case in which the total dissolved sulfur concentration of
the starting solution was much less than [H+], the pH of the experimental
solution stabilized immediately upon acidification. This was the case for the
indirect experiments at pH = 2.80. However, in the range 4.5 < pH < 6.2, the pH
of the solutions tended to drift, apparently because of continuing reactions among
the sulfur species. Figure 68 shows the pH vs. time data for Run 136. Notice
that by day two, the pH of the system had very nearly reached its final value.

6.3.2 Effect of Thiosulfate Ion

Table 6-5 shows the comparison between direct determination experiments
conducted using starting solutions made with sulfide and either sulfite or
thiosulfate. The phase boundary is located at a significantly higher value of
—loglO[S]a a for the sulfite case (between 4.24 and 4.36) than in the thiosulfate case
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(between 3.41 and 3.94). The runs using sulfite ion are closer to the equilibrium
line than the runs using thiosulfate, indicating that reactions in the former case
are proceeding more rapidly.

Among the indirect runs listed in Table 6-1, Run 102 (sulfide/thioslfate
starting solution) can be compared to Runs 26, 27 and 28 (sulfide/sulfite starting
solutions), which were conducted under similar conditions of average electron
number and concentration. Note the similarity in the results.

If all of the reactions in the aqueous sulfur system were reversible, then the
outcome of an experiment would depend only on the average electron number and
concentration of sulfur in the system; whether sulfite or thiosulfate was originally
present would not make any dfference. The results of these tests indicate that the
sulfide/thiosulfate and sulfide/sulfite solutions may produce similar or different
results depending on the particular experimental case.

6.3.3 Experimental Error
6.3.3.1 Indirect Determination Experiments

The loss of sulfur from solution in the form of gaseous species, especially
H,S, was significant in the indirect experiments. Because losses from solutions
with high sulfide concentrations were high, while losses from solutions with high
sulfite concentrations were negligible, all losses from the acidified sulfur solutions
were attributed to the formation of H,S(g). This is also consistent with the
thermodynamic data for H,S and 502 in the gaseous and dissolved states.
Furthermore, the odor of H,S was noticeable during runs involving high sulfide
concentrations. These H,S losses could be accounted for and included in the

sulfur balance as described in Appendix D.2. However, these losses increased the
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uncertainty in the calculated value of Za ¢ the average electron number in
equilibrium with the solid sulfur.

The indirect determination experiments were also sub ject to errors arising
from the experimental procedure for the analysis of total sulfur (Appendix C).
Incomplete conversion of sulfur species to sulfate would lead to an
underestimation of total sulfur; the presence of insoluble impurities in the
experimental solutions could lead to an overestimation of total sulfur. The latter
appeared to be a more common problem, sometimes leading to errors of up to 3%
in the determination of total sulfur in the system.

The total sulfur concentration of the clear, supernatant liquid was also
subject to overestimation. Despite efforts to withdraw the clear solution with
minimal disturbance of the solid sulfur, sulfur particles were sometimes drawn up
with the solution sample. Also, in some cases, the solution did not clear
completely and colloidal sulfur was drawn in with the sample.

The presence of dissolved oxygen in the experimental system was another
potential source of error. Efforts were made to reduce the amount of dissolved O2
in the starting solution and keep O2 out of the apparatus.

Other possible sources of error included the uncertainties in the average
electron number and concentration of the starting solution. Also, the final volume
of the experimental solution after acid addition was based on the assumption of
ideal mixing, as described in Appendix D.

Even these small uncertainties were significant in the calculation of ;a ¢
Details of the estimation of experimental uncertainties are given in Appendix D.3.
Figure 6-18 shows the indirect determination data for the aqueous sulfur system
at pH = 2.8 + 0.3 with error bars on the data points. Notice that the vertical scale
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Figure 6-18 Results of indirect determination experiments for the aqueous
sulfur system at pH = 2.8 + 0.3, with estimated experimental
uncertainties. Experimental data are shown as triangles; error bars are
placed on the experimental points. The theoretical shift in sulfur
solubility over the range of the experimental data is also indicated.
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differs from that in Figure 6-2, but that the same horizontal scale is used.
Because the concentrations in electron number diagrams are shown on a
logarithmic scale, vertical uncertainties in the data points are very small.
Because the data in Figure 6-18 do not represent a single value of pH, the
theoretical shift in sulfur solubility over the pH range 2.5 to 3.1 is shown.

The potential measurements made during the indirect experiments were
also subject to uncertainties. A variety of factors could have influenced these
measurements including: the kinetics of reactions in the solution and on the
electrode surface; the presence electroactive species other than the sulfur species,
such as dissolved 02; and film formation on the electrode surface. Estimation of
uncertainties in these measurements was difficult. Also, in two cases the electrode
potentials were still drifting upward steadily when the final measurements were

made; arrows on Figure 6-3 show the direction of the drift on these points.

6.3.3.2 Direct Determination Experiments

The sensitivity of detection of solid sulfur was the chief source of
uncertainty in the direct determination experiments. For values of -logm[S] aq UP
to 4.3, solid sulfur was detected. The lower limit of detection was fixed by the
levels of insoluble impurities in the experimental solutions; very small quantitiies
of solid sulfur were indistinguishable from the background impurity level of
suspended solids. Over the average electron number range form 1.8 to 1.8 at pH
= 2.8, the highest value of —logm[S]a'q (i-e., the lowest sulfur concentration) at
which solids were detected ranged from approximately 4.1 t0 4.3. The maximum

sensitivity of this method can therefore be conservatively estimated at

_10510[S]a.q =4.1.
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Another factor to consider is that once individual elemental sulfur atoms
had begun to form in solution, some supersaturation was necessary before the
formation of colloidal particles began (Van de Hulst, 1957).

Losses of sulfur as H,S(g) were generally expected to be small because of the
relatively low sulfur concentrations used in the direct determination experiments

at low pH.

6.3.4 Comparison of Experimental Results with Theoretical Predictions

All theoretical curves used for comparison with experimental data in this
chapter have been calculated with the sulfur species in Table 3-2. This data set
includes thionates, which are expected to appear under the experimental
conditions being investigated. The sulfate and bisulfate ions were not included in
this data set because sulfur does not readily oxidize to sulfate despite oxidizing
potentials (Peters, 1976).

The indirect determination experimental data for the aqueous sulfur system
at pH = 2.8 £ 0.3, shown with error bars in Figure 6-18 and with the theoretical
curve in Figure 6-2, follow the slope of the theoretical curve fairly well. However,
the experimental solubility is more than three orders of magnitude greater than
the theoretical prediction. The most likely explanation of this extreme difference
is that species not included in the theoretical data set are metastable under the
conditons of these experiments. In particular, the protonated polysulfides, HSE
and HyS (n=2,3,4,...), may exist in significant quantities in these systems.
The high concentration of dissolved sulfur and the presence of large amounts of
elemental sulfur in this acidic experimental system, along with the known

tendency of sulfur to form long chains, would be conducive to the formation of



155

HSn- or other similar species. However, free energy data for these species could
not be found so they could not be included in the theoretical calculation.

The direct determination data for the aqueous sulfur system at pH = 2.80,
shown in Figure 6-5, are much closer to the theoretical curve than the indirect
data were. Once again, the experimental data appears to match the shape of the
theoretical curve. However, above approximately —logm[S] aq = 41,
distinguishing colloidal sulfur from background impurities became difficult.
Thus, the actual experimental boundary may lie at even lower dissolved sulfur
concentrations, i.e., at higher values of —log, ,[S],, T Furthermore, the use of
activity coefficients would move the theoretical curve even closer to the
experimental data, as indicated by Figure 5-16.

Under the conditions of the direct experiments, i.e., dilute solutions and
little or no solid sulfur, the formation of polysulfides or other possible metastable
intermediates was not as likely as in the indirect runs. Therefore, it is not
surprising that the two types of experiments gave very different results for the
sulfur system at pH = 2.80.

Experimental electron number data were also plotted on diagrams of
-loglO[S] aq VeIsus PH at constant values of average electron number, z. The
experimental data in Figures 6-9 through 615 for the electron number range
—1.85 < z < 1.86 show somewhat higher solubility than the predicted values, but
match the slopes of the theoretical curves reasonably well.

The experimental data actually indicate lower solubility than the
theoretical predictions at z = 2.00 and z = 2.25, as shown in Figures 6-16 and
617 respectively. However, in the direct determination experimental runs at z =

2.50, no solid sulfur was detected upon acidification, even at total sulfur
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concentrations exceeding 1M. This indicates that sulfate and bisulfate, for which
z = 6, were not present in the experimental system in significant amounts.
Furthermore, the location of the phase boundary betweenz =2 and z = 2.5
suggests that thionates were present in these experimental systems.

Figure 66 shows direct determination experimental data for the aqueous
sulfur system at pH = 4.7 £ 0.5. Over the range of a full pH unit, sulfur solubility,
a function of both pH and z, varies considerably. However, examination of
Figures 6-9 to 6-15 shows that the slopes of the theoretical curves over the range
4.2 < pH < 5.2 are reasonable approximations of the slopes of the phase boundaries
suggested by the experimental data. This observation can be used to make a
correction for pH.

Choose Run 127 from Table 6~3 as an example of how experimental data
can be corrected to pH = 4.70. At z = 1.50, an experimental data point is located
at pH = 4.30 and —logw[S]aq =3.33. On the theoretical curve at z = 1.5, shown
in Figure 6-14:

(og;[S1,)5 250 ~ (Hog,lS], a5 = -0.26 (6.3-1)
If the assumption is made that the slopes of the experimental and theoretical
boundaries are the same over the range of interest then:

(o8], 4275 - (Hogyol81, )T 36

= (ogyqfSlo0)g 707 = (HogyglSly )45 (6:3-2)
Substitution of Equation 6.3~1 and the experimental sulfur solubility at
pH = 4.30 into Equation 6.3-2, followed by rearrangement gives:

(<log, 8], q)g‘_’;{f“ed =3.33-0.26 = 3.07 (6.3-3)
Figure 6-6 is replotted, with data corrected to pH = 4.70, in Figure 6—-19. Table
6-6 lists the corrections for all data points in Figure 6—19.
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Figure 6-19 Direct determination experimental data for the aqueous sulfur
system at pH = 4.7 £ 0.5, corrected for pH (See Table 6-6). The solid
line is the theoretical curve. Experimental data are indicated by
symbols: "o"’s indicate points where solid formation was observed; at

points indicated by "+"’s, no solid formation was observed.
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The experimental potential measurements shown in Figure 64 for
pH = 5.3 + 0.2 and in Figure 6-3 for pH = 2.8 + 0.3 show the same trends as the
experimental curves. On each diagram, theoretical curves are shown for the
extremes of the pH range of the data to demonstrate the sensitivity of potential to
variations in pH in this system. The data generally follow the theoretical curves;
potential rises quickly as ;a. q increases from negative values and then flattens out

at higher values of 2

6.4 Utility of Experimental Electron Number Diagrams

Electron number diagrams have served as a convenient form for the display
of experimental sulfur solubility data as a function of composition and pH. In
addition, they provided insight into the chemical nature of the experimental
systems. For example, comparison of the plots of indirect and direct experimental
data for the aqueous sulfur system at PH = 2.8 dramatically illustrated a
significant difference between the chemical processes occurring in these two types
of experiments. Furthermore, the location of the phase boundary in the range
from z = 2.00 and z = 2.50 indicated that sulfates (z = 6) are not important

components of either experimental system.



CHAPTER 7
ELECTROCHEMICAL PHASE DIAGRAMS FOR AQUEOUS SYSTEMS
CONTAINING TWO REDOX ELEMENTS

7.1 Importance of Diagrams Containing Two Redox Elements

Electrochemical phase diagrams for aqueous systems containing one active
redox element have been widely used. However, in many systems of interest, two
or more active redox elements play significant roles. It is not always possible to
understand the thermodynamics of a system containing two active redox elements
from examination of the electrochemical phase diagrams for the independent
single—element systems, especially when species are present that contain both of
the redox elements.

Electrochemical phase diagrams for aqueous systems containing two redox
elements are of interest in a variety of applications. Species such as FeS and FeS2
are very important in the Fe-S-HzO system, which has been widely studied in
corrosion research (Macdonald and Syrett, 1979; Pound, Wright and Sharp,
1985). In studies of the electrodeposition of II-VI and -V semiconductors, the
species containing the two redox elements are those of great interest. The
thermodynamics of metal sulfides are important in the design and analysis of

hydrometallurgical processes.
7.2 Previous Computational Methods

Potential-pH diagrams for systems containing two redox elements have

been constructed using approximate methods based on the techniques used to

160
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generate diagrams for systems containing one redox element. Most of the
diagrams for systems containing two redox elements involve combinations of the
diagrams for the separate single-element systems; some link between the two
systems must be provided to allow consideration of species containing both redox
elements. The following approximate method is generally used to provide this
link (Garrels and Christ, 1966). Take the aqueous Fe-S system as an example.
(In the following discussion, the term "predominance area diagrams" refers to
those diagrams in which areas of stability may contain either solids or dissolved
species.) First, a predominance area diagram, containing both solid and dissolved
sulfur species, is constructed for some predetermined dissolved sulfur activity
(typically, 10—6). The activity of the predominant sulfur species in each area is
fixed (at unity for solid species and at 10_6, for example, for dissolved species);
within each area, the predominant species is considered to be the only stable
sulfur species. For each such area on the sulfur diagram, a separate predominance
area diagram is then constructed for the remaining species (containing Fe and
both Fe and S); each of these diagrams is constructed for a fixed activity of
dissolved Fe. These small predominance area diagrams, each computed for the
area of predominance of a single sulfur species, are the pieces, which taken
together, give an approximation to the potential-pH diagram for the system
containing Fe and S. The sulfur predominance area diagram is sometimes
superimposed on the final diagram.

Although the above procedure was developed for manual calculation of
potential-pH diagrams for systems containing two redox elements, it is still used
in computer algorithms for generation of potential-pH diagrams (Cubicciotti,
1988a, b). Another algorithm for computer-aided construction of potential-pH
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diagrams for systems containing two redox elements also used the above rationale
in a somewhat more efficient form (Imai, Osato and Nakauchi, 1987). Other
algorithms, based on the convex polygon method, have used similar methods to
construct diagrams for systems containing two redox elements ( Froning, Shanley
and Verink, 1976; Chen and Aral, 1982).

Potential-pH diagrams for aqueous systems containing two redox elements
can also be generated using the so—called point-by-point methods. By calculating
the predominant species at very small intervals of pH and E, stability fields were
determined for various species in Mo—S-H2O, Pb—S—H20 and Zn—S—H2O systems
over a range of temperatures (El-Raghy and El-Dermerdash, 1988).

Previous potential-pH diagrams for aqueous systems containing two redox
elements have generally been constructed for fixed activities of both redox
elements. These constraints, along with the superimposition of stability fields,
are often physically unrealistic and confuse geometric interpretation and phase
rule analysis of these diagrams. Also, as in the case of potential-pH diagrams for
a single redox element, these diagrams do not include all dissolved species in the

calculation of solid stability fields.

7.3 Method of Calculation

A new computational method which avoids the problems of the earlier
methods has been developed. Consider an aqueous system containing two redox
elements, M and N, and two additional components, X and Y. The general

formation equation for a species Sk in this system is given by Equation 2.1-1.
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M,k N,k
2 M +
[aM,k + aN,k] Mk T ONk
1 + -
= S+ H  +w HiO+x, X +y, Y +z.¢€ 2.1-1)
[aM,k F aN,k] kT by k WX+tnY+ze
In Equation 2.1-1, seven components are needed to specify the system.

Therefore, by Equation 2.2-9, the dimensionality of this system is six. To reduce
the dimensionality to three, the chemical potentials of three components must be
fixed. The chemical potentials of M, N and electrons have been chosen as the
independent variables; the activity of H2O has been treated in the manner
described in Chapter 4 for systems containing one redox element. Therefore,
activities of HY, X and Y will be fixed.

The algorithm for solution of the equilibrium equations begins with the
determination of all points where four phases (three solids and the aqueous phase)

coexist in equilibrinm. Equation 2.3-5 can be written for each solid species S s in

the system.
[+] o
™M,s (kpg — ‘“M)_*_ IN,s (ky = ”N)_Z (k)
O‘M,s + aN,s RT aM,s + aN,s RT s RT
AG
= -hs(ln 10)pH + w,in agot x In ay +ygln ay + —gT
1
+{——>——|Ina (2.3-5)
e s

Every set of three solids (St’ Su’ Sv) in the system is considered, and Equation
2.3-5 is written for each of the three solids in a set. Pure solid phases are assumed
(a g = 1). The resulting equations may be written in the following form:

Ag By Cy] [(kpg -~ ipp) /RT K,

Au Bu Cu (/‘N - uﬁ- )/RT | = Ku (7.3-1a)

A v By Cv “e'/ RT K,

Equation 7.3-1a can also be written in a more compact form:
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(7.3-1b)

where A is the coefficient matrix, i is the vector of chemical potentials and R is

the vector of constants. The elements of the coefficient matrix in Equation 7.3-1a

are given by:
[ a
M,s
A= (7.3-2)
] _aM,s + aN s
[ a
N,s
B = (7.3-3)
8 _aM,s + aN,s
Cy=-12 (7.34)

where O g is the number of atoms of element M per molecule of species S g N s

is the number of atoms of element N per molecule of species S g and zg is the

electron number of species S » The I are the chemical potentials of the two active

redox elements, M and N, and of electrons; the superscripts ° indicate standard

state values. Notice that division of the 4 by RT gives dimensionless chemical

potentials. The constants Ks are defined by

K. =-h (In 10)pH + w.in ag.o+ xnay +y.n Ay +

+ ——————————
[aM,s ooy,

o
AGS

“RT

1 J Ina (7.3-5)

When the determinant of the coefficient matrix, A, is nonzero, a solution

may be obtained for Equation 7.3-1. The solution is the vector of dimensionless

chemical potentials for the two redox elements, M and N , and the electrons.

Stability criteria are then invoked to determine whether the solution of Equation

7.3—1 represents a stable four-phase point. This is done using Equation 2.3-7; the

relative stabilities of solids St, Su and Sv are tested against all other solid species

in the system as described in Chapter 2.4.2.
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Following the determination of any stable four—phase points, points on the
boundaries of the system must be considered. The equilibrium problem is solved
over previously chosen ranges of kg iy and E (= Ho-/F); the upper and lower
limits on these variables form a prism in chemical potential space, as shown in
Figure 7-1. On each of the six faces of this bounding prism, all possible pairs of
solid species, S, and Su’ are considered as possible stable three-phase points, ie.,
points where two solids and the aqueous phase are in equilibrium. Equation 2.3-5
can be written for each solid. Since one of the three chemical potentials is fixed,
two equations in two unknowns are generated for each pair of solids. Solution of
these equations to obtain the two remaining chemical potentials is followed by
stability testing with Equation 2.3-7.

After determination of stable four—phase and three-phase points, an
analogous procedure is used to determine stable two—phase points (one solid plus
the aqueous phase). These two-phase points lie along the twelve edges of the
bounding prism, where two of the three chemical potentials are fixed.

Once all of the stable four—phase, three—phase and two—phase points have
been determined, straight lines are drawn to connect points with two solids in
common, or with both one solid and one face of the bounding prism in chemical
potential space in common.

The equilibrium problem has now been solved, and the equilibrium surface
can now be constructed in the chemical potential space defined by (uM-p,l&) /RT,
([I'N—/lyﬁ») /RT and E. Figure 7-2 shows the equilibrium surface for the aqueous
U—C system at pH = 4. Table 7-1 lists the species, in addition to those listed in
Table 4-1, considered in the construction of Figure 7-2; only the solid species

were necessary for the construction of this figure.
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E W

Figure 7-1 Prism in chemical potential space, formed by the minimum and

maximum values of (s, — iy )/RT, (i — piyg)/RT and E.
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Figure 7-2 Equilibrium diagram for the aqueous U-C system at pH =4in
chemical potential space.
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Table 7-1
Aqueous U-C System: Species Included in Calculations

In addition to the species listed in Table 4-1, the following species were
included in calculations for the aqueous U~C system:
Solid Species

U02003 UcC Lif;

UaCs

1.94

Dissolved Species
2- 4~
U02(CO3)2 U02(CO3)3 U02003



169

The equilibrium surface in Figure 7-2 has been formed from intersecting
planes, each representing the solubility of a different solid species. On the surface,
the aqueous phase exists in equilibrium with a solid. Outside and above the
surface , i.e., at higher values of b and By the system cannot exist in
equilibrium. Physically, it would be supersaturated. Inside the surface, i.e., at
lower values of bM and Iy DO solid phases are stable and a single aqueous phase
exists. The planar nature of the solid surfaces is the result of the assumption of
pure solid phases, and thus the assumption of unit activity for all solids. In
general, alloys and phases of variable composition would be appear as curved
surfaces in this chemical potential space.

At any point in chemical potential space where the system can exist in
equilibrium, the activities of all dissolved species containing the active redox
elements can be computed with Equation 2.3-3. The activity of species Sk is
given by:

(bag — #pp)
RT

XM, k
Mk TNk

(]

+[ N,k k}("'N — W)

+h (In 10)pH -w,Ilna
aM,k + aN’ RT k k™ “H,0
F 1. AGy
The equilibrium surface in chemical potential space provides useful
information about phase stability, e.g., which phases can coexist in equilibrium.
These chemical potential diagrams are similar to those used previously in the
study of paragenesis of minerals (Korzhinskii, 1959).
The equilibrium surface from chemical potential space can also be
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reconstructed in other three-dimensional spaces of interest, such as

--logm[M]a q/—logm[N]a q/ E space or —logm[M]aq/—logm[N]a q/E space. These
alternative representations are constructed from the same thermodynamic
information present in the chemical potential diagram, but they can provide
further insight into the structure of the aqueous redox system. Examples of these
alternative representations, as well as additional three-dimensional chemical
potential diagrams, will be given in the next section.

In order to construct diagrams in which —logm[M] aq and —loglO[N] aq %€
used as axes, a method for following constant concentration contours on the
equilibrium surface is necessary. Calculation of these contours is an iterative
process. The method used here is described in Appendix E.

Computer programs, written in Pascal, have been developed to calculate
electrochemical phase diagrams for aqueous systems containing two redox
elements on microcomputers; provisions have also been made to plot the resulting
diagrams. These programs can be used to generate diagrams in the following
coordinate systems: the chemical potential space defined by
(b)) /RT, (kn#5)/RT and E; —log, o [M], o/ 810Nl o/ B space; and
—loglo[M]aq/—loglo[N]aqf space.

The progra.ms actually calculate diagrams in —logloaM/-logloaN/ E space.
(The activity aM was defined in Equation 2. 3—37 ) If the activity coefficients, Y
of all dissolved species are set to unity, then aM and aN reduce to [M], and [N], q
respectively. Here, ideal solutions have been assumed. This a.ssumptlon is not
necessary for the new computational method to work, although it does simplify
the calculations.

As in an aqueous system containing a single active redox element, gaseous
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species containing the active redox elements can be considered in two ways. The
activities of gaseous redox species can be computed directly with Equation 2.3-3.
Alternatively, gaseous redox species at fixed activity can be treated as additional
solids in the algorithm described above.

7.4 Examples of Diagrams for Systems Containing Two Redox Elements

Many aqueous systems of current interest contain two active redox
elements. For example, the stability of phases in aqueous U-C system has
implications in nuclear waste storage. The stability diagram for the aqueous U-C
system at pH = 4, shown in Figure 7-2, can be replotted in
—log, ,[U], q/—logm[C]a q/E space, as shown in Figure 7-3. Extreme
"concentration" ranges have been shown to illustrate the form and structure of
the diagrams and to show the relative stabilities of phases. Obviously, realistic
physical conditions exist in only a small portion of Figure 7-3.

Diagrams in chemical potential space and in —logm[U]a q/-logm[C] a q/ E
space are shown for the aqueous U-C-F ™ system at pH = 4 and ap.=0.1in
Figures 7—4 and 7-5, respectively. Similar diagrams for the same system at
pH = 4 and ap.= 1 are shown in Figures 7-6 and 7-7. Figures 7—4 through 7-7
were calculated using the species listed in Tables 4-1, 42 and 7-1. Note the
changes in the stable phases as F~ is added to the system and its concentration is
increased.

In the study of the electrodepostion of III-V semiconductors, the aqueous
Ga—As system is of interest (Perrault, 1989; Chandra and Khare, 1987a,b). An
equilibrium diagram, in chemical potential space, for the aqueous Ga-As system
at pH = 13 is shown in Figure 7-8; the equilibrium surface is replotted in
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Figure 7-3 Equilibrium diagram for the aqueous U-C system at pPH=4in
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Equilibrium diagram for the aqueous U~C-F~ system at pH = 4
and ap.= 0.1in chemical potential space.



174

LDZ(G:I)E‘-Zﬂzo + aq.

140
o 100
©
g
S s0
(=]
(=]
~1
t
20
-20
E (V)
-20 0 20 40
-log 10 ()] aq
Figure 7-5 Equilibrium diagram for the aqueous U-C-F ™ system at pH = 4

and ap.=0.1in —loglo[U]aq/—logm[C]aq/E space.
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Figure 7-6 Equilibrium diagram for the aqueous U-C-F" system at pH = 4
and ap-=1 in chemical potential space.
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Figure 7-7 Equilibrium diagram for the aqueous U-C-F~ system at pH = 4
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Figure 7-8 Equilibrium diagram for the aqueous Ga—As system at pH = 13
in chemical potential space.
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—log, 4[Ga] a q/—logm[As]a q/ E spacein Figure 7-9. The species included in the
calculations are listed in Table 7-2.

Attempts to electrodeposit II-VI semiconductors, such as CdTe, have also
been reported (Ogden and Tench, 1981; Llabres and Delmas, 1986). Equilibrium
diagrams for the aqueous Cd-Te system at pH = 2.5 and at pH =10 have been
constructed in both chemical potential space (Figures 7-10 and 7-12) and
—log,,[Cd], q/—logm[Te]a q/ E space (Figures 7-11 and 7-13). These diagrams
were calculated using the species listed in Table 7-3.

Electron number can be defined in a system containing two active redox
elements. The electron number of a species, Sk’ containing two active redox
elements, M and N, is simply defined as the coefficient z; in the general formation
reaction in Equation 2.1-1. The average electron number, Zk, is still defined as an
atom average, now taken over all atoms of elements M and N.

The equilibrium figure for the aqueous Cd-Te system at pH = 10 can also
be constructed in —loglO[Cd] 2 q/—logm[Te] a q/Z space. In this space, Figure 7-14
shows the three-dimensional electron number diagram for the aqueous phase in
equilibrium with solid CdTe. Because 20dTe = 0, each point on the surface in
Figure 7-14 would be connected by a horizontal tie-line to a point on the Z = 0
plane at the same values of —log, 4[Cd], q and -log; ;[Te] aq’ For purposes of
clarity, this plane, as well as the surfaces associated with the other solid phases,

are not shown here.

7.5 Extension to Systems of Arbitrary Complexity
From the phase rule analysis in Chapter 2.2, it is clear that addition of

another component X (i.e., a complexing species) to the system increases the
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Figure 7-9 Equilibrium diagram for the aqueous Ga—-As system at pH = 13
in log, ;[Ga] a'q/-logm[As] aq/E space.
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Table 7-2
Aqueous Ga-As System: Species Included in Calculations

Solid Species
Ga Ga203(ﬂ) Ga(OH)3
As(a) As,O¢ As,O¢(octahedral)
As 406(monoclinic) GaAs

Dissolved Species

GaZt Gadt Gao33‘
GaOH?+ HGa0," Ga(0m),*
H,Ga0,~ Asot AsO,~

3- 9—
AsO 4 HAsO2 HAsO 4

H,AsO, H,AsO,
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Figure 7-10 Equilibrium diagram for the aqueous Cd-Te system at pH = 2.5
in chemical potential space.
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Figure 7-11 Equilibrium diagram for the aqueous Cd-Te system at pH = 2.5
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Figure 7-12 Equilibrium diagram for the aqueous Cd-Te system at pH = 10
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Table 7-3
Aqueous Cd-Te System: Species Included in Calculations

Solid Species

cd Cdo Cd(OH),
Te TeO2 H2’I‘e03
TeO 3(hydr.) CdTe

Dissolved Species
ca?t Cdo, " Cd(OH),
HCdO,~ cdor™t H,Te
HTe™ Tez- Te22"
Tedt HTeO,* HTeO,"

92— _

TeO, H,TeO, HTeO,

2—
TeO 4



186

40
o 30 =
® s
é 20 |-
= A
o 10 -
Q S
P
l o
Y SRy

-
""""""
.®

.....
.
.
cew e

25
'109 10 [Cd] aq

Figure 7-14 Equilibrium diagram for the aqueous Cd-Te system at pH = 10
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number of degrees of freedom in the system by one. However, as long as the
activity of the additional component is specified, thereby fixing the chemical
potential of X, the mathematical complexity of the problem remains unchanged.
In fact, an arbitrary number of additional components X can be added in this
manner.

The addition of an another active redox element to the system also increases
the number of degrees of freedom by one. Thus, either one additional chemical
potential must be fixed or the dimensionality of the system will increase by omne.
Normally, the chemical potential of a redox element is not fixed. (The exception
occurs if a system is constrained such that one particular redox element is always
present in elemental form; in effect, this fixes the chemical potential of that
element at zero.) Therefore, the addition of a redox element to the system will
normally increase the dimensionality of the system by one.

The extension of the method described in Chapter 7.3 to systems containing
more than two redox elements is straightforward. The formation reaction would
be generalized to include m redox elements. The coefficient matrix A in Equation
7.3-1b would thus be (m+1) by (m+1), if the chemical potentials of electrons and
the m redox elements were used as the independent variables. The simultaneous
solution of the m+1 linear equations in Equation 7.3—1b and subsequent stability
tests would give points where m+2 phases were stable. The "boundary" points
could be determined by solving Equation 7.3-1b as more chemical potentials are
specified. After specifying the connections among the stable points, calculation of
the equilibrium surface in chemical potential space would be complete. To this
point, only linear equations have had to be solved.

As the dimensionality of the system increases, producing a meaningful
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graphical representation of the equilibrium figure becomes much more difficult.
To reduce dimensionality, the total activities of some redox elements could be
fixed. However, the iterative calculations required to implement this procedure
would likely make calculation of the diagram on a microcomputer impractical for

a total number of redox elements in excess of three.



CHAPTER 8
CONCLUSIONS AND RECOMMENDATIONS

8.1 Conclusions

The conclusions drawn from this study may be summarized as follows:

1. Anentirely new type of electrochemical phase diagram, the electron
number diagram, has been discovered. The theoretical foundation for the electron
number diagram and its relationship to conventional potential-pH diagrams have
been developed. The areas in which electron number diagrams provide
information complementary to and in addition to that from conventional
potential-pH diagrams have been identified.

2. Experimental electron number diagrams have been constructed for one
redox system, the aqueous sulfur system. Two—dimensional sections of the
three—dimensional electron number diagram at both constant pH and constant
electron number were determined and compared with the sections computed from
theory. Agreement between the computed and measured diagrams was found.

3. A rigorous thermodynamic theory for complex aqueous redox systems
was developed and used for interpretation of the various types of electrochemical
phase diagrams. The dimensionality of potential-pH and electron number
diagrams was related to the Gibbs phase rule analysis of aqueous redox systems.
The theoretical analysis permits a classification of pctential-pH diagrams into
two basic types: 1) Pourbaix diagrams, in which the stability field of solid phases
and contours of constant activity of the redox element are displayed and 2)

predominance diagrams, in which the regions of dominance of dissolved species
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are shown. Electron number diagrams are obtained by a thermodynamic
transformation in which potential is replaced by a measure of the number of
electrons. The chemical potential of electrons and the number of electrons are
conjugate thermodynamic variables.

4. An efficient computational method, based on the theoretical analysis of
complex aqueous redox systems, was developed. The equations describing the
equilibrium composition were obtained from a minimum set of formation
reactions. The formation reactions used a set of reactants (components) whose
chemical potentials are chosen to be the independent variables in the
computation. This procedure permits the sequential rather than simultaneous
solution of the equation set in the case of ideal solutions. Efficient stability
criteria, obtained from theory, were used to determine the stability of solid
phases. The algorithm was implemented on IBM PCs and compatible computers.

5. Electron number, potential-pH and chemical potential diagrams were
computed for a variety of complex aqueous systems, including the following
systems containing two active redox elements: the aqueous Cd—Te system; the

aqueous Ga—As system; and the aqueous U-C system.

8.2 Recommendations

Further development of the work described in this thesis is recommended.
The following speciﬁc items are particularly important.

1. Develop methods for computation and display of electron number
diagrams for solid-aqueous redox systems containing three or more active redox
elements. These will be necessary for the most interesting corrosion, geological

and mineral processing applications.
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2. Develop algorithms for computation and display of generalized
chemical potential/temperature/pressure diagrams. These "intensive property"
diagrams will contain conventional Pourbaix and Ellingham diagrams as a subset.

3. Improve the data-base supporting the computations by providing an
interface to the most recent compilations of thermodynamic data, e.g., that of the
National Institute for Standards and Technology (Wang and Neumann, 1989).
The algorithms should also be extended by building in methods for computing
activity coefficients and for extrapolating data to elevated temperatures.

4. Additional experimental electron number diagrams should be
constructed. The aqueous system containing copper and chlorine should exhibit
many interesting phase phenomena in a region that is easily accessible
experimentally. Work on the aqueous sulfur system should be expanded and
should include: 1) development of a more complete data base to support the
computed diagrams and 2) more accurate potential measurements.

5. Additional applications for electron number diagrams should be sought
and developed. These might be drawn from the following fields: corrosion,
nuclear waste containment, wet sulfur removal processes and electroplating of
[I-V semiconductor compounds.

6. Extension of the concept of electron number diagrams to non-aqueous

systems, e.g., molten salts and organic solvents, should be explored.
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LIST OF SYMBOLS
activity of species Si
activity of active element in solution, defined by Equation 2.3-39
activity of active element in solution, defined by Equation 2.3-37
defined by Equation 2.3-33
coefficient matrix in Equation 7.3-1; the elements of this matrix are
defined by Equations 7.3-2, 7.3~3 and 7.3-4
number of moles of active element M
dimensionality of diagram
electrochemical potential
standard electrochemical potential for formation reaction for species Si
degrees of freedom
Faraday’s constant
Gibbs free energy of a system
standard free energy change for the formation of species Sk by the
reaction in Equation 2.1-1; given by Equation A-13
standard free energy of formation of species k from the elements
stoichiometric coefficient for HY in formation reaction for S;
base 10 logarithm of X
natural logarithm of X
vector of constants in Equation 7.3-1; defined by Equation 7.3-5
number of active redox elements in a system
mass of H,O in kilograms

symbol for the active redox element
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concentration of active element in the solution, [M] aq = BM, a q/ mg.0
the number of species in a system

number of electrons per atom of active element M in elemental form
number of electrons per atom of active element M in species Si
number of possible sets of three solids

number of moles of species i

symbol for the second active redox element

total number of moles of electrons contained in active element as it
exists in the system

number of moles of electrons contained in active element if all of the
active element were present in the elemental form

number of moles of species Si

partial pressure of hydrogen

partial pressure of oxygen

number of phases

number of independent reactions

gas constant

number of species

symbol for ith species containing redox element (M and/or N )

molal concentration of dissolved species Sies [Sk] = Nk/ my.0

(Note: in Chapter 6 only, molar concentrations are used exclusively)
total number of component species necessary to describe the
stoichiometry of a reacting system

temperature

stoichiometric coefficient for H20 in formation reaction for Si
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mole fraction

stoichiometric coefficient for X in formation reaction for §;

component species in formation reaction for Si

stoichiometric coefficient for Y in formation reaction for Si

component species in formation reaction for Si

average electron number, defined by Equation 5.2~7

average electron number of aqueous phase, defined by Equation 5.2-12
electron number of species Si; the coefficient of e in the formation
reaction in Equation 2.1-1; also defined by Equation 5.2-1 for a species
S, containing a single redox element M

number of atoms of active element M in one molecule of species Si'
(o =1/vp4)

activity coefficient of species Si

chemical potential of active element M

chemical potential of active element M in species Si

vector of chemical potentials in Equation 7.3-1

stoichiometric coefficient for species Si in formation reaction

( -1

"M,i T ™M,
Subscripts

refers to the aqueous phase

refers to a general species S g 8aseous or solid

refers to a general species §;, solid or dissolved

refers to a general species, Sk' solid or dissolved

refers to a solid phase |

refers to the total amount including aqueous plus solid phases
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Superscripts
standard state

reference electrode
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APPENDIX A
DERIVATION OF THE GENERAL EQUATION FOR ACTIVITY IN
AQUEOUS SYSTEMS CONTAINING TWO REDOX ELEMENTS

Consider an aqueous redox 8ystem containing two active redox elements, M
and N, as well as two additional components, X and Y. A formation equation of

the following form can be written for each species Sp-

@ a
a = ka ] M+ @ . ‘a N
Mk + ONk| Mk + °Nk
1 + -
= S, +h H +w HO+xX+y,Y+ze (A-1)
[QM’k + O‘N,k] k' 7k k k k k
where @)1 i 18 the number of atoms of element M per molecule of species Sk and

@y | 18 the number of atoms of element N per molecule of species Sy
The free energy change for Equation A—1 is given by:

1 ]
AG, = +h pr, +w + x +y +2zZ 4 .
k [aM’k + oL J L { PH,0 Tt Xehx t Tiby + 7

Q. a2
M. k N, k
- 2 - 2 A-2
[aM,k + “N,kJ”M [QM,k + “N,kJ‘N (4-2)

At equilibrium, AGk =0, so Equation A-2 becomes:

_ 1
0= [aMk n aNJ et b+ Vg o + Xy + Vyby + 2,
& [0
M, k N, k
- 2 - 2 A-3)
[aM,k + aN,kJ g [aM,k + "‘N,kJ N (

In most listings of standard free energy of formation data, including the

main source used here (Wagman, et al., 1982), the free energies of formation of

ions in solution are based on the convention

200



201

AGR.=0 (=pg.) (A4)
Furthermore, the formation processes of ions in the standard state in solution are
defined in terms of redox reactions versus a reference electrode, here chosen to be
the standard hydrogen electrode. For the standard hydrogen electrode reaction
- 1
e =5Hy(g)-H" (A-52)

the associated equilibrium equation is given by

I‘;- = %#ﬁz(g) = l‘ﬁo (A-5b)
where the superscript © indicates the chemical potential of the electrons in
equilibrium with the standard hydrogen reference electrode. Thus, in defining the
standard free energy of formation of a dissolved species M® ™V from element M,
Equation A-5a would be used to replace electrons. In other words, the reaction

M=M"*4ne” (A-6a)
is replaced with

M+ H" =M™ + (n/2) Hy(g) (A-6b)

The standard free energy of the formation reaction of species Sy (for the
reaction in Equation A-1) can be computed from the standard free energies of the

component species and the free energy of formation of species Sk.

AGy = - 2+ Db + WBg O F Xybig + Ty
k [O‘M,k + Nk e T BgEE T VbE,0 TR T by
Qa, T a
M,k o _ N,k o 1 o _,0
[“M,k + o M ["M,k + aN,kJ ”N”k[?“ﬂg(g) “H*}

(A-T7)
Equation A~7 gives the free energy change for reaction A-1 if all species are in
their standard states and if the standard free energies of formation of all ionic
species in Equation A-1 are referred to the standard hydrogen electrode. The

standard state, by convention, is denoted by the superscript °.
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Subtraction of Equation A-7 from Equation A-3 gives:

] )+ ) )+ )

o ) [+] & Q
e (OSSN L 3

to [l‘e-‘% pﬁz(g) + yﬁ,] =-AG) (A-8)
The following convention, which agrees in magnitude with that of Ramsey (1957),
can be used to relate the chemical potential of electrons to electrode potential

Ho-=-FE (A—-9a)
Combining Equations A-5b and A-9a gives

Ef = _1‘? [21’ “Eolz(g) - ”E'J (A-9b)

where E” is the potential of the standard hydrogen electrode.
The following conventions, which relate chemical potential differences to

practical variables, are used to simplify Equation A-8:

#=p; +RTlna, (A-10a)

pgs=bgs=RTIn ag,=-RT(In10)pH (A-10b)
The activity, ay, of species Sk can be obtained using Equations A-8, A-9 and
A-10:

M,k M~ MM
3, =expl(apr + ay ) 2
k ( M,k N,k [aM,k ' aN,kJ RT

a (b — iing)
N,k \IN — BN
+ z + hy (In 10)pH~w,Ina

o

A
-xklnax-yklna,Y+zk[IF{T](E—Er)——E.]fr (A-11)
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However, “H:( g) = 0, and by the convention in Equation A—4, y.ﬁ + =0.
Therefore, according to Equation A-9b,

Ef =0 (A-12)
Thus, convention of setting the potential of the standard hydrogen electrode to
zero is equivalent to the convention of setting yﬁ. =0.

Equation A-7 can be simplified using Equations A-9b and A-12 to give

o _ 1 ) o o ) o
AGy = [aMk Ny e+ Bpig. + Wiag o + Xpbiy + Vyby

Q- Qa
M, k 0 N k
- 2 - 2 u;(A—13a.
[aM,k + "N,k] M ["M,k + “N,J )

Using the relationship p‘i’ = Achi’, Equation A-13a becomes

1 o o o o
AG? = AG +h AGE +w AG +x AG
Q. Q;
M.k o N .k o
+y, AGS - 2 AGyr - 2 A A-13b)
& 40y ["M,k + Ok TM ey 4 ooy S

where AfG‘i’ is the standard free energy of formation of i from the elements.
Notice that AG; is simply the standard free energy for the formation of species Sk
from the system components (Equation A-1) as conventionally defined, i.e.,
considering only chemical species.
Using Equation A-12, Equation A-11 can be simplified to give
Nk ] eyt — )
Mk + ONk rI

3 =exp (aM,k + aN,k) [

N .k
+ [4 a
Mk + Nk

(by — 1)
s RT”N + by (In 10)pH - wy In 31,0

AG?
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Equation A-14 can be used in this general form to calculate activities involving
both redox and chemical equilibria. In the case where z =0, 3, is independent of
E. In the case where Z # 0, it is possible, though not necessary, to express
Equation A-14 in a slightly different form.

oy og ]("M = iy
k

ay = exp|(ap y + ay ) [

aM,k + aN’ RT
okl — “§)+h (In10)pH-w,Ina
2 -W
~xlnay—ylnay+3, [IF{'T] (E-E}) (A-15)

where E;, the standard electrode potential for the formation of Sk’ is defined by
.45
Consider the special case of a species Sk which contains only one redox

element M. When @ i 18 set to zero, Equation A-15 simplifies to give

a, =exp [(O’M,k) [%@ + hk(ln 10)pH - wln 31,0 -xyln ay -y lnay
+2, [l%r] (E- E;)” (A-17)

Notice that the definition of E° in Equation A-16 agrees with that of Pourbaix
(1966).

For a pure solid phase of species Sk, which may contain one or both of the
active redox elements,

Equation A-18 can be combined with Equation A-14, the general activity
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expression, to give the following equation for solid species Sk:

ay x|l = ) ey x|y — e (F
[O’M,k PR B L ["M,k + “N,k] R+ zk[RT]E
AG?
=-h,(In 10)pH + wiln agot xlnay +yln 3y + —R’% (A-19)

Alternatively, Equations A-19 and A-9a can be combined and rearranged to give

[ o x|l - “ﬁ)+[ on .k |- (s
Mk + ONk| BT |oMx + Nk| RT k RT
AG;

Equations A-19 and A~20 apply at equilibrium conditions for the formation
reaction of Equation A-1. Another expression, analogous to Equation A-19, can
be derived for AG,, the free energy change associated with the formation of solid
species Sk from the redox elements M and N as shown in Equation A-1.

AG, AG,
—gT = By (In 10)pH + wln ag,0 * xilnay +y,ln ay +—gT

_[ vk | [ oew ](“N‘”ﬁ)
Mk + Nk L Mk + Nk Rl

F
2, [ET] E (A-21)
Finally, for a system containing one redox element, M, and a pure solid

phase containing M, Equations A-17 and A-18 can be combined and rearranged
to give the following expression for the chemical potential of the active redox
element M in equilibrium with solid species Sk:

(eng — o)

-7 [fer] (B-E) (A-22)



APPENDIX B
LIMITING SLOPES OF SOLUBILITY CURVES ON ELECTRON NUMBER
DIAGRAMS IN SYSTEMS CONTAINING ONE ACTIVE REDOX ELEMENT

The theoretical limiting slope of the —og,, [M]aq versus z curve along a
solubility line is of interest. The theoretical slope of the solubility curves can be
obtained for the special case of ideal solutions. To within the constant

~(2.30259) L, this derivative is:
9 In[M
M,
pH

oz aq
Using the chain rule
0 In[M dIn[M 0E
e |
oz aq pH JE pH (Jz aq pH
and the identity
iz o 171
e
JE |pH Jz. aq pH
gives
-1
In[M dIn
dmMly) (oM (5 .
5z aq pH JE pH |[GE |pH

Each derivative on the right hand side of Equation B-3 is evaluated separately as
described below.

For an aqueous system containing a single active redox element, M, it has
been shown (Angus and Angus, 1985; Angus, Lu and Zappia, 1987) that the
concentration of any dissolved species, Sk’ in equilibrium with a solid phase, S g’

can be written in the form
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1 F
5] =5, = [Ck + ey ) -zs)E] (B—4)
where Ck is a term that does not depend on E. For example, for simple systems
containing only the elements M, H and O, Ck is given by
F

Cy = 230259 (apg 1 )(hy~h,)(pH) + l,:.1.(azM’k)(st‘; -z, Ep) (B-5)
The special case of ideal solutions (7k = 1) is considered and Equation B4 is
substituted into Equation 5.2-18 yielding

F

The aq below the summation indicates that the sum is taken over all dissolved

species. Equation B—6 can be differentiated with respect to E.

o[M]
5| =lRr] B (a0t —2) e [y + g )5 -2, E]
6E pH aq ! ]
(B-7)
o[M]
[—i‘l = 2rE (025 -2)IS,] (B-8)
0E oH aq
Dividing Equation B-8 by [M] aq= T (apy 1 )IS,] gives
aq
2
T (ayr ) “ (2 — 2)[S4]
8 1n[M] M, k) (%~ )5
[ aq| _ [RT] aq (B-9)
R z q(aM,k)[Sk]
The definition of an atom average quantity is now introduced.
7=2d (B-10)

?q( aM,k)[sk]

Therefore, Equation B9 can be rewritten as
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d InM
[ﬁﬁ] - [IF{‘T] Gy & =5y (B-11)
pH

where, by the definition in Equation B-10, aMl z -7 ) is the atom average of the
quantity aM,k(zk -zg).

Next obtain the derivative (3, q/ aE)pH' Equation B4 with 7, = 1 is
substituted into Equation 5.2-19 giving

Yoy 7 exp [Ck + IFTT(“M,k)(zk - "s)E]

- (B-12)
Zaq = =
z Mk &P [Ck + grloy ) - Zs)E]
Differentiation of Equation B-12 and application of Equation B-10 gives
d ;a F _
—GE;‘ =rr | M2z — %) -z a(z - z,) (B-13)
pH
Combining Equations B-11 and B-13 gives the desired resuit.
d In[M] ayl(z - z_ )
[_J} = M— s (B-14)
i3 PH aqpfz -z )-z ay(z =z)

The denominator of Equation B-14 is always greater than or equal to zero. The

sign of the slope is therefore determined by the sign of aMZ 272 ).

d In[M] _
- = Sign [ @y (z7) ] (B-15)

oz
Inspection of the curves shown in Figures 5-3 through 5-7 show that Equation

B-15 is indeed obeyed. (For the aqueous copper system, the X%Cui for all the

dissolved species were equal to one so oo, (22,) = (z—zs).)

Furthermore, when only one species is present in the solution

ayz(zz) =z ap(zz,) (B-16)
Therefore when the solution contains essentially only one species the slope given

by Equation B—14 approaches infinity. This conclusion is also confirmed by the
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computations, i.e., where the aqueous phase is dominated by one species, the
slopes approach infinity.

Equation B-14 also shows that the slope is zero when Fﬁ(ﬁs)’ is zero. For
systems in which O g = 1 for all dissolved species, e.g., copper, this reduces to
ﬁ = Z—zs = 0. In other words, in that special case, the maximum of the
—log, o[M] aq VersUs 7 curve (minimum solubility) occurs at the point where the
electron numbers of the aqueous and solid phases are equal. For situations in
which there is an appreciable concentration of ions with aM,k # 1, this is not true.
The sulfur system, in which 5,0,2", HS,0,", H,S,0, and polysulfides are
important, is a case in point. The maximum of the solubility curve for solid sulfur
shown in Figure 5-10 does not occur at z = 0. Detailed calculations show that the

maximum does occur at aMl z—zsj = 0 as predicted by Equation B-14.



APPENDIX C
QUANTITATIVE ANALYSIS OF TOTAL SULFUR

The object of this analysis is the determination of total sulfur, in all species,
in solution. The method chosen is conversion of all sulfur species to sulfate, which

can then be determined gravimetrically as barium sulfate (Yung, 1990).

C.1 Conversion of All Sulfur to Sulfate

The first step in this procedure is conversion of all of the different dissolved
sulfur species to sulfate ions.

1) Estimate a maximum concentration for the samples to be analyzed. A sample
volume of 10.00 ml should be used if the sample concentration is greater than

0.1 M. Otherwise, a sample volume of 100.00 ml should be used. For extremely
dilute samples, a larger volume may be desirable to increase the precision of later
precipitate weighings.

As the entire procedure is rather time consuming, it is often advisable to run
more than one sample concurrently. Two or three samples can be analyzed in the
time required for one.

2) With a volumetric pipet, measure a sample volume into a 250 ml beaker and
add a stirring bar. In the case of a typical 100 ml unknown, 50 ml test samples are
desirable since a second analysis can then be performed in the event of an error in

the procedure.
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3) While wearing protective gloves and safety glasses, add enough 30% hydrogen
peroxide (H202) to each sample to oxidize all the sulfur species present to sulfate.
Excess H202 is added to insure that all sulfide will oxidize and to allow for any
possible decomposition of the peroxide prior to use. A graduated cylinder is of
sufficient accuracy for the peroxide measurement.
4) The samples are then heated to near boiling (80 to 90°C) for one hour to
decompose the hydrogen peroxide by the reaction:

H,0, + 5 Oy(g) + H,0 (C.1-1)
If the peroxide is not removed here, it may later oxidize the chloride ions to
perchlorate. The perchlorate ions may occlude in the barium sulfate crystal
lattice as it grows, thus giving a higher weight.

During heating it may be advisable to add a small amount of double

distilled water to maintain a constant volume.

C.2 Precipitation of Barium Sulfate
Be certain that adequate time is available for this section of the process.

The goal here is the formation and filtration of a barium sulfate precipitate. The
procedure should not be interrupted until the precipitate has been filtered because
of the possibility of the formation of impure crystals.
1) Acidify the samples with 1.0 M HC}, and check with pH paper to insure that
the solution is at a pH of 3 or lower. For best crystal growth, a low pH is required
to force the H,SO 4 €quilibria to the right to give a low sulfate ion concentration, a
condition desirable for slow growth of pure crystals.

503~ + 20 £SO, + HY 5 H,50 . (C.2-1)
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2) Heat the sample and a 60 ml portion of 0.1 M barium chloride (BaClz) solution
to near boiling (80 to 90°C). When the temperatures of both the sample and the
Ba.Cl2 solution are in the correct range, add the BaCl2 solution to the sample
rapidly with stirring. Hold the solution at this temperature while any other
samples are treated to avoid the side reactions that occur at low temperatures.

3) The precipitate must now be digested. Both phases (precipitate and mother
liquid) should remain in contact with one another for a period of 1.5 to 2 hours at
a temperature of 80 to 90°C. This will allow the phases to re-equilibrate and will
increase both particle size and the purity of the crystals.

4) After digestion, the precipitate must be suction filtered while hot (80 to 90°C).
Preweighed medium porosity sintered—glass crucibles are used for the process.
After filtration, the filtrate should be clear. Ifit is turbid, then it still contains
precipitate; in this case, the solution should be reheated and refiltered until the
filtrate is clear. The clear filtrate can be discarded.

5) The precipitate and filter crucible should then be thoroughly rinsed to remove
impurities that may adhere to surfaces. Distilled water should be heated to
near-boiling and several small portions (25 to 30 ml) should be sequentially added
to each sampie and suction filtered to wash the precipitate.

6) The silver chloride test is used to insure that rinsing is complete. A few drops
of silver nitrate (AgN 0,) are added to a small portion of the washings in a test
tube. A cloudiness or the formation of a precipitate in the test tube is indicative
of incomplete washirg, i.e., chloride ions are still present. In that case, the
precipitate should be rinsed several more times and retested. Gravimetric
washing should be considered complete when a portion of the filtrate givesonly a

faint opalescence with AgNO3; solution.
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7) When the samples have been washed, the crucibles should be placed ina
beaker and stored in an oven at a temperature of about 120°C. After 2 to 3 days
of drying, the crucibles are ready for weighing.

C.3 Determination of the Weight of Barium Sulfate

1) Constant weight has been attained when the successive weight measurements
are within + 0.0005 g. Crucibles are placed in the oven for a minimum initial
heating period of 2 to 3 days. The oven temperature must be maintained at a
minimum of 100°C. The crucibles are removed from the oven for the initial
weighing and cooled in a desiccator for 30 minutes to eliminate buoyancy effects.
After weighing, the crucibles are then placed in the oven for at least 30 minutes of
heating. The procedure is then repeated until successive measurements are within
0.0005 g. The constant weight of the crucible is then taken as the average of two
successive constant weights.

2) The difference between the constant weight of the crucible plus precipitate and
the intial weight of the crucible (from preweighing) is the amount of BaSO 4
produced. Division by the molecular weight (233.40 g/mol) yields the number of
moles of BaSO & The number of moles of BaSO 4 produced is equal to the number
of moles of sulfur in the solution. Division by the original sample volume gives

the total sample concentration of sulfur species present.



APPENDIX D
CALCULATION OF POINTS ON EXPERIMENTAL
ELECTRON NUMBER DIAGRAMS FROM EXPERIMENTAL DATA

In the description of the calculation of points on experimental electron
number diagrams, the following definitions are made:

Cy=m A/ v 5 ; total sulfur concentration of Sample A in indirect
determination experiments (moles/liter)

cg=mg [¥r; total sulfur concentration of Sample B in indirect
determination experiments (moles/liter)

cg = (mg + m, q)/vf; the final sulfur (solid + dissolved) to volume ratio of
the system in direct determination experiments (moles/liter)

Cog = Mgg / Vg Sulfur concentration of the starting solution (moles/liter)

m, = moles of sulfur in Sample A

m, a = moles of dissolved sulfur in the aqueous phase

mp = moles of sulfur (solid + dissolved) in Sample B

mHzS( g) = moles of sulfur in the gas phase as H,S

mg = moles of solid elemental sulfur

m . = moles of sulfur in starting solution

[S] ag=T, q/ v total dissolved sulfur concentration of the aqueous phase

v = volume of Sample A in indirect determination experiments (liters)

vg = volume of Sample B (the system immediately after removal of Sample
A) in indirect determination experiments

v = final volume of solution (liters)
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Vg = volume of HCI used to acidify the system (liters)

Vg = volume of starting solution (liters)

;aq = average electron number of sulfur in the aqueous phase

z, = final overall average electron number of sulfur (including both solid and
dissolved) in direct determination experiments

ZH,5(g) electron number of sulfur in gaseous HoS (szs (8= -2)

zg = electron number of solid sulfur (zs =0)

2, = average electron number of sulfur in the starting solution

o = standard deviation of random variable i

D.1 Direct Determination Data

The object of the direct determination experiments was to determine the
phase boundary between the single-phase region (dissolved sulfur only) and the
two-phase region (solid sulfur and dissolved sulfur). This was done by locating
points on both sides of the boundary, as shown in Figures 6—5, 6—6 and 6-9
through 6-17.

In each direct determination experiment, a known volume (vss) of a starting
solution of known concentration (cs s) and average electron number (Zss) was
acidified with a known volume of hydrochloric acid (vgeyp)- After allowing time
for equilibration, the system was tested for solid sulfur. Based on this test, 2
point was then located in either the single—phase or the two—phase region.

If the loss of sulfur as gaseous species can be neglected relative to the total
mass of dissolved and solid sulfur, then the following mass balance can be written:

m =m, +mg (D.1-1)

88 aq
The assumption of negligible gas phase losses is expected to be reasonable in the
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majority of direct determination experiments; the assumption begins to break
down at low pH, especially at high dissolved sulfur concentrations.

The electron balance accompanying the mass balance in Equation D.1-1 is

given by
mss;ss = (maq + ms)if (D.1-2)
Equations D.1-1 and D.1-2 can be combined to give

Thus, in the direct determination experiments, the final overall electron number
of the system is equal to the electron number of the starting solution.

From the definition of ¢

.5 the following relationship can be obtained:

Mes = Co57ss (D.14)

Substitution of Equation D.1-4 into Equation D.1~-1 and division of both sides by

vfyields
V., Mg +m
c S8__S ~ ag (D.1-5)
S8 Vf Vf

Notice that the right side of Equation D.1-5 is, by definition, equal to Cpr the ratio
of total moles of sulfur (dissolved + solid) to total volume of solution:

mg +m
cez—— 2 (D.1-6)
e
Combining Equations D.1-5 and D.1-6 gives
v
88 _ —
Css Ve °t (D1-7)

Equation D.1-6 can be rewritten in the following form, which incorporates the

definition of [S] aq’
T

Since e is always positive and mg is never negative, the following inequality
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holds:

Ce2 [S]aq (D.1-9)
In the two—phase region, cgis always greater than [S]aq' Thus, ¢g provides a
conservative estimate of [S] aq in the two-phase region. As the amount of solid
sulfur present decreases relative to the amount of dissolved sulfur, Cg approaches
[S] aq Examination of Equation D.1-8 shows that in the single-phase aqueous
region (where mg = 0), c;equals [s]a.q’ Therefore, at fixed pH and z, values of Ce
in the single-phase and the two—phase regions bracket the value of [S] aq at the
boundary between the regions.

The experiments to determine electron number diagrams for the aqueous
sulfur system involved the combination of starting solutions and dilute HCL If
the volume changes associated with mixing and the subsequent reactions are
neglected, then the final solution volume,vf, is given by

Ve=Vee + Y (D.1-10)
This is expected to be a reasonable assumption. Substitution of Equation D.1-10

into Equation D.1-7 gives

Vss
cf=mcss (D.1-11)
All terms on the right side of Equation D.1-11 can be determined
conveniently. Equation D.1-11 can be used with Equation D.1-3 and a pH
measurement to locate a point (Ef, —log10 Cp pH). After establishment of whether
or not solid sulfur is present in the experimental system, the experimental point
can be shown on a field of —logm[S]aq versus Zf at constant pH (e.g., Figure 6-5)

or on 2 field of -log, ;[S] aq Versus PH at constant z (e.g., Figure 6-9).
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D.2 Indirect Determination Data

In each indirect determination experiment, a known volume (vss) of a
starting solution of known concentration (cu) and average electron number (Zss)
was acidified with a known volume of hydrochloric acid (VHCI)’ producing solid
sulfur. After allowing time for equilibration between the solid and solution
phases, the system was divided into two samples. A known volume (v A) of clear
liquid was removed from the system and designated Sample A. Sample B
consisted of the remaining volume of solution (vB) and the solid sulfur. Both
samples were then analyzed for total sulfur, as described in Appendix C. From

these analyses, a point (z, , —10510[81 aq) O the boundary between the

M)
single-phase and two—phase regions could be determined.

In the indirect determination experiments, st was the only gaseous species
that formed in significant quantities. Consequently, a mass balance for sulfur in
these experiments can be written as:

The corresponding electron balance is given by
m  Z.=m, a®aq +mgzg + mﬁzs(g)szs( g) (D.2-2)

As in the direct determination experiments, starting solutions and dilute
HCl were combined. If the volume changes associated with mixing and the
subsequent reactions are neglected, then the final solution volume,vf, is given by

Vf = vss + VHCI (D.2—3)
Because the total sulfur analysis of Samples A and B accounts for all of the solid
and dissolved sulfur in the system, the following relationship can be written:
Using the definitions of ¢ A Cg and [S]aq' Equation D.2—4 can also be written as
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CAVA + cBVB = [S]aqu + ms (D.2-5)
Other relationships among the variables can be written:

VA+Vg=7V; (D.2-6)

cp(vy +vg) = My (D.2-8)

Equations D.2-6 and D.2-8 can be combined to give

My =CA% (D.2-9)
From Equations D.2-5, D.2—6 and D.2-7, an expression for mg in termsof ¢ A’ OBy
Ve and v A can be obtained:
The following expression for the moles of H,5(g) formed can be obtained from
Equation D.2-1 and the definition of Ceg’

TH;S(g) = ss7ss “™aq "™ (D.2-11)
Substituticn of Equations D.2-9 and D.2-10 into Equation D.2-11 yields

™H,5(g) = %ss"ss ~°A"t (B ~a)(7r~7,) (D.2-12)
which can be simplified to

™H,5(g) = ss"ss ~°AYA ~ °B("t~¥A) (D.2-13)

Using the definition of Cog? Equation D.2-9 and Equation D.2-2, an expression for

for Za can be obtained:

q
- _ 1 - _ .
23q=¢ N, (55750755~ gZg mHgS(g)zH;S(g)] (D.2-14)
Substitution of the electron numbers of solid S and H2S into Equation D.2-14
gives
- _ 1 -
Zyq = —CAVf [cssvsszss + 2mH28( g)] (D.2-15)

Equation D.2-13 can be used in Equation D.2-15 to obtain



22¢

- - 1 -
Baq~c A"_f {c“vsszss + 2[cssvss —CAVp - cB(vf— v A)]} (D.2-16)

Equations D.2-7 and D.2-16 can be used to determine [S] aq and z, 4 for
each indirect determination experiment and thereby to locate a point on the
boundary between the single-phase and two—phase regions.

The number of moles of H,5(g) formed, which is calculated using Equation
D.2-13, can also be interpreted as sulfur lost from the solid-aqueous system.
Thus, the percentage of sulfur lost from the solid—aqueous system is given by

CooVeo — CaAV4 —Cp(Ve — v,)
%Slost=100-858 A A "Bf A (D.2-17)
c. .V
85 88
Notice that if the amount of H2S(g) formed is negligible relative to the total

amount of sulfur in the system, Equation D.2-15 reduces to

By = T‘l'f [Cgg¥ssZes) (D.2-18)
The advantage of Equation D.2-18 for the calculation of Za q is its simplicity; it
contains fewer terms than Equation D.2-16 and is subject to less uncertainty.
When the the percentage of sulfur lost from the solid-aqueous system (calculated
using Equation D.2—-17) was less than one percent, Equation D.2-18 was used to
calculate Ea T

Equation D.2-18 was also used to calculate z.

aq
yielded a negative value of myg S(g) (and Equation D.2-17 thus gave a negative

when Equation D.2-13

value for the percentage of sulfur lost). This physically unrealistic situation
occasionally resulted from small errors in the determination of ¢ A and g in cases

in which little or no H2S was formed.

D.3 Error Analysis of Indirect Determination Experiments

The calculation of ;a.q with Equation D.2-16 was subject to uncertainties in
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the following quantities: ¢ A SR ;ss’ Cegr Vp ¥ 30d " (This analysis could also
have been performed using m, and mp instead of ¢, and cg.) These
uncertainties were due chiefly to lack of precision. The accuracy of the analytical
method for the determination of total sulfur concentration was confirmed by
testing solutions of known composition. The precisioa of the method was
determined by repeated analysis of identical samples.

The following equation was used to estimate the uncertainty in %3

- 12 - .2 = 12 = 12
é 8 ds 0t
c c
B d Cgg ss

“ag |dc, | A |0 cg Ty Tos
87 12 az. 12 8% 12
—3qf ;2 , [_aq] ;2 + |—24| 42 (D.3-1)
3 v £ lov A YA |8 Ves Ves

Each partial derivative in Equation D.3~1 was taken with all other variables held
constant. Using Equation D.2-16, the appropriate partial derivatives of iaq were
taken, and they are shown in Equations D.3-2 thzrough D.3-8. The terms in
boldface print drop out when Equation D.2-18 is used to compute i'a ¢ thereby

reducing the uncertainty in z, .

aq
9244 __Zag_%"a (D.3-2)
dcy, | SA CAVf '
" A
O%3q] _ _Avg —va) (D.3-3)
C,V ’
.6 g | A'f
9 Za.q €5 Va5
3z | CA'f (D.34)
|~ “ss




222

[0 Z. V. z 2v
aq 8§88 88 38
= + (D.3-5)
8 cg, CAYf  ©AVf
M z._ 2¢
—3q —-ﬂ-c B (D.3-6)
d vy | V¢ CAVg
0z, q1 _ 2(cg —cp) (D37)
CaV,
_9 VA J A'f
[0 %34 _ Cq 5 Zgg 2c" (D.3-8)
av,, AVt  CAVf

In the indirect determination experiments, the solution did not always
completely clarify upon standing. When Sample A was clear, the following
estimate, used in the calculation of uncertainty in Za "
the analytical method, as determined by repeated analysis of identical samples:

%, = 0.02¢, (D.3-9)

reflected the precision of

In cases in which the solution was not clear, Sample A contained small
amounts of colloidal sulfur. The precision of the analytical method was still
reflected by Equation D.3-9. However, since solid sulfur could be included in the
dissolved sulfur concentration, the accuracy of the analytical value of ¢ A Was
reduced. To estimate the increased uncertainty, the results of similar runs (i-e.,
runs which used starting solutions of similar concentration and z) were analyzed.
The values of ¢ A from similar runs that resulted in different types of solutions
(clear or opaque) were compared. As a result of these comparisons, the
uncertainty in Za.q’ in cases in which Sample A was not clear, was calculated using
the following estimate:

UCA =0.075¢, (D.3-10)

The following additional estim2tes were used in the calculation of



223

uncertainty in zaq

repeated measurements of identical samples and judgments based on experience

. The precision of equipment used, tests on selected samples,

with the experiments were taken into account in the formulation of these

estimates.
acB = 0.02cp (D.3-11)
o= =0.020 (D.3-12)
z
88
a'css =0.015¢_ (D.3-13)
va = 0.015v, (D.3-14)
a'vA =0.002v, (D.3-15)
a'vss =0.002v, (D.3-16)
For each calculated value of ;a.q’ the error bars in Figure 618 are drawn at
Za q + 20’;3‘1.



APPENDIX E
CALCULATION OF CONTOURS OF CONSTANT CONCENTRATION ON
THE SOLID-AQUEOUS EQUILIBRIUM SURFACE IN SYSTEMS
CONTAINING TWO ACTIVE REDOX ELEMENTS

Within this appendix, the following definitions are made to simplify the

equations.
. "Mk
k aM,k + aN,k
B. = N,k
k aM,k + aN,k

Cy=zy

AG?
= k

((M] a.q)f = a fixed value of concentration for which a contour on the
solid—aqueous surface is calculated

* (PM —ﬂ';i)
PME—TRT
* (”'N “l‘;;)
FNE—RT
g* - EF

=RT

Notice that ”1;[’ p,;; and E* are dimensionless measires of the chemical potentials
of the active redox elements M and N and the electrons.

The following procedure was used to calculate contours of constant [M],, a in
equilibrium with a solid, Ss' in aqueous systems containing two active redox

elements. Upon solution of the equilibrium problem in chemical potential space,

224
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as described in Chapter 7.3, three-phase lines and intersections of the equilibrium
surface with the system boundaries were searched for points at a chosen value of
concentration, ([M] aq)f' Pairs of points in chemical potential space with a solid in
common were treated as the endpoints of constant concentration contours on the
equilibrium surface associated with Ss'

Combining Equations 2.3-5 and 5.5-3 for a pure solid S; and using the
definitions listed above gives:

Agpng + By + CE +D, =0 (E-1)
Equation 2.343, written in terms of the definitions above for an ideal

solution (all 7= 1) of total concentration ([M] aq)f' is

(Ml )y =3 ey el + a (A + By + CE + D))}
(E-2)
where the sum is taken over all dissolved redox species, S i
* * *
To calculate constant concentration contours, points ("'M’ b E ), which
simultaneously catisfy Equations E-1 and E-2, must be determined. Equations
E-1 and E-2 can be combined to give one equation in two variables. Equation

E~1 can be solved for any of the three dimensionless chemical potentials:

* BS % CS * Ds

« A 4+ C D

#N=-B§”M_B§E*_B§ (B, #0) (E-3b)

g ot B+ D (C. #0) (E-3c)
TTMTT AT s

Since solid Ss contains active redox element, at least one of As and B ¢ must be
non—zero. Therefore, at least one of the Equations E-3 can be written for S s

Each of Equations E-3 can be combined with Equation E-1 to eliminate one
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of the three dimensionless chemical potentials. For example, substitution of
Equation E-3a into Equation E-2 gives

) AA’c*BB’c*DDsc
o 2Pl + o ) (A5 - Gy + (B Gy + (D= Gy}

= (M, (B—42)
Similarly, combining Equations E-2 and E-3b gives

T o, Pl + oy,

As * Cs * Ds
(Aj ‘B;Bj)“M + (Cj"B;Bj)E + (Dj_B; Bj) }

= (IM], )¢ (E~4b)
and combining Equations E-2 and E-3c gives

Bs * Cs * Ds

Tomelley i+ oy )

*
Consider Equation E—4b. For a specified value of ”1;[’ E can be determined

(E4c)

iteratively with Equation E~4b. The contour can be calculated by specifying
successive values of p,;; and iteratively calculating the corresponding values of E*.
Conversely, ”;I can be determined for specified values of E*.

A damped Newton—Raphson method was used to determine the iterative
solutions along the contour at ([M] a q)f on the equilibrium surface. The necessary
partial derivatives were be calculated from Equations E—4. From Equation E4a,

a [M] A

[6 #Mr-ﬂa } * = ? aM,j(aM’j + aN,J)(Aj —C-:- CJ)[SJ] (E—Sa)
and

d [M] B

[3 #-,—QN a . = f aM,j(aM,j + aN,j)(Bj -CE Cj)[sj] (E-5b)

where [S J] is the concentration of species S,.
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From Equation E—4b,
o [M], A,
WM—Q I AL R
and
0 [M] c,
a5 |+ = Femomt ay )(Cymp BYIS)
- by
From Equation E4c,
9 [M], B,
| e o B A
and
2 W s (ayg + ay J(C;~ 7S AJIS]
BT |+ MOMT N TR A

(E-6a)

(E-6b)

(E-Ta)

(E~7b)

The rate of convergence of the iterative scheme was quite sensitive to the

initial guess used for the iterative variable. The cyclic relationship among partial

derivatives can be used with Equations E-5, E—6 and E-7 to obtain additional

relationships among the dimensionless chemical potentials. The partial

derivatives at constant [M],  are especially useful for improving initial guesses for
aq 8

the iterative variable. For example, the identity

8 [Ml, ] [0 my 3 by

[FMJuN ["_‘7;_ M, WJ;L;;--I
can be rearranged to give

Oy, 1O Jug O8N iy

Equations E-5a and E-5b can be substituted into Equation E-9 to give

(E-8)

(E-9)
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B
[a g ~% ay (a5 + oy )B; — T, OIS E-10
rend = A
TN [l T ay oy + oy )43 - o OIS

8
Equation E-10 is useful when Equation E—4a is used to to determine constant

concentration contours.

For example, consider a case in which iy i8 being determined iteratively at
successive specified values of u;. Equation E-10, calculated at the previous point
on the contour*a.t (M, q)f’ can be used to determine an initial guess for p;,l at a
new value of by

The method discussed here for the calculation of constant concentration
contours on the solid—aqueous equilibrium surface in systems containing two
active redox elements can also be applied to systems containing one active redox
element. For an aqueous system containing active redox element M, contours of
constant [M] aq " the solid—aqueous equilibrium surface in the chemical potential
space defined by g B and H,- CAN be determmined with the method described
above. Note that protons would replace active redox element N in the analysis;
equations analogous to those above could be derived. Contours of a) (defined by
Equation 2.3-39) can also be calculated. The use of 3y rather than M] aq

simplifies the iterative process.



