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ABSTRACT

It has been amply shown that porosity defects can degrade the mechanical 

properties of solidified alloys. In particular, the presence of large pores or bubbles in the 

melt during solidification can cause fluid flow along the bubble-melt interface due to 

surface tension gradients. This flow can distort the direction of dendrite growth and 

produce defects such as microsegregation between grain boundaries. In addition, the flow 

is responsible for the fragmentation of dendrite side-arms and their rotation, creating 

nuclei for spurious grain formation. Therefore, understanding the consequences of the 

presence of bubbles on microstructural evolution during alloy solidification can provide 

helpful information to enhance the microstructure and properties of solidified materials. 

In this dissertation, computational models are developed to study various 

phenomena during the solidification of binary alloys under microgravity conditions 

focusing on Marangoni convection. The problem is tackled by solving continuity, fluid 

flow, energy, and solute transport equations, and implementing models to simulate the 

interface between solid and liquid and gas. The cellular automaton (CA) and Allen-Cahn 

Phase Field (PF) models were utilized to track the solid/liquid interface while lattice 

Boltzmann (LB) and finite difference (FD) models were applied for solute transport 

equation. FD method and frozen temperature approximation were implemented for 

energy equation. Different types of the lattice Boltzmann multiphase flow models were 

tested to recover continuity and fluid flow equations. The models include Shan-Chen 
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based, and Cahn–Hilliard (CH)-PF based LB. To increase the computational speed of 

these models for large-scale simulations, Message Passing Interface (MPI), CUDA GPU 

(graphics processing unit), as well as parallel computing algorithms were utilized. The 

results extracted from the microgravity experiments conducted on the International Space 

Station were employed to validate several aspects of the models. 

.
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CHAPTER I 

INTRODUCTION 

1.1. Motivation 

During a solidification process under suitable conditions, once the solid is 

nucleated from the supercooled liquid, the subsequent growth of the spherical seed 

becomes unstable, which leads to the formation of dendrites in most cases. Two types of 

dendrites are observed during solidification. When the undercooling is constant through 

the sample, the forming dendrites are mostly equiaxed such as snowflakes. The columnar 

dendrite growth is observed when there is a temperature gradient in the sample. Some 

industrial applications prefer equiaxed grains, such as casting for car engines, and some 

require columnar grains due to its superiority in creep properties, such as gas turbine 

blades.  

Producing a uniformly aligned microstructure can improve material properties of 

products such as turbine blades. The aligned microstructure can be obtained under a 

controlled condition of imposing a constant temperature gradient and carefully 

maintaining the solid front velocity along one axis [1]. However, variable solute 

concentrations and temperature differences within the sample can induce fluid flow, 

which causes defects such as severe microsegregation, freckles and misoriented grains 

that can compromise the material properties such as fatigue life [2–4]. Under normal 
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gravity conditions, the flow in the melt is considered as either forced or natural 

convection. The latter is produced by the density or solute concentration difference 

within the melt. It is expected that the effect of convection can be minimized if 

solidification takes place in microgravity. Therefore, understanding of the underlying 

physics can be enhanced by studying dendrite growth under microgravity conditions. The 

results of microgravity experiments can be considered as a benchmark for developing 

solidification theories [1,5–8] and microstructural homogeneity has shown significant 

enhancement when compared to earth experiments [9]. However, traces of convection 

were observed in PFMI (Pore Formation and Mobility Investigation) and MICAST 

(Microstructure formation in casting of technical alloys under a diffusive and 

magnetically controlled convection conditions) microgravity experiments. The details of 

these experiments will be covered in Chapter 2. 

Since the effect of gravity is minimized in the microgravity experiments, we 

should look for other mechanisms responsible for convection. Shrinkage flow can be 

induced by the difference of solid and liquid densities and Marangoni convection is 

observed when there is a gradient of surface tension [10]. For both pore formation 

mobility investigation (PFMI) and microstructure formation in casting (MICAST) 

microgravity experiments, a comparatively large motion and rotation of fragmented 

dendrites were observed. The effects of the shrinkage flow are quite clearly detected 

when there is a cross-section change in the domain [11]. However, in case of PFMI and 

MICAST experiments, the cross-section of the samples remains constant. Although the 

shrinkage effects were observed in isothermal solidification [12] or the directional 

solidification case [13,14] in microgravity conditions, the motion and rotation were 
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minimal with orders of magnitude smaller than the Marangoni convection [15]. In 

addition, in the directional solidification case [13,14], the small movement was observed 

towards the cold region. However, a relatively fast motion of fragmented dendrites 

toward the hot region cannot be explained by the shrinkage effect. The only other 

explanation is the existence of Marangoni convection. We believe that the flow in both 

microgravity experiments is caused by Marangoni convection because of the large bubble 

adhered to the ampoule in a positive thermal gradient.  

1.2. Literature Review 

During solidification, the temperature and solute concentration gradients can 

induce fluid flow. The melt flow affects the transport processes at the solid-liquid 

interface and results in defects - such as microsegregation, and freckles [2,4]. Effect of 

forced convection or natural convection induced by temperature or solute gradients on 

dendrite growth were widely studied experimentally for terrestrial conditions [16–23]. 

Studying dendrite growth under microgravity conditions can improve our fundamental 

understanding of the underlying physics. Since there is no natural convection involved 

during the process, the microgravity experiment can provide a benchmark to develop 

more accurate solidification theories [3,5–7]. On earth, due to the density difference 

between the liquid and gas, the bubbles can rise through the melt and eventually burst 

back to the atmosphere. However, in microgravity conditions, gas porosity formation can 

be a significant issue, since the bubbles are more likely to get trapped during 

solidification [24]. Presence of the bubbles during solidification processes affects the 

mechanical properties of solidified components [25–28]. Furthermore, it creates 
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Marangoni convection (also called thermocapillary convection), influencing the growth 

of dendrites and their orientation [8,29].  

Bubble nucleation, motion, and microstructural evolution during solidification on 

earth have been studied experimentally [30–33]. Kim et al. [34,35] investigated the 

bubble dynamics at the S/L (solid/liquid) interface for an Al-Si binary alloy in different 

solidification orientations (i.e., solid front moves downward or upward with respect to 

gravity). It was observed that bubbles in the melt rise due to buoyancy and eventually 

reach a constant terminal velocity where the buoyancy and drag forces are in equilibrium. 

Based on the S/L interface velocity and the pore terminal velocity, three scenarios are 

observed. If the interface velocity is smaller than pore terminal velocity, the bubble could 

escape from the S/L interface and rise through the melt. However, the bubble can be 

pushed along or get entrapped at higher interface velocities. It should be noted that when 

solidification starts from the top and moves downward, the gas bubble cannot rise 

through the liquid anymore and only get trapped or pushed away by the growing S/L 

interface. The same observation of bubbles being entrapped or being repelled by the 

advancing S/L interface was reported by Jamgotchian et al. for SCN-acetone alloys [31]. 

In the microgravity experiments, the presence of bubbles becomes a severe 

problem due to the absence of buoyancy which negates bubbles floating away from the 

S/L interface. Therefore, a large number of bubbles have been observed in microgravity 

samples when compared to their terrestrial counterparts [1,9,36]. Under microgravity 

conditions, Marangoni convection is responsible for bubble transport. Surface tension 

gradients induce Marangoni convection at the free surface of the bubbles due to the 

imposed temperature gradient. For most materials, the variation of surface tension with 
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temperature (temperature coefficient of surface tension) is negative, which means the 

melt has a lower surface tension at higher temperatures. This variation in the surface 

tension at the bubble interface induces a Marangoni force on the melt that moves the fluid 

from lower surface tension region (hot) to the higher surface tension region (cold). The 

reaction force on the bubble causes a free bubble to move from the cold to the hot region. 

The magnitude of the induced Marangoni convection is proportional to the bubble size 

[37,38].  

During solidification, solubility of the gas phase in the melt is reduced. This 

reduction happens because the solid has a higher density than the melt; therefore, the melt 

pressure decreases during solidification. As a result, some dissolved gas is essentially 

rejected and reappears as bubbles. The probability of bubble nucleation near the solid 

front is higher than in the melt as it is heterogeneous in nature, whereas nucleation in the 

melt is homogeneous [24]. 

In one scenario, gas accumulates at the solidification front to form bubbles. Based 

on the rate of bubble nucleation and the solid front velocity again, three possible 

scenarios were reported. First, the bubbles can be trapped by the solid interface, which 

leaves a spherical or distorted bubble entrapped between the dendrites. In the second 

case, if the bubble is big enough, the induced Marangoni convection is strong enough to 

disengage the bubble from the interface, which then drifts away to the warmer region. In 

the third case, the bubble is trapped at the interface but continues to grow at the front by 

absorbing gas from the liquid through diffusion. This phenomenon leaves an elongated-

shaped bubble, or rat tail, in the solid and a spherical cap extending into the melt. These 

observations can be verified either by direct observation during solidification or 
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microscopic examination of areal sample sections after solidification is completed 

[1,3,24,39]. 

The bubbles are also observed to reside at the crucible wall [3]. The bubbles in 

contact with the wall might remain in place as the Marangoni convection is not strong 

enough. These bubbles can grow by absorbing gas in the melt through diffusion, which 

then increases the Marangoni force exerted on them. Later in the experiment, detachment 

from the wall can be observed for some of these bubbles. Since it is not clear when a 

detachment from the wall takes place, it is reasonable to observe how residing bubbles at 

the crucible can affect the microstructure through induced convection [8,40]. Li et al. [10] 

pointed out that the nucleation position of the surface pore is most likely close to the 

dendritic front. They identified two distinct fluid flows caused by the presence of the 

bubble. The flow can be caused by the expansion of the surface bubble via diffusion in 

the melt or by Marangoni convection. 

Numerical simulations offer an alternative for investigating the mechanism 

behind bubble formation and their interactions during the solidification of metallic alloys. 

The problem consists of different physics that need to be solved simultaneously. 

Mathematically the dendritic growth solidification problem requires appropriate tracking 

of the moving boundary interface, separating the Solid and Liquid. Consequently, one 

can split the whole system into three sub-domains: liquid region, solid region, and the 

Solid/Liquid interface. 

Many researchers studied different aspects of dendrite growth numerically using 

phase field (PF), level set, cellular automation (CA) or front tracking methods  [34,41–

44]. There is a relatively limited number of studies attempting to model the convection 
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effects during the dendritic solidification. Beckerman et al. [45] proposed a 2D PF model 

to simulate a uniform flow over a stationary immersed dendrite . Al-Rawahi and 

Tryggvason [46] presented a 2D front tracking method for the simulation of dendritic 

growth considering the effects of convection and latent heat. Chatterjee and Charkraborty 

[47] adopted a 2D hybrid enthalpy-porosity technique with a thermal LB method to 

simulate convection-diffusion transport during solidification. Lu et al. [48] proposed a 3D 

PF model to study the effects of fluid flow on free dendritic growth. Using PF method, 

Do-Quang and Amberg [49] modeled growth of a single dendrite, moving due to the 

gravity. 

Modeling Marangoni convection in the dendrite scale is a challenging and 

computationally demanding task; discretization errors in the calculation of interfacial 

forces may generate spurious currents. The methods used to simulate multiphase flows 

(liquid/gas) include interface tracking, and interface capturing methods. In the interface 

tracking methods, the interface location is marked with a separate grid or set of surface 

meshes. The interface location is calculated explicitly during the simulation. The 

boundary integral method [50], the Arbitrary Lagrangian-Eulerian (ALE) method [51], 

and all front tracking methods [52–57] belong to this category. In the interface capturing 

methods, instead of tracking a sharp interface, a function represents the thin (but non-zero 

width) interface between the phases. Thus, fluid properties continuously change from one 

fluid to another across the interface. The volume of fluid (VOF), phase field, and level set 

methods belong to this category [58–60].  

The lattice Boltzmann (LB) method is an effective alternative, for simulation of 

multiphase flows, especially for transient no-slip boundary conditions. In the LB method, 
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instead of solving the Navier-Stokes (NS) equation, particle distribution functions are 

defined for discrete kinetic equations. By solving these kinetic equations in both spatial 

and velocity spaces, the NS equation can be recovered. Due to its simplicity, local 

structure, ease in dealing with complex geometries, explicit nature, and suitability for 

parallel computing, it has been applied to simulate various physical phenomena [61–63].  

There are many LB models proposed for solving multiphase flow, including color 

gradient model based on Rothman and Keller lattice gas model, Shan-Chen 

(pseudopotential) model [64], free energy model [65,66], and LB-PF method [67,68]. 

It is known that PF is the most accurate multiphase method amongst LB models. 

It can be applied in problems with high-density contrast successfully; the generated 

spurious current is the least among all LB multiphase models [61,69]. In the PF method, 

in addition to the fluid flow equation, another equation is solved to determine the 

interface location. The fluid flow distribution function for the local density and 

momentum is approximated using mean values of density and momentum to improve 

stability, and then a cohesion force is introduced to the mean field flow. The He-Chen-

Zhang (HCZ) model is a variation of the PF-based multiphase method in which two sets 

of distribution functions are used to recover the NS and Cahn–Hilliard (CH) equations 

[66,67,70–72]. 

The LB-PF model has been successfully used to simulate many problems of 

multiphase flow [73–76] . Most of the researchers solved the CH equation using a 

separate set of LB distribution functions. However, solving the CH equation by LB 

technique has several disadvantages that may compromise the results. First, selecting the 

relaxation parameter for the CH equation is not trivial. Many researchers used the same 
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relaxation parameter for the CH equation as for the fluid flow equation. This selection is 

not physically acceptable since different values of relaxation time might lead to different 

results. Next, the LB model cannot entirely recover the CH equation, because the 

recovered CH equation always has higher-order terms which do not exist in the CH 

equation. It is also hard to discretize the convection term of the CH equation in using LB 

method. Finally, it is hard to use higher-order explicit time stepping for LB method 

because LB models usually use second order explicit time-stepping, which makes the 

time step size significantly small for the CH equation [62,72,77]. In this dissertation, the 

CH equation was solved by a “Weighted Essentially Non-Oscillatory” (WENO) [78] 

scheme for the convection term along with a third-order Runge Kutta time stepping 

scheme.  

There are few studies available on the numerical simulation of the bubble 

dynamic during dendrite growth using CA and original Shan-Chen LB model [79,80]. It 

is known that the original Shan-Chen model generates a high spurious current and can 

only handle limited density and viscosity ratios [81]. A more elaborate numerical model 

should be used to overcome these problems associated with the Shan-Chen model. 

1.3. Research Objectives 

This dissertation tries to look for new mechanisms responsible for observing non-

homogeneity in the microstructure of microgravity directional solidification experiment 

caused by Marangoni convection in the melt when the melt gets detached from the 

crucible wall. The existence of such bubbles or voids creates a free liquid-vapor interface 

existing under a thermal gradient responsible for the Marangoni convection [10,82,83]. 
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Specifically, we are trying to answer whether the induced Marangoni convection during 

solidification is strong enough to cause primary dendritic arms to lean away from the 

original direction or cause the rotation of broken-off sidearms. Large-scale models are 

developed and tested against several microgravity experiments to address these complex 

phenomena. 

Another key aim is to perform feasibility studies of different models for 

simulating phenomena in the microscale, such as Marangoni convection and 

microstructure growth, to find highly accurate methods suitable for large-scale computer 

models. We utilized Message Passing Interface (MPI) and CUDA GPU (Graphics 

Processing Unit) to speed up the large-scale simulations. 

1.4. Intellectual Merit 

The outcome of this research is a unique, high-performance, multiphysics 

computational platform to perform precise and efficient solidification process simulations 

that improve real-world manufacturing applications in the automotive and aerospace 

industries. 

The research results can help better understand the complex physics behind the 

bubble-dendrite interaction. The developed model can predict the effects of bubbles on 

microstructure which would help eventually enhance the microstructure and properties of 

solidified components. 
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1.5. Broader Impact 

The results of this dissertation will impact the research for multi-physics 

problems, especially in fluid dynamics, heat transfer, phase transition, and material 

science with application to casting, welding, and additive manufacturing. Most of the 

software simulating alloy solidification does not consider the effects of Marangoni 

convection on microstructure. This research makes a significant contribution to these 

ends. 

1.6. Dissertation Structure 

In Chapter 1, a survey of relevant literature and the motivation of this dissertation 

is presented. 

In Chapter 2, the PFMI experiment is introduced and discussed in detail. 

In Chapter 3, the LB, CA and PF methods are introduced. The enhancement of 

Shan-Chen based multiphase LB method is discussed in detail. 

Chapter 4 focuses on validation of the developed model against the experimental 

and theoretical results.  

Chapter 5 presents the results of induced bubble on microstructure in two and 

three dimensions.  

Chapter 6 contains the summary and conclusions of the work.  

Chapter 7 covers recommendations for future research work in this area. 
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CHAPTER II 

MICROGRAVITY EXPERIMENTS 

 2.1. PFMI Microgravity Experiment 

The Pore Formation and Mobility Investigation (PFMI) was a series of 

experiments conducted in the glovebox facility aboard the International Space Station 

(ISS) to investigate the morphological evolution of SCN-water binary alloys in a 

diffusive growth regime under controlled directional solidification conditions. The 

material properties of the alloy are well known [1].  

Table 1. Physical properties for SCN-0.24 wt% water alloy. 

Gibbs Thomson coefficient (𝛤) [84] 6.4 × 10−8mK 

Kinematic viscosity of fluid (𝜈) [1] 2.67 × 10−6 m2/s 

Thermal diffusivity (𝛼𝑇) [1] 1.16 × 10−7m2/s 

Solute diffusivity (𝛼𝐶) [1] 1.5 × 10−9 m2/s 

Liquidus slope (𝑚𝐿) [1] -8.8 (K/wt%) 

Partitioning coefficient (𝑘) [1] 0.03 

Density of solid 𝜌𝑠 [1] 1016 kg/m3 

Density of liquid 𝜌𝑙[1] 907 kg/m3 

Melting Point (𝑇𝑀) 331.39 K 

Specific Heat (𝐶𝑃) 2000 J/kg/K 

Surface Tension (𝜎0) 0.042 N/m 

anisotropy (𝜀) 0.01 

 

The experiment ampoule was a 12mm OD, 10mm ID, 30 cm long cylindrical 

glass ampoule filled with approximately 23 cm of the SCN-0.24 wt% water “alloy.” The 

spring and piston system (as shown in Figure 1) allowed expansion and contraction of the 
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sample material during heating and cooling, thus preventing voids that could induce 

thermocapillary convection. Temperatures along the sample length were recorded by six 

in-situ k-type, 0.5 mm diameter, thermocouples which were separated by 3 cm; 

thermocouples #5 and 6 occupied the same position. The nitrogen bubbles were 

intentionally injected into the sample tube to ensure the existence of the bubble during the 

experiment. The experiment began after the sample tube was inserted to the processing 

unit, which had translational and temperature control (max 130 C). Two Cohu 3812 

cameras mounted 90° apart moved on a separate translation system that allowed for 

viewing and recording of the sample.  

 

 

 

Figure 1. (a) Photograph of the Succinonitrile−0.24 wt% water sample tube for Pore 

Formation and Mobility Investigation. The spring and piston system as well as the 

thermocouples (thermocouples #5 and 6 on the left) are visible. The ring heater was placed 

over thermocouple #3, which is also visible at the center of the sample. (b) Another view 

of the sample tube. Thermocouples #5 and #6 can be seen in about 30 cm distance. 

Thermocouples #4 and #3 are in 27 cm and 24 cm distances, respectively. 

 

Figure 2 shows the details of the processing unit with the main zone, booster 

zone, and cold zone.  
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Figure 2. (a) Pore Formation and Mobility Investigation processing unit, (b) Schematic of 

the Pore Formation and Mobility Investigation  processing unit section [1,85]. 

 

Images from PFMI-15 I experiment were extracted using Video to Picture: A 

Photo Digital Studio software and image analysis were done using ImageJ. For these 

experiments, a translational ring heater was moved to a center portion, over a 

thermocouple, of the still solid sample. The ring heater was then turned on which 

effectively initiated a liquid zone and left primary SCN dendrites present on both sides 

[86]. This section of the experiment is identified as remelting part.  

Once the desired temperature was reached, the ring heater was turned off and 

quickly removed from the viewing area; solidification then initiated at both sides of the 

liquid zone from pre-existing grains. Figure 3 shows a portion of the experiment, where a 

ring-heater was present in the view, keeping the middle portion of the sample melted. The 
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heater was then translated to the left at 21:23:31 (Greenwich time) leading to cooling of 

the melt and solidification started both sides of preexisting grains.  More details about the 

design, configuration, and data acquisition in PFMI experiments can be found in Refs. 

[1,3]. 

 

Figure 3. PFMI 15 experiment showing the heater moving towards the left, leading to 

solidification of the melt from the right. 

 

During remelting, the gas trapped in the solid forms bubble. Furthermore, some 

nitrogen bubbles are intentionally inserted during the initial filing of the sample to 

guarantee the presence of bubbles during the experiment. Bubbles may stay in their place 

during the remelting or may push away to the warmer region during the remelting 

process. However, it was observed that larger bubbles tend to stick to the walls, whereas 

the smaller bubbles were more likely to get stuck between the dendrites. The larger 

bubbles induce a Marangoni convection which disrupts the dendrite arrays due to melting 

at the primary root region by the influx of warmer melt. No Marangoni convection was 
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observed around the smaller bubbles. The strength of induced Marangoni convection has 

a direct relation to the bubble size [3,24].  

The thermocapillary flow field associated with a bubble trapped between 

dendrites is presented in Figure 4. This figure shows a 1.3 mm diameter bubble adhered 

to the wall in the bottom of the picture near the solid/liquid interface which initiated a 

circulatory flow. The flow path was tracked by following tiny bubbles which are 

schematically shown in Figure 4-a by arrows. By following the tiny bubbles in their path, 

it is observed that the fluid velocity decreases as the tracers move from point A near the 

interface to Point B. The returning tracers accelerate as they approach the solid/liquid 

interface. Figure 4-b shows a tracer after it has made a circuitous route through the liquid 

and is now approaching the dendritic interface. Figure 4-c shows the same tracer just 

before it enters the mushy zone. After moving about 1 mm deep it into the mushy zone, it 

reemerges 5 seconds later at the location shown in Figure 4-d. The distance traveled was 

~3.1 mm resulting in an average flow velocity of ~0.62 mm/s.  

    
(a) (b) (c) (d) 

Figure 4. The arrow shows the typical bubble path. (Courtesy of Grugel, R.N [3]) 

 

During another time segment which involved remelting of a previously 

directionally solidified sample the side fragmented side-arms of the primary dendrites 
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were observed to rotate as if they are falling side-ways from their vertical orientation. 

Figure 5 contains two typical time-lapse images from the PFMI-15 experiment to 

demonstrate this observation. The location of the 1.3 mm diameter nitrogen bubble 

adhered to the crucible within the yet unbelted mushy zone on the left is marked within 

blue circles. The red line marks one of the side arms whose location and orientation can 

be seen in the left and the right images of Figure 5 corresponding to 21:14:25 and 

21:14:44 GST, respectively. The 800 𝜇m long side-branch rotated about 31.5 degrees in 

19 seconds.  

 

Figure 5. Rotation of fragmented dendrites (marked by inclined red lines) in 19 seconds of 

PFMI 15 experiment during sample remelting stage. The location of the bubble is marked 

by the blue circle. The times in the left and right images are 21:14:25 and 21:14:44, 

respectively. 

 

The subsequent resolidification of the molten sample would provide information 

on microstructural development as a function of the key processing parameters in 

microgravity conditions. The series of photographs seen in Figure 6 were taken during 

the PFMI-15 experiment over a 22-second time period after subsequent resolidification of 

the molten sample. The photographs show the evolution of dendrite growth under 

diffusive conditions.  Imprinted on the photographs (from the top, left to right) are the 



18 

sample name, position, date, time, and the six thermocouple readings.  Note that 

thermocouple #3 has the highest temperature.  

The average primary dendrite arm spacing is around 350 µm. The cylindrical 

object in the middle of photographs is one of the thermocouples.  Progression of the 

dendrites growing in from both sides can be seen. 

  

(a) (b) 

  
(c) (d) 

Figure 6. Progression of columnar dendrite growth into the molten zone seen in a SCN-

0.24 wt% water alloy over a 22 second period. 

 

The area of interest shown in Figure 6 was located over thermocouple #3, which 

is not visible. The width of the picture shown in Figure 6 is 7 mm. Considering the 
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constant temperature gradient, and assuming the highest temperature located in the 

previous location of the heater, undercooling ahead of the advancing front was 

determined to be from 0.5 to 1.0 K. The temperature gradient 𝐺 was also calculated to be 

approximately 716 K/m. By analyzing the temperature time series recorded by 

thermocouples 3 and 4, the average cooling rate was calculated to be 0.1 K/s during the 

experiment.  

The tip velocities for three dendrites in both right and left side were measured and 

plotted against time in Figure 7 for a 90-second time period (21:25:35 through 21:27:05). 

For simplicity, the reference time (t=0) was set at 21:25:31 (Greenwich time). The 

reported average results were an average value over 10 seconds. Since the ring heater 

moved to the left side during its removal, the right side of the sample was cooler 

compared to the left side, which leads to higher tip velocities for the dendrites growing on 

the right side.  

 

Figure 7. Dendrite tip speed vs. time for overall six dendrites growing from the left (red) 

and right sides (cyan) of the PFMI experiment tube. The reference time (t=0) was set at 

21:25:31. The solid line represents the mean velocity averaged over 10 seconds for the 

right and left dendrites. 
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The average tip velocity for the left and right dendrites during the experiment was 

calculated as 84±52µs/s and 103.52±52 µs/s, respectively. The variability of the results 

(for instance ±52µs/s for the left side) is reported based on standard deviation. The 

overall average can be considered as 94 µs/s.  

During solidification in Figure 8 (a)-(b), a bubble on the order of 1 mm diameter 

traversed through the dendritic array and remained at the solid-liquid interface. Figure 8 

(b), which was taken one minute after Figure 8 (a), suggests that the dendrites away from 

the bubble are longer and bending sideways toward the bubble, while the bubble 

decreases the solidification rate of adjacent dendrites. The simulation results provide 

more information about the effects of the bubble on dendrite growth. 

  

Figure 8. The effects of bubble on dendritic growth: (a) initial condition, without the 

presence of any bubble and (b) after one minute, the bubble disturbs the growth and results 

in bending of the dendritic array. 

 

2.2. MICAST Microgravity Experiment 

The purpose of the MICAST experiment is to conduct directional solidification 

experiments in diffusive growth regimes for Al-7 wt% Si in the microgravity 

environment aboard the International Space Station. Detailed descriptions of the 
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MICAST experiment, samples, and operation are given in references [87–89]. The 

material properties of the alloy are listed in Table 2. 

Table 2. Physical properties for Al-7 wt% Si Alloy. [90] 

Temerature coefficent of surface tension (𝛾) -0.18×10-3 N/(mK) 

Density (𝜌) 2408 kg/𝑚3 

Thermal diffusivity (𝛼𝑇) 2.97×10-5 m2/s 

Dynamic viscosity (𝜇) 1.16×10-3 𝑃𝑎. 𝑠 

Melting point (Tm) 933.45 K 

 

Briefly a 7.8 mm diameter cylinders machined from the terrestrial grown [100] 

oriented Al-7 wt% Si dendritic bars were inserted in an alumina crucible housed in the 

European Space Agency (ESA) Sample Cartridge Assembly (SCA) inserts. The SCAs 

were held stationary and the Low Gradient Furnace (LGF) or Sample Quench Furnace 

(SQF) was translated towards or away from the sample to achieve the remelting of solid 

sample and its subsequent directional solidification in the low gravity environment of 

International Space Station [88,89].  

As shown schematically in Figure 9, remelting of a single crystal dendritic array 

seed having [100] alignment and its subsequent directional solidification (DS) in the 

absence of convection should result in maintaining the same [100] dendrite alignment 

along the entire sample length. It should also not produce any radial or longitudinal 

microsegregation which are caused mainly by the gravity driven thermosolutal 

convection. 
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Figure 9. Schematic presentation of partial melting of [100] oriented dendritic Al-7 wt% 

Si MICAST seed samples and their subsequent directional solidification in the absence of 

natural convection on the International Space Station. 

 

But, as indicated in Figure 10, a comparison of the microstructures from the 

directionally solidified portion of the MICAST samples with those from their un-melted 

[100] seed portion shows that spurious grains did form during DS on the Space Station. 

The Electron Back Scattered Diffraction (EBSD) images, Figure 10(b) and (d), 

correspond respectively to Figure 10 (a), the seed portion of MICAST-7, and Figure 10 

(c), the portion solidified at 10 𝜇𝑚 𝑠−1 on ISS. The colors in the inset figure represent 

various crystallographic orientations. In the un-melted seed portion of the sample, the 

primary dendrites are all aligned along [100], whereas in the portion that was grown on 

the Space Station there are several grains with very different orientations. 
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Figure 10. Comparison of primary dendrite alignments in the seed portion (a), and in the 

portion which was directionally solidified on the Space Station (MICAST-7, Al-7 wt% Si, 

10 µms-1) (c). (b) and (d) are the corresponding Electron Back Scattered Diffraction images 

based on the orientation map shown in the inset. Several grains can be seen in (c) and (d), 

where the primary dendrites are orientated very differently from those preexisting in the 

seed portion which are all aligned along [100]. The sample diameter is 7.8 mm. 

 

Melt undercooling which can cause nucleation of new solid crystals ahead of the 

solidifying mushy-zone is not possible during DS of alloys in a constant diameter mold in 

the microgravity environment because of the positive thermal gradient in the melt ahead 

of the liquid-solid interface. In the absence of any cross-section change during DS the 

shrinkage flow towards the liquid-solid interface because of the difference between the 

solid and liquid densities would be expected to be about 10% of the alloy growth speed 

and cannot account for the significant rotation speeds of fragmented side arms observed 

in this experiment. 
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A closer look at the MICAST samples shows the presence of voids on their 

surfaces where the melt had apparently detached from the crucible wall. Figure 11 shows 

an X-ray radiograph of the MICAST2-12 sample in its alumina crucible after it was 

directionally solidified on the ISS. The cold end of the directionally solidified sample is 

on the left and its hot end is on the right in this image. The long thin white cylinders are 

the thermocouples which were attached to the crucible surface to record the thermal 

history during its DS. The arrows point to two typical locations where the cavity 

associated with the detached liquid column during DS can be clearly seen at about 20 and 

26 cm.  It is not clear, what caused these voids to form. However, every sample processed 

in these SCAs under the joint ESA-NASA MICAST research program, including more 

than 12 from the European investigators [91], showed such surface voids. 

 

Figure 11. X-ray radiograph of directionally solidified MICAST2-12 samples (32 Kcm-1, 

40 µms-1 within its alumina crucible. Two surface shrinkages where the melt was detached 

from the crucible wall appear as dark voids (marked by white arrows) near 20 and 26 cm 

locations. 

 

We believe that the spurious grains in the MICAST samples formed by the 

dendrite side-branch fragmentation and rotation phenomenon, except that it was the 

Marangoni convection arising from the voids present on the surface of the liquid column 

in regions where the melt got detached from the ampoule wall that was responsible for 

the solutal remelting of the dendrite side arms and their rotation. 
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Transverse and longitudinal sections from the Al-7 wt% Si alloy samples 

directionally solidified in the space under the MICAST-program (MICAST-6, 7 and 2-

12) [88,89] were metallographically examined in the vicinity of surface pores. The 

precise locations where the spurious grains formed were determined by serial sectioning 

and metallography at appropriate locations along the sample length. The geometry and 

location of the surface pore with respect to the location of the spurious grains was also 

determined. The angles between the primary dendrite array in the seed portion and those 

within the misaligned grains were measured from the longitudinal images typically 

shown in Figure 12 for the directionally solidified MICAST2-12 sample.  The distances 

indicated in the white marker at the bottom of these figures are with respect to the 

eutectic temperature (TE) at the onset of DS. The misoriented grains (dendrites) are 

shown within the black circle.  The initial mushy-zone length is 12.5 mm for this sample 

[88] (Figure 12 (a)). The 11-mm long surface void in Figure 12(a) is the same void which 

was seen at 20-cm location in the X-ray radiograph presented earlier in Figure 11. It is 

located immediately ahead of the mushy zone at the onset of DS. The 2.5 mm long 

surface void in Figure 12(b) is located between 52.5 and 55 mm from TE. The 

misoriented dendrite has formed immediately ahead of this pore.  

As opposed to the PFMI experiments, in MICAST samples, it is impossible to 

physically observe the rotation of dendrite fragments associated with Marangoni 

convection driven by the surface voids generated by the melt getting detached from the 

crucible walls. However, it is possible to assume that rotation of fragmented side arms 

due to the Marangoni convection is responsible for the formation of these misoriented 

dendrites in the directionally solidified MICAST2-12 sample also (Figure 12). 
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Figure 12. Misoriented grains in the vicinity of surface-voids in the Al-7 wt% Si sample 

directionally solidified in µ-g on ISS (MICAST2-12). The distances in the white marker at 

the bottom of these figures are with respect to the eutectic temperature (TE) at the onset of 

DS. The misoriented grains (dendrites) are shown within the black circle. The 11-mm long 

surface void in (a) is located immediately ahead of the mushy-zone at the onset of DS, and 

the 2.5 mm long surface void in Figure (b) is located at 52.5 mm from TE. [92] 
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CHAPTER III 

Methodology 

A description of the equations and methods applied for the simulations is 

discussed in this chapter. The problem is governed by solving continuity, fluid flow, 

energy, and solute transport equations. A lattice Boltzmann (LB) model was developed to 

simulate the fluid flow and transport field while a cellular automaton (CA) or Allen–

Cahn PF algorithm was applied to track the dendrite growth. 

3.1. Finite Difference Method for Energy Equation 

The governing equation for heat transfer in an incompressible fluid is expressed 

as: 

𝜕𝑇

𝜕𝑡
+ 𝒖. 𝛻𝑇 = 𝛼𝑇𝛻

2𝑇 + �̇� (1) 

𝛼𝑇 is the thermal diffusivity and �̇� is the overall cooling rate (K/s) in the domain. 

The cooling rate is the average temperature drop during the experiment measured by 

thermocouples. The explicit discretization in time with the upwind finite difference 

method was utilized to solve for heat transfer. For details about the discretization scheme 

in finite difference, see Ref. [93]. 

 

 



 

28 

3.2. Lattice Boltzmann Model for Fluid Flow and Solute Transport 

In this dissertation, the LB model was employed for solving both fluid flow and 

solute transport equations. In the LB method, the macroscopic fluid properties are 

described by sets of distribution functions in a D-dimensional lattice by 𝑄 fixed discrete 

velocity vectors. In this work, 𝐷2𝑄9 and 𝐷3𝑄15 lattice is used in two and three 

dimensions respectively. In 𝐷3𝑄15 lattice for instance, which is used in this dissertation 

for fluid flow calculations, each node at position x has a probability distribution function 

f
α
(x, t) in each of the 15 discrete velocity vectors, eα. The structure of 𝐷2𝑄9 and 𝐷3𝑄15 is 

demonstrated in Figure 13. 

  
(a) (b) 

Figure 13. Discrete velocity direction for (a) D2Q9 and (b) D3Q15 [69]. 

 

The distribution functions are evolved during explicit streaming and collision 

steps. The discrete velocity, eα for 𝐷2𝑄9 is defined as: 

 

{
 

 
𝒆𝛼 = c(0,0) for 𝛼 = 0                     

𝒆𝛼 = c(±1,0) for 𝛼 = 1,3              

𝒆𝛼 = c(0,±1) for 𝛼 = 2,4             

𝒆𝛼 = c(±1,±1) for  𝛼 = 5 − 8   

   (2) 
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While for D3Q15 it is defined as: 

{

𝒆𝛼 = 𝑐(0 ,0,0 ) for  𝛼 = 0                                                     

𝒆𝛼 = 𝑐(±1,0,0), (0, ±1,0), (0,0, ±1) for 𝛼 = 1 − 6       

𝒆𝛼 = 𝑐(±1,±1,±1) for 𝛼 = 7 − 14                                    

 
(3) 

𝑐 = Δ𝑥/Δ𝑡 is defined as a lattice constant, where Δ𝑥 and Δ𝑡 are lattice grid size 

and time step, respectively. The LB equation with the Bhatnagar–Gross–Krook (BGK) 

approximation [94] is written as: 

𝑓α(𝒙 + 𝐞α∆𝑡, 𝑡 + ∆𝑡) − 𝑓𝛼(𝒙, 𝑡)

= −
1

𝜏𝑣
(𝑓𝛼(𝐱, 𝑡) − 𝑓𝛼

𝑒𝑞(𝒙, 𝑡)) + 𝑭𝛼(𝒙, 𝑡)∆𝑡 
(4) 

All the parameters are defined in the lattice units. In Equation (4), 𝑭𝛼(𝒙, 𝑡) is the 

Marangoni induced force acting in the free surface of the bubble, while τv is the non-

dimensional relaxation time related to local kinetic viscosity 𝜈𝑙𝑏 as 𝜈𝑙𝑏 = 𝑐𝑠
2(𝜏𝑣 − 0.5). 

The difference in surface tension along the free surface of the bubble produces a force 

that induces Marangoni convection: 

𝐹 = 𝜇𝐴
𝜕𝑢

𝜕𝑛
=  𝛾𝐴

𝜕𝑇

𝜕𝑠
 (5) 

s and n denote the direction tangential and normal to the free surface of the bubble 

and γ is the temperature coefficient of the surface tension, 𝑢 is the velocity in the 

tangential direction, 𝐴 is the free surface area of the bubble and 𝜇 is the dynamic 

viscosity of the fluid. The induced force is added to each discrete velocity direction 

during the collision step as [95]. 



 

30 

𝑭𝛼 = −
3𝜔𝛼𝜌𝒆𝛼 . 𝐹

𝑐2
 (6) 

The weight coefficient, 𝜔𝛼, in 𝐷2𝑄9 is determined as: 

ωα =

{
 
 

 
 
4

9
              α = 0

1

9
    α = 1,2,3,4

1

36
   α = 5,6,7,8

 (7) 

In 𝐷3𝑄15 it is defined as: 

𝜔𝛼 =

{
 
 

 
 
16

72
        𝛼 = 0  

8

72
    𝛼 = 1 − 6

1

72
   𝛼 = 7 − 14

 (8) 

𝑓𝛼
𝑒𝑞

in Equation (4) is the equilibrium distribution function defined as:  

𝑓𝛼
𝑒𝑞 = 𝜔𝛼𝜌[1 +

3(𝒆𝛼. 𝒖)

𝑐2
+
2(𝒆𝛼. 𝒖)

2

2𝑐4
−
3𝒖2

2𝑐2
] (9) 

The macroscopic density and velocity at each node are recovered as: 

𝜌(𝒙, 𝑡) = ∑ 𝑓𝛼(𝒙, 𝑡)

8 𝑜𝑟 14

𝛼=0

 (10) 

𝜌(𝒙, 𝑡)𝒖(𝒙, 𝑡) = ∑ 𝑓𝛼(𝒙, 𝑡)eα

8 𝑜𝑟 14

𝛼=0

 (11) 

The following macroscopic equations can be recovered by using the Chapman-

Enskog expansion [96]: 

𝜕𝜌

𝜕𝑡
+ 𝜌∇ · 𝒖 = 0 (12) 
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𝜌(
𝜕𝒖

𝜕𝑡
+ 𝒖. ∇ · 𝒖) = −∇𝑃 + ∇. (µ∇𝒖) + 𝑭 (13) 

The same computational domain with a uniform grid size and time step, was used 

to solve the solute transport equation. The solute transport equation considering diffusion 

and advection is defined as: 

𝜕𝐶𝑙
𝜕𝑡

+ 𝒖. 𝛻𝐶𝑙 = 𝛼𝐶𝛻
2𝐶𝑙 (14) 

𝛼𝐶 is solute diffusivity and 𝐶𝑙(𝒙, 𝑡) is macroscopic solute concentration. The LB 

for transport equation is written as: 

𝑔𝛼(𝒙 + 𝒆𝛼∆𝑡, 𝑡 + ∆𝑡) − 𝑔𝛼(𝒙, 𝑡) = −
1

𝜏𝑐
(𝑔𝛼(𝒙, 𝑡) − 𝑔𝛼

𝑒𝑞(𝒙, 𝑡)) (15) 

Where the relation between solute diffusivity in lattice unit αLB and non-

dimensional relaxation time, 𝜏𝑐, is defined as: αLB = 𝑐𝑠
2(τc − 0.5), based on the 

Chapman-Enskog expansion [97]. The equilibrium distribution function in the LB model 

is defined as [98]: 

𝑔𝛼
𝑒𝑞 = 𝜔𝛼𝐶𝑙[1 +

3(𝒆𝛼. 𝒖)

𝑐2
] (16) 

Finally, the macroscopic concentration is calculated as: 

𝐶𝑙(𝒙, 𝑡) = ∑ 𝑔𝛼(𝒙, 𝑡)

8 𝑜𝑟14

𝛼=0

 (17) 

3.3. The Original Shan-Chen Model for Multiphase Flow 

The original Shan-Chen model [64] introduces a cohesion force term, 𝑭(𝒙, 𝑡), 

responsible for phase separation. This cohesion force satisfies the non-ideal equation of 
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state. Based on the pressure difference, the phase separation between different phases 

takes place: 

𝑭(𝒙, 𝑡) = −𝐺1𝜓(𝒙, 𝑡)∑𝜔𝛼𝜓(𝒙 + 𝒆𝛼𝛥𝑡, 𝑡)𝒆𝛼
𝛼

 (18) 

The parameter, 𝜓, is called the effective mass and is related to the equation of 

state. Here, 𝐺1 controls the force exerted at each node by surrounding particles, with a 

positive (negative) value leading to a repulsive (attractive) force between particles. In this 

model, the phase separation occurs when 𝐺1 is higher than a critical value. Using this 

scheme, only eight neighbor nodes are considered for calculating the cohesion force in 

the 𝐷2𝑄9 lattice. Shan and Chen [64] proposed the following equation for the effective 

mass: 

𝜓(𝜌) = 𝜓0 (− 𝑒𝑥𝑝 (
−𝜌0
𝜌
)) (19) 

Other researchers [80] have suggested different equations for effective mass as: 

𝜓(𝜌) = ρ
0
(1 − 𝑒𝑥𝑝 (

−𝜌0

𝜌
)) , or even as 𝜓(𝜌) = 𝜌0. In this dissertation, Equation (19) 

was used for calculating effective mass, where 𝜓0 and ρ
0
 are constant. The pressure term 

in this model has an extra term compared to the ideal gas equation of state. The pressure 

term is defined as: 

𝑃 = 𝑐𝑠
2𝜌 +

𝑐𝑠
2𝐺1
2

𝜓2(𝜌) (20) 

To model the contact angle, the scheme developed by Benzi et al. [99] was 

employed. They suggested that adhesion force can be implemented in a similar way to 

cohesion force as follows: 
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𝐹(𝒙, 𝑡) = −𝐺1𝜓(𝒙, 𝑡)∑𝜔𝛼𝜓(𝜌𝑤)𝑠(𝒙 + 𝒆𝛼𝛥𝑡, 𝑡)𝒆𝛼
𝛼

 (21) 

Here, 𝑠(𝒙 + 𝒆𝛼𝛥𝑡, 𝑡) is an indication parameter and has the value of 0 or 1 for 

fluid or solid nodes, respectively. 𝜓(𝜌𝑤) is the effective mass at the wall; by 

changing𝜓(𝜌𝑤), different contact angles can be achieved. 

Depending on the node type (solid or liquid), Equation (18) or (21) was used to 

simulate the interaction between nodes. 

3.4. Improvements to the Original Shan-Chen Model 

3.4.1. Realistic Equation of State 

Based on Yuan and Schaefer [100], to model a higher density ratio and reduce the 

spurious current at the same time, a different equation of state (EOS) is utilized. Here, we 

use the Carnahan-Starling (C-S) EOS since it is stable, easy to implement, and generates 

a lower spurious current compared to another EOS [100]. No matter what EOS is used, 

the effective mass is expressed as: 

𝜓 = √
(𝑃 − 𝜌𝑐𝑠2)

𝐺1𝑐𝑠2
 (22) 

The C-S EOS is expressed as: 

𝑃 = 𝜌𝑅𝑇
1 +

𝑏𝜌
4 + (

𝑏𝜌
4
)
2

− (
𝑏𝜌
4
)
3

(1 −
𝑏𝜌
4
)
3 − 𝑎𝜌2 (23) 
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Where 𝑎 = 0.4963(RTcr)
2/Pcr, b = 0.1873RTcr/Pcr. Pcr and Tcr are the critical 

pressure and temperature, respectively. Without losing the generality of the model, we 

assume 𝑎 = 1, 𝑏 = 4, 𝑅 = 1 and by reducing the temperature in this equation, a higher 

density ratio is achieved [69,81]. 

3.4.2. Force with a Higher Order of Isotropy (E8 Force Scheme) and Middle-Range 

Repulsion Force 

In the original Shan-Chen method, to compute the cohesion force, only eight 

neighbor nodes are considered. However, the cohesion force can include any number of 

neighbor nodes. By communicating only with the eight neighboring nodes in the 𝐷2𝑄9 

lattice, the highest isotropy order that can be achieved is four (E4 force scheme). By 

considering the second layer (24 neighbor nodes), tensors of the eighth order can be 

produced (E8 force scheme) [81,101]. 

So, for the E8 force scheme, instead of using Equation (18), the force term in the 

D2Q9 lattice is expressed by: 

𝑭(𝒙, 𝑡) = −𝐺2𝜓(𝒙, 𝑡)∑𝜔𝛾𝜓(𝒙 + 𝒆𝛾𝛥𝑡, 𝑡)𝒆𝛾

24

𝛾=1

 (24) 

where 𝐺2 is a negative coefficient representing the attractive force, and 𝜔𝛾 is the 

weighting coefficient. The direction of eγ  is shown in Figure 14 and values for the 

weighting coefficients for the E8 force scheme are provided in Equation (25). 
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𝜔𝛾 =

{
 
 
 
 
 

 
 
 
 
 
4

21
                                   𝛾 = 1,2,3,4

4

45
                                     𝛾 = 5,6,7,8

1

30
                            𝛾 = 9,10,11,12

4

315
  𝛾 = 13,14,15,16,17,18,19,20

1

2520
                      𝛾 = 21,22,23,24

 (25) 

Chibbaro et al. [102] introduced a mid-range repulsion force between fluid 

particles. In the original Shan-Chen model, the attractive force causes the phase 

separation. Without adding any repulsive force, after some iterations, only one big bubble 

(drop) remains in the domain. 

 

Figure 14. Definition of directions for eγ in the two-belt lattice. 
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Basically, in Ref.[101], the authors introduced 𝐺1 and 𝐺2 parameters to model 

cohesion force. The 𝐺1 is negative and represents the attractive force of the first belt of 

neighboring nodes, while 𝐺2 is positive and represents the repulsive force of the second 

belt of neighboring nodes. The negative or positive signs here are, respectively, 

corresponding to attractive and repulsive forces between fluids. 

Therefore, Equation (18) is modified as: 

𝐹(𝒙, 𝑡) = −𝐺1𝜓(𝒙, 𝑡)∑𝜔𝛼𝜓(𝒙 + 𝒆𝛼𝛥𝑡, 𝑡)𝒆𝛼

8

𝛼=1

 

−𝐺2𝜓(𝒙, 𝑡)∑𝜔𝛾𝜓(𝒙 + 𝒆𝛾𝛥𝑡, 𝑡)𝒆𝛾

24

𝛾=1

 

(26) 

The pressure and effective mass for both cases are defined as: 

𝑃 = 𝑐𝑠
2𝜌 +

𝑐𝑠
2(𝐺1 + 𝐺2)

2
𝜓2(𝜌) (27) 

And 

𝜓 = √
(𝑃 − 𝜌𝑐𝑠2)

(𝐺1 + 𝐺2)𝑐𝑠2
 (28) 

Note that in the case of the E8 force scheme without mid-range repulsion, 𝐺1 = 0 

and 𝐺2 < 0. The weighting coefficient and the direction definitions are identical to 

Equation (25) and Figure 14. By introducing this midrange repulsive force, phenomena, 

such as spray formation, and the soft-glassy system can be modeled, which is impossible 

to model by short-range attraction force alone as it is mentioned in Ref [102]. 

In this dissertation, the realistic EOS and E8 force scheme with midrange 

repulsion force were implemented to improve the Shan-Chen model for bubble-dendrite 
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interactions during alloy solidification. To be succinct, this model will be referred to as 

“the enhanced model”. 

 3.5. Multiphase Lattice Boltzmann Phase Field Method 

The hybrid LB-PF model along with the WENO scheme are explained here. The 

mean density of the two phases is used in the LB distribution functions, as suggested by 

Shao et al. [76]. This improves the computational efficiency while maintaining the ability 

to capture the local density.  

3.5.1.  Solving the Cahn-Hillard Equation for Interface Capturing with the WENO 

Scheme 

In the PF method, there is no need to track the interface. Instead, an order 

parameter, 𝜙, is defined that gradually varies along the interface to distinguish between 

the liquid and bubble phases (𝜙=1 represents fluid or melt, and 𝜙=0 represents bubble or 

gas). Based on the CH equation, the evolution of the interface can be computed by:  

∂𝜙

∂𝑡
+ (𝒖. ∇)𝜙 = ∇. (λ∇𝜇𝜙) (29) 

𝜆 is a diffusion coefficient called mobility. 𝜇𝜙 is the chemical potential, which is 

defined as the derivative of the free energy (𝛹𝜙
′ ) with respect to the order parameter: 

𝜇𝜙 = 𝛹𝜙
′ (𝜙) − 𝜅𝛻2𝜙. If the free energy takes the double well form, 𝛹𝜙 =

𝛽(𝜙)2(𝜙 − 1)2, then the chemical potential becomes 𝜇𝜙 = 4𝛽𝜙(𝜙 − 0.5)(𝜙 − 1) −

𝜅𝛻2𝜙, where κ and β are related to the interface width and surface tension, σ [76].  
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Simulating multiphase flows with large density ratios is challenging since the 

high gradient of properties across the interface results in discontinuity of order parameter 

and numerical instability. Using upwind condition for the advection term along with 

calculating the derivatives with higher order accuracy would mitigate the discontinuity 

problem. The upwind WENO scheme with third order Runge Kutta Total Variation 

Diminishing (TVD) method was implemented to discretize the convection and temporal 

terms, respectively. Accordingly, Equation (29) can be rewritten as: 

𝜕𝜙

𝜕𝑡
= 𝑅(𝜙)         𝑅(𝜙) = −𝛻. (𝑙) + 𝛻. (λ𝛻𝜇∅) (30) 

The term 𝒖𝜙 is labeled as 𝑙 for simplification. The discretization of the first term 

in the right-hand side of Equation (30) can be achieved in a variety of ways. In this work, 

the Lax-Friedrichs flux splitting was employed, which uses three stencils, formed by five 

points [78] . The convection term was calculated by flux terms determined by: 

𝛻. (𝒖𝜙) = 𝛻. (𝑙) =
1

Δx
(𝑙
𝑖+
1
2

+ − 𝑙
𝑖+
1
2

− ) +
1

Δx
(𝑙
𝑖−
1
2

+ − 𝑙
𝑖−
1
2

− ) (31) 

Where 𝑙
i+
1

2

+  and 𝑙
i−
1

2

+  are approximated by five points as: 

𝑙
𝑖+
1
2

+ = 𝜔0
+ (
2

6
𝑙𝑖−2
+ −

7

6
𝑙𝑖−1
+ +

11

6
𝑙𝑖
+) + 𝜔1

+ (−
1

6
𝑙𝑖−1
+ −

5

6
𝑙𝑖
+ +

2

6
𝑙𝑖+1
+ )

+ 𝜔2
+ (
2

6
𝑙𝑖
+ +

5

6
𝑙𝑖+1
+ −

1

6
𝑙𝑖+2
+ ) 

(32) 

And: 
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𝑙
𝑖+
1
2

− = 𝜔2
− (−

1

6
𝑙𝑖−1
− +

5

6
𝑙𝑖
− +

2

6
𝑙𝑖+1
− ) + 𝜔1

− (
2

6
𝑙𝑖
− +

5

6
𝑙𝑖+1
− −

1

6
𝑙𝑖+2
− )

+ 𝜔0
− (
11

6
𝑙𝑖+1
− −

7

6
𝑙𝑖+2
− +

2

6
𝑙𝑖+3
− ) 

(33) 

The stencil weights can be calculated as: 

𝜔0
± =

𝛼0
±

𝛼0
± + 𝛼1

± + 𝛼2
±          𝜔1

± =
𝛼1
±

𝛼0
± + 𝛼1

± + 𝛼2
±        𝜔2

±

=
𝛼2
±

𝛼0
± + 𝛼1

± + 𝛼2
± 

(34) 

Where: 

𝛼0
± =

1

10
(

1

𝜖 + 𝐼𝑆0
±)       𝛼1

± =
6

10
(

1

𝜖 + 𝐼𝑆1
±)       𝛼2

± =
3

10
(

1

𝜖 + 𝐼𝑆2
±) (35) 

The parameter ISk are defined as: 

𝐼𝑆0
+ =

13

12
(𝑙𝑖−2
+ − 2𝑙𝑖−1

+ + 𝑙𝑖
+)2 +

1

4
(𝑙𝑖−2
+ − 4𝑙𝑖−1

+ + 3𝑙𝑖
+)2 

(36) 𝐼𝑆1
+ =

13

12
(𝑙𝑖−1
+ − 2𝑙𝑖

+ + 𝑙𝑖+1
+ )2 +

1

4
(𝑙𝑖−1
+ − 𝑙𝑖+1

+ )2 

𝐼𝑆2
+ =

13

12
(𝑙𝑖
+ − 2𝑙𝑖+1

+ + 𝑙𝑖+2
+ )2 +

1

4
(3𝑙𝑖

+ − 4𝑙𝑖+1
+ + 𝑙𝑖+2

+ )2 

And 

𝐼𝑆0
− =

13

12
(𝑙𝑖+1
− −

7

6
𝑙𝑖+2
− +

11

6
𝑙𝑖+3
− )2 +

1

4
(𝑙𝑖+1
− − 4𝑙 + 3𝑙𝑖+3

− )2 

(37) 𝐼𝑆1
− =

13

12
(𝑙𝑖
− − 2𝑙𝑖+1

− + 𝑙𝑖+2
− )2 +

1

4
(𝑙𝑖
− + 𝑙𝑖+2

− )2 

𝐼𝑆2
− =

13

12
(𝑙𝑖−1
− − 2𝑙𝑖

− + 𝑙𝑖+1
− )2 +

1

4
(𝑙𝑖−1
− − 4𝑙𝑖

− + 3𝑙𝑖+1
− )2 
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In this way, 𝑙
𝑖+
1

2

+  in Equation (32) can be calculated. The value of 𝑙
𝑖−
1

2

−  can be 

calculated in the same way. Assuming constant mobility, the diffusion term in Equation 

(29) can be rewritten as: 

𝛻2𝜇∅ = 

[
𝜇∅(𝑖 + 1, 𝑗 + 1) + 𝜇∅(𝑖 − 1, 𝑗 + 1) + 𝜇∅(𝑖 + 1, 𝑗 − 1) + 𝜇∅(𝑖 − 1, 𝑗 − 1)

+4𝜇∅(𝑖 + 1, 𝑗) + 4𝜇∅(𝑖 − 1, 𝑗) + 4𝜇∅(𝑖, 𝑗 + 1) + 4𝜇∅(𝑖, 𝑗 − 1) − 20𝜇∅(𝑖, 𝑗)
]

6∆x2
 

(38) 

For marching in time, the third order TDV Runge Kutta scheme was 

implemented: 

𝜙(1) = 𝜙𝑡 + ∆𝑡𝑅(𝜙𝑡) 

(39) 𝜙(2) =
3

4
∅𝑡 +

1

4
𝜙(1) +

1

4
∆𝑡𝑅(𝜙(1)) 

𝜙(3) =
1

3
𝜙𝑡 +

2

3
𝜙(2) +

2

3
∆𝑡𝑅(𝜙(2)) 

Where 𝜙𝑡 is 𝜙 value at time t, 𝜙(1) and 𝜙(2) are the transitional values in each 

time step. With a stable spatial and temporal discretization of the CH equation, the 

evolution of the interface for multiphase flow can be determined for large density ratios 

[72].  

3.5.2. Phase Field Lattice Boltzmann Method for Flow Field 

The fluid flow part of the model is based on the method introduced by Zheng et 

al. [103] . In this model, the LB equation for fluid flow is written as: 
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𝑓𝛼(𝒙 + 𝒆𝜶𝛿𝑡, 𝑡 + 𝛿𝑡)

= 𝑓𝛼(𝒙, 𝑡) −
1

𝜏
[𝑓𝛼(𝒙, 𝑡) − 𝑓𝛼

𝑒𝑞(𝒙, 𝑡)]

+ (1 −
1

2𝜏
) 𝛿𝑡(𝒆𝛼 − 𝒖)[𝛻𝜌𝑐𝑠

2(𝛤𝛼 − 𝒆𝛼) + 𝑭𝛼𝛤𝛼] 

(40) 

Where 𝑭 is the sum of the surface tension 𝐹𝑠 and body force 𝐹𝑏. 𝛤𝛼(𝒖) is given as: 

𝛤𝛼(𝒖) = 𝜔𝛼 [1 +
3

𝑐2
(𝒆𝛼. 𝒖) +

9

2𝑐4
(𝒆𝛼. 𝒖)

2 −
3

2𝑐2
𝒖2] (41) 

The equilibrium distribution function can be expressed as: 

𝑓𝛼
𝑒𝑞 = ωα[𝜌0 + 𝜌𝑐𝑠

2[
3

c2
(𝒆𝛼. 𝒖) +

9

2c4
(𝒆𝛼. 𝒖)

2 −
2

3𝑐2
𝒖2] (42) 

𝜌0 and ρ represent the mean and local density at each point, respectively. The 

mean density is initialized as 
(𝜌𝑙+𝜌𝑔)

2
, where l and g indicate liquid and gas phases. The 

macroscopic properties can be obtained by: 

𝜌0 =∑𝑓𝛼
𝛼

+
1

2
𝒖. 𝛻𝜌𝑐𝑠

2 

(43) 

𝜌𝒖 =∑
𝑓𝛼𝒆𝛼
𝑐𝑠2

𝛼

+
1

2
𝛿𝑡𝑭 

The relationship of the local density and local relaxation parameter with the local 

order parameter at each point is defined as: 

𝜌 = 𝜌𝑙 + 𝜙(𝜌𝑙 − 𝜌𝑔) 

(44) 

𝜏 = 𝜏𝑙 + 𝜙(𝜏𝑙 − 𝜏𝑔) 

Using the Chapman-Enskog expansion, the following macroscopic equations can 

be recovered [76]: 
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𝜕𝜌0
𝜕𝑡

+ 𝜌𝛻 · 𝒖 = 0 (45) 

𝜕(𝜌𝒖)

𝜕𝑡
+ 𝛁 · (𝜌𝒖⊗ 𝒖) = −𝛁𝑝 + 𝛁{µ[𝛁𝒖 + (∇𝒖)𝑇]} + 𝑭 (46) 

3.6. Cellular Automaton Model for Dendritic Growth 

A CA algorithm was used to track the solid-liquid interface, as explained in Ref. 

[63,104–106]. In the CA model, the simulation domain is divided into quadrilateral cells. 

Each cell is defined by several variables, such as crystallographic orientation, 

temperature, solute concentration, and volume fraction of solid, fs. The volume fraction 

of solid describes the state of the cell, i.e. liquid fs=0, solid 𝑓𝑠 = 1, or interface 0<𝑓𝑠<1 

[53]. It is assumed that the dendritic growth is driven by the difference between local 

equilibrium solute concentration, 𝐶𝑙
∗, and the local actual solute concentration, 𝐶𝑙 [104]. 

𝐶𝑙
∗is defined as: 

𝐶𝑙
∗ = 𝐶0 +

𝑇 − 𝑇𝑙
𝑒𝑞 + 𝛤𝐾𝑠
𝑚𝑙

 (47) 

Γ is the Gibbs–Thomson coefficient and 𝑇𝑙
𝑒𝑞

 is the equilibrium liquidus 

temperature at the initial solute concentration. , 

𝐾𝑠 = 𝐾[1 − 15𝜀𝑐𝑜𝑠[4(𝜉 − 𝜃0)]] (48) 

 𝜉 is growth angle and 𝜃0 is the preferential growth orientation with respect to the 

x-axis and 𝐾is the interface curvature. The growth angle ξ  is defined as the angle 

between the normal to interface and the x-axis. 



 

43 

ξ =

{
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 (49) 

The interface curvature, 𝐾, can be computed using the solid fraction gradients: 

𝐾 = [(
𝜕𝑓𝑠
𝜕𝑥
)
2

+ (
𝜕𝑓𝑠
𝜕𝑦
)
2

]

−
3
2

× [2
𝜕𝑓𝑠
𝜕𝑥

𝜕𝑓𝑠
𝜕𝑦

𝜕2𝑓𝑠
𝜕𝑥𝜕𝑦

− (
𝜕𝑓𝑠
𝜕𝑥
)
2 𝜕2𝑓𝑠
𝜕𝑦2

− (
𝜕𝑓𝑠
𝜕𝑦
)
2 𝜕2𝑓𝑠
𝜕𝑥2

 ] 

(50) 

In the 3D model, the 𝐾𝑠 is defined as [107]: 

𝐾𝑠 = (3𝜀 − 1)(𝜕𝑥𝑛𝑥 + 𝜕𝑦𝑛𝑦 + 𝜕𝑧𝑛𝑧)

− 48𝜀(𝑛𝑥
2𝜕𝑥𝑛𝑥 + 𝑛𝑦

2𝜕𝑦𝑛𝑦 + 𝑛𝑧
2𝜕𝑧𝑛𝑧) + 

12𝛿𝑄(𝜕𝑥𝑛𝑥 + 𝜕𝑦𝑛𝑦 + 𝜕𝑧𝑛𝑧) + 12𝜀(𝑛𝑥𝜕𝑥𝑄 + 𝑛𝑦𝜕𝑦𝑄 + 𝑛𝑧𝜕𝑧𝑄) 

(51) 

Here �̂� is a unit vector perpendicular to the solid/liquid interface with the 

components 𝑛𝑥 = 𝜕𝑥𝑓𝑠/|∇𝑓𝑠|, 𝑛𝑦 = 𝜕𝑦𝑓𝑠/|∇𝑓𝑠|  and 𝑛𝑧 = 𝜕𝑧𝑓𝑠/|∇𝑓𝑠|, where |∇𝑓𝑠| =

√(𝜕𝑥𝑓𝑠)2 + (𝜕𝑦𝑓𝑠)2 + (𝜕𝑧𝑓𝑠)2 and 𝑄 = 𝑛𝑥
4 + 𝑛𝑦

4 + 𝑛𝑧
4 [108].  

The change in the fraction of solid at each node (Δ𝑓𝑠) in each timestep depends on 

the actual liquid concentration 𝐶𝑙 and the local interface equilibrium solute concentration 

Cl
*, and can be obtained by: 

𝛥𝑓𝑠 =
(𝐶𝑙

∗ − 𝐶𝑙)

(𝐶𝑙
∗(1 − k))

 (52) 
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Where k is the partitioning coefficient. The amount of solute rejected from 

solidifying cells to interface and surrounding melt at each time step due to the difference 

in solubility in melt and the solid phase is defined as: 

∇𝐶𝑙 = (1 − 𝑘)∆𝑓𝑠 (53) 

3.7. Allen-Cahn Phase Field Model for Dendritic Growth 

We employed a quantitative PF model developed by Echebarria et al. [109] to 

simulate the microstructural pattern formation. In the PF model, a phase field variable, 𝜙, 

is introduced to distinguish between solid (𝜙 = +1) and liquid (𝜙 = −1) at a fixed node 

in each time step. The dimensionless supersaturation, U, related to the solute 

concentration, and the additional supersaturation parameter related to temperature, 𝑈′, are 

defined as: 

𝑈 =
(𝐶𝑙  − 𝐶𝑙

𝑒)

(𝐶𝑙
𝑒  − 𝐶𝑠

𝑒)
 (54) 

𝑈′ =
𝑇 − 𝑇𝑀 −𝑚𝑙𝐶𝑙

𝑚𝑙𝐶0(
1
𝑘
− 1)

 (55) 

The ratio of the solute concentration in the solid and in the liquid is defined as the 

partition coefficient, 𝑘 = 𝐶𝑠/𝐶𝑙   =  𝐶𝑠
𝑒/𝐶𝑙

𝑒, where 𝐶𝑙 is the concentration in the liquid, 

and 𝐶𝑙
𝑒,  and 𝐶𝑠

𝑒 are the equilibrium concentrations in the liquid and solid, respectively. 

𝐶0 is the solute concentration far from the S/L interface which is equal to the initial 

concentration. 

The time evolution of the phase field variable, 𝜙, is given as: 
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𝜏𝑎𝑠
2(𝑛)

𝛿𝜙

𝛿𝑡
=
𝜕

𝜕𝑥
(|𝛻𝜙|2𝑎𝑠(𝑛)

𝜕𝑎𝑠(𝑛)

𝜕𝜙𝑥
) +

𝜕

𝜕𝑦
(|𝛻𝜙|2𝑎𝑠(𝑛)

𝜕𝑎𝑠(𝑛)

𝜕𝜙𝑦
) 

+
𝜕

𝜕𝑧
(|𝛻𝜙|2𝑎𝑠(𝑛)

𝜕𝑎𝑠(𝑛)

𝜕𝜙𝑧
) + 𝛻. (𝑎𝑠

2(𝑛)𝛻𝜙) + 𝜙 − 𝜙3

− 𝜆(1 − 𝜙2)2(𝑈 + 𝑈′) 

(56) 

The relaxation time is constructed as: 

𝜏 = 𝜏0(1 − (1 − 𝑘)(𝑈 + 𝑈
′)) (57) 

where 𝜏0 is a constant called the phase field relaxation time defined as 𝜏0 = 𝑎2𝜆𝑊0
2/𝑑0 . 

The coupling constant, 𝜆, is defined as 𝜆 = 𝑎1𝑊0/𝑑0, where 𝑊0 is the interface 

thickness, 𝑎1 = 0.8839  and 𝑎2 = 0.6267  are constants, and 𝑑0 is the chemical capillary 

length defined as: 𝑑0 = 𝛤/(|𝑚𝑙|(1/𝑘 − 1)𝐶0).  

Anisotropy in Equation (56) is introduced as: 

𝑎𝑠(𝑛) = 1 − 3𝜀4 − 4𝜀4
𝜙�̅�
4 + 𝜙�̅�

4 + 𝜙�̅�
4

(𝜙�̅�
2 + 𝜙�̅�

2 + 𝜙�̅�
2)2

 
(58) 

where 𝜖4 is the strength of anisotropy and (�̅�, �̅�, 𝑧̅) corresponds to <100> direction 

in the material coordinate system. The Ni-based superalloy solidifies into a face center 

cubic crystal structure (FCC), which results in an octahedral grain morphology. The 

diagonal of the octahedral is assigned to the material direction <100> [110]. However, 

the material coordinate system and local coordinate system are not necessarily aligned.  

The differentiation of 𝜙 with respect to (�̅�, �̅�, 𝑧̅), ∇̅𝜙, is obtained by the following 

coordinate transformation using the Euler angles (𝜑1, Φ, 𝜑2) with three subsequent 

rotations. The angles are commonly denoted as 𝜑1 , Φ and 𝜑2 where 𝜑1 ∈ [0,2𝜋), Φ ∈

[0, 𝜋) and 𝜑2 ∈ [0,2𝜋). The final transformation is written as: 
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(

𝜙�̅�
𝜙�̅�
𝜙�̅�

)

= [
𝑐𝑜𝑠𝜑2 𝑠𝑖𝑛𝜑2 0
−𝑠𝑖𝑛𝜑2 𝑐𝑜𝑠𝜑2 0
0 0 1

] [
1 0 0
0 𝑐𝑜𝑠Φ 𝑠𝑖𝑛Φ
0 −𝑠𝑖𝑛Φ 𝑐𝑜𝑠Φ

] [
𝑐𝑜𝑠𝜑1 𝑠𝑖𝑛𝜑1 0
−𝑠𝑖𝑛𝜑1 𝑐𝑜𝑠𝜑1 0
0 0 1

](

𝜙𝑥
𝜙𝑦
𝜙𝑧

) 

(59) 

 

The transformed 𝜙�̅� , 𝜙�̅� , and 𝜙�̅�  are used in Equation (58) to calculate the 

anisotropy of the rotated dendrite. The phase field equation, Equation(56), is solved with 

the finite difference method. The temporal discretization is based on the first-order Euler 

method while second-order central difference method is applied for spatial discretization. 
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CHAPTER IV 

MODEL VALIDATION 

4.1. Validation of Shan-Chen Based Model with Phase Separation  

The phase separation between the liquid and vapor phases of an initial mixture of 

both phases was studied in this section. The domain was initially at rest with an average 

density plus a random variation in all nodes. All boundary conditions were periodic. The 

system was unstable based on EOS, and phase separation occurred. The final shape of 

bubbles or drops was circular since the free energy of the domain tends to minimize, and 

a circle has the minimum surface area compared to other shapes. 

The problem was simulated by the enhanced model in six different cases. In each 

case, the initial density of the mixture was different, and a random variation in the order 

of 0.01 was added to the density. The temperature was selected as 𝑇 = 0.9𝑇𝑐𝑟 which 

corresponds to a density ratio of 6. 

Based on the value of 𝐺1 and 𝐺2 in Table 3, different scenarios of phase 

separation occurred as shown in Figure 15. For larger 𝐺2, corresponding to a bigger 

repulsive force, the coalescence of the drops was prevented in some of the cases. These 

results are in agreement with Ref. [102], which simulated the same problem. One 

difference with the simulations of Ref. [102] is that they used the original Shan-Chen 

EOS while the more realistic C-S EOS was used in this dissertation. However, since the 
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density ratio was almost the same in this dissertation as the one in Ref. [102] (six here 

and five in Ref. [102]), the results can be compared directly. The results show that the 

midrange-repulsive force can be used to prevent the coalescences of drops, but not 

bubbles. In the case of bubbles, this method only delays the merging process, but, 

eventually, just one bubble remains in the domain. For case (a) and (b), one bubble was 

present in the domain. However, for other cases, the formation of drops was observed. 

The formation of bubble or drops was related to the initial density. If the initial density is 

larger than a critical value, after some iterations, only one bubble will result in the whole 

domain. 

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 15. Results after 30,000 iterations for different values of G1 and G2 based on the 

values in Table 3 at T= 0.9Tcr. (a) case 1, (b) case 2, (c) case 3, (d) case 4, (e) case 5, (f) 

case 6. (Blue: gas, red: liquid). 

 

 

 



 

49 

Table 3. Parameters used in the simulation. 

 𝐺1 𝐺2 𝜌𝑖𝑛𝑖𝑡𝑖𝑎𝑙 
Case1 −1.4 1.00 0.20 

Case2 −1.4 1.00 0.170 

Case3 −1.4 1.00 0.130 

Case4 −1.4 0.95 0.130 

Case5 −1.4 0.90 0.130 

Case6 −1.4 1.00 0.117 

 

As mentioned before, the enhanced model reduced the spurious current, but even 

this reduced amount of spurious current was too large for modeling phenomena, such as 

Marangoni convection, in this scale. The maximum amount of spurious current was 

observed in the interface between the bubbles and liquid, which is the place where the 

Marangoni force is exerted. The magnitude of the spurious current is presented in Table 

4, showing approximately one order of magnitude reduction of the spurious current in the 

enhanced Shan-Chen model with respect to the original one, but still a large value at  

5 × 10−3. On the other hand, when this same problem was simulated with the phase field 

lattice Boltzmann method, the generated spurious current was in the order of 10−6, which 

is acceptable for most cases of buoyancy and Marangoni flows [31]. 

Table 4. The spurious current magnitude and normalized total time in the original Shan-

Chen and the enhanced model. 

 Spurious Current 
Normalized Total CPU 

Time 

original Shan-Chen 0.03 1 

The enhanced model 0.005 2.49 
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The total computational time of the simulation was also a critical parameter. The 

simulation time was non-dimensionalized with the time needed to solve the original 

Shan-Chen model. In Table 4, it is observed that the model enhancements make it about 

250% more expensive in CPU time than the original Shan-Chen model. 

4.2. Validation of Cahn-Hillard Phase Field Model with Contact Angle   

To model any desired contact angle, we follow the method proposed by Yiotis et 

al.[111]. In the model, it is assumed that the solid phase is made up of rigid bodies with a 

specific density of 𝜌𝑤. The specific density, 𝜌𝑤, is only an auxiliary parameter for 

modeling contact angle and is not related to the actual physical density of the solid.  

Based on this model, any contact angle from 0°to 180
°
can be simulated when 𝜌𝑤 is 

selected in the range between 𝜌𝑔 and 𝜌𝑙 . The specific density, 𝜌𝑤, is corresponding to the 

solid local order parameter, 𝜙𝑤, based on rearranging of Equation (44), as: 𝜙𝑤 =

(𝜌𝑤 − 𝜌𝑙)
(𝜌𝑔 − 𝜌𝑙)
⁄ . In other words, by specifying  𝜙𝑤 in a range between 0 (𝜌𝑤 = 𝜌𝑙) 

and 1 (𝜌𝑤 = 𝜌𝑔), any contact angle from 0°to 180
°
can be modeled. 

The 𝜙𝑤 for the solid phase is incorporated in the CH equation through Neumann 

boundary condition. In this method, there is no need to add any new term to chemical 

potential to consider the effects of the solid wall. The chemical potential at the wall nodes 

is simply calculated as 𝜇𝑤 = 4𝛽 𝜙𝑤( 𝜙𝑤 − 0.5)( 𝜙𝑤 − 1) − 𝜅𝛻
2𝜙. Although seemingly 

a crude estimate to model the contact angle with only 𝜙𝑤 parameter, the model can 
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successfully predict both static contact angle and contact line dynamics regarding 

receding and advancing contact angle [112,113]. 

The ability of the LB-PF method to simulate different static contact angles was 

tested as shown in Figure 16. The domain size for all cases was 120 × 60, while periodic 

boundary condition was applied on the left and right boundaries and no-slip boundary 

condition was implemented for the top and bottom boundaries. A semi-circle droplet with 

𝑅 = 25 𝑙𝑢 (lattice units) was initially placed at the middle of the bottom wall. For CH 

equation, the boundary conditions for bottom and top walls were 𝜙 = 𝜙𝑤. Initially, for 

the nodes inside the drop, the local order parameter is set to 1, and for other nodes inside 

the bubble, it is set to 0. The periodic boundary condition was applied on the left and 

right boundaries for the CH equation. The simulation parameters were selected as 𝜏𝑙 = 1, 

𝜏𝑔 = 1, λ = 0.1 and 𝜌𝑙/𝜌𝑔 = 3. Different contact angles are achieved by changing 𝜙𝑤 

for bottom and top walls. Figure 16 shows the equilibrium contact angle after 20000 

iterations. The calculated contact angles were 40°,105° and 130° corresponding to 𝜙𝑤 =

0.7, 0.4, and 0.3, respectively. Details of contact angle measurements can be found in 

[114]. 

   
(a) (b) (c) 

Figure 16. Contact angle validation for PF model for initially semi-circle droplet. Different 

contact angles were simulated by changing the order parameter, φw 0.7, 0.4, and 0.3 for top 

and bottom walls as a boundary condition, resulting in the contact angles 40°,105°, and 

130°, after 20000 iterations. 
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More cases were simulated by manipulating the order parameter, 𝜙𝑤. The 

relationship between the order parameter and the equilibrium contact angle is plotted in 

Figure 17, which turns out to be almost linear. The figure verifies that any contact angle 

can be modeled by changing 𝜙𝑤 in the range 0-1. 

 

Figure 17. The contact angle as a function of φw. The simulation results are shown with 

blue circles, while the solid line connects (0,180°) and (1,0°) as a guide. 

4.3. Validation of Cahn-Hillard Phase Field Model with Rayleigh Instability 

The Rayleigh instability benchmark is defined as a case when a denser fluid with 

density 𝜌𝑙 is placed over a less dense fluid with density 𝜌𝑔.  The hybrid LB-PF model 

was validated by simulating the Rayleigh instability problem for different density ratios. 

An important dimensionless parameter for modeling this problem is 𝐴𝑡 number 

which represents the density ratio between phases as: 𝐴𝑡 = (𝜌𝑙 − 𝜌𝑔)/(𝜌𝑙 + 𝜌𝑔). The 

problem was defined in a domain with a dimension size of L× 4L, where L is the number 
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of nodes in x direction. Also, a 10% initial perturbation was set at the interface of lighter 

and heavier fluids in the middle of the domain. This perturbation can be defined as 𝑦 =

2𝐿 + 0.1𝐿𝑐𝑜𝑠 (
2𝜋𝑥

𝐿
) [72]. Periodic boundary conditions were imposed on the left and 

right boundaries while no slip boundary condition (bounce back) was applied to the 

bottom and top boundaries. The characteristic velocity and Reynold number were 

respectively defined as: 𝑈 = √𝑔𝐿, and 𝑅𝑒 = 𝑈𝐿/𝜐. 

For the first case, the domain size was selected as 128×512 with Re = 256. The 

𝐴𝑡 number was set to 0.5 which corresponds to a density ratio of three. A characteristic 

velocity U=0.04 in LB unit was adopted which corresponds to kinematic viscosity υ =

0.02. The results are reported in non-dimensional time units, which is normalized by 

√𝐿/𝑔. Figure 18 presents the location of the interface during the simulation. The results 

are in good qualitative agreement with the benchmark solution reported in Ref.[76]. 

To validate the results quantitatively, the spike tip and bubble front locations were 

measured and compared with previously published studies. As shown in Figure 19(a),the 

location of spike and bubble tip were in good agreement with the results of He et al. [67]. 

The model was also validated for the same problem but with a density ratio of 

1000 which corresponds to At=0.999. The Reynolds number is kept at Re=256. The 

characteristic velocity was set to U=0.1. The evolution of the interface is shown in Figure 

20, which is consistent with previously published results [72]. The plume shape strongly 

depends on the density ratio. Comparing Figure 20 and Figure 18, one may conclude that 

for small density ratios, there is a bigger tendency of mixing between the two fluids. 
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However, a more coherent structure was observed for larger density ratios.  The bubble 

and spike locations were also compared and presented in Figure 19(b). 

     

(a) (b) (c) (d) (e) 

Figure 18. Interface evolution during simulation for At=0.5 and Re=256 at (a) t=0, (b) t=2, 

(c) t=3, (d) t=4, and (e) t=5. 
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(a) (b) 

Figure 19. Comparison of spike and bubble position in (a) At = 0.5 and Re=256 with He et 

al. (1999) results, (b) At = 0.999 and Re=256 with Shao et al. [72] results. All of the 

parameters are non-dimensional. 

 

    
(a) (b) (c) (d) 

Figure 20. Interface evolution for density ratio of 1,000 (At=0.999) and Re=256 at (a) t=0, 

(b) t=0.5, (c) t=1, and (d) t=1.25. 
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4.4. Validation of Cahn-Hillard Phase Field Model with Marangoni Convection 

Around a Bubble 

In Marangoni convection, fluid flow is induced due to the change of interface 

surface tension with temperature. In the simplest form, the relation between interface 

surface tension with temperature is considered linear and can be written as: 

𝜎(𝑇) = 𝜎0 + γ(𝑇 − 𝑇0) (60) 

Where γ =
𝜕𝜎

𝜕𝑇
 (temperature coefficient of surface tension) is negative for most 

material.𝜎0  and 𝑇0 are the reference surface tension and the reference temperature, 

respectively. Young et al. [38] derived an analytical solution for the thermocapillary 

migration of bubbles in an infinite domain with fixed temperature gradient: 

𝑈𝑌𝐺𝐵 =
2𝑈

(2 + 3�̃�)(2 + �̃�)
 (61) 

�̃� and �̃� are viscosity and thermal conductivity ratios of fluid and bubble, 

respectively. Here U is the characteristic velocity that is introduced by the balance 

between the thermocapillary and viscous forces: 

𝑈 = −
𝛾|𝛻𝑇∞|𝑅

𝜇2
 (62) 

Where 𝛻𝑇∞ is the fixed constant temperature gradient and R is the bubble radius, 

which is considered as the characteristic length to define Reynolds and Marangoni 

numbers. The Marangoni number, Ma, is defined as: 

𝑀𝑎 = 𝑅𝑒 × 𝑃𝑟 =
−𝛾|𝛻𝑇∞|𝑅

2𝑃𝑟

𝜌𝜈2
2  (63) 
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𝑅 is the bubble radius and 𝛻𝑇∞ is the fixed constant temperature gradient. For the 

bubble with a diameter of 1.3 mm and material properties given in Table 1, the Ma 

number was calculated to be 60.5. 

For validation purposes, a cavity of 8𝑅 width and 16𝑅 height was considered 

with a bubble of 𝑅 = 20 lu  inserted at the center of the domain. The bottom and top 

boundary conditions were considered as no slip, while periodic boundary condition was 

applied for the right and left sides. A linear temperature profile varying from 0 at the 

bottom wall to 32 at the top wall (|𝛻𝑇∞| = 0.1) was applied. The other parameters are 

listed Table 5. 

Table 5. Parameters used for simulation of the Marangoni benchmark problem. All values 

are listed in lattice units. 

𝑃𝑟 No 𝜈𝑏𝑢𝑏𝑏𝑙𝑒 = 𝜈𝑓𝑙𝑢𝑖𝑑 𝛾 𝜎𝑟𝑒𝑓 �̃� �̃� 

1 0.2 −10−4 2.5 × 10−3 1 1 

 

The characteristic velocity, analytical migration velocity, Marangoni, and 

Reynold numbers can be calculated as 𝑈 = 0.001, 𝑈𝑌𝐺𝐵 = 1.333̅ × 10−4, 𝑀𝑎 = 𝑅𝑒 =

01, respectively. Figure 21 demonstrates the velocity field around the bubble. The shear 

stress at the interface induces a flow in both fluid and the bubble. Since the temperature 

coefficient of surface tension is negative, the warmer fluid is pulled down along the 

melt/bubble interface (from lower surface tension to higher surface tension). However, 

the shear stress inside the bubble causes a net force in the positive y direction pulling the 

bubble upward to the hot region. For the small Ma numbers, the temperature field 

remains almost linear, which is also reported by other researchers [103,115]. 
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(a) (b) 

Figure 21. Steady state velocity (a) and temperature (b) distribution around the bubble.  

 

Figure 22 compares the analytical and simulated values of bubble migration 

velocity. The simulation results converge to 𝑈𝑀/𝑈𝑌𝐺𝐵 = 0.81, which implies about 20% 

error. This error originates from the assumption used for deriving the formula. Equation 

(62) assumes a non-deformable spherical bubble in an infinite axis-symmetric domain. 

However, the numerical model considers a two- dimensional deformable bubble in a 

domain with periodic boundary conditions. Other researchers reported similar results 

obtained by different numerical methods [103,116,117]. 
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Figure 22. Bubble migration velocity normalized by analytical velocity versus normalized 

time. The time is non-dimensionalized by R/U. 

 

4.5. Validation of CA Model with Free Dendrite Growth 

To validate the dendritic growth model, free dendritic growth of SCN-0.24 wt% 

water binary alloy was simulated and compared with the LGK analytical model, proposed 

by Lipton et al. [118,119]. The model can predict the steady state tip velocity, tip radius 

and growth Peclet number as a function of undercooling. The temperature in the whole 

domain is assumed to be homogenous with the undercooling varying from 0.5 to 4 °C. A 

solid seed is initially inserted in the center of the domain with the preferred orientation of 

0° with respect to x-axis.  
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(a) (b) (c) 

Figure 23. Comparison between the present model and LGK analytical model for (a) Peclet 

number, (b) interface velocity, and (c) tip radius at different undercoolings 

 

The tip velocity is averaged at four primary arms after the initial transient stage. 

The solute Peclet number is defined as 𝑃𝑒𝑐 =
𝑉𝑅

2𝐷⁄ , where R and V are the tip velocity 

and tip radius, respectively. Figure 23(a) shows that the difference between the Peclet 

numbers calculated from the numerical and analytical models is small. The results are in 

good agreement for different undercoolings.  

As in Figure 23(c), the error in predicting tip radius increases at low 

undercoolings. At low undercooling, the dendrite grows slowly, and its shape as 

simulated by the CA model deviates from the parabolic shape assumed in the LGK 

model, which results in a deviation from the LGK predictions. Nevertheless, the results 

are in the same order of magnitude and show the same trends. 
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4.6. Validation of Dendritic Growth of PFMI Experiment with Phase Field and 

Cellular Automaton Using Scalable GPU Programming 

The columnar dendrite growth is governed by the solute transport equation and a 

model to track or capture the interface between solid/liquid (S/L). The lattice Boltzmann 

method was applied to solve the solute diffusion equation, while the CA or PF was 

employed to compute the evolution of the solidification interface. The simulations were 

performed using the Graphics Processing Unit (GPU).  

The 2D domain was a 2×1.1 mm2 rectangle (Figure 24(a)). Three seeds were 

placed on the left wall, all with the crystallographic orientation of 0° from the x-axis, and 

the temperature gradient 𝐺 = 716 K/m was imposed in the horizontal direction. The 

primary dendrite arm spacing was defined as 350 µm. The initial undercooling was 

calculated around 0.7K based on the PFMI experiment and imposed on the right wall. 

The three-dimensional (3D) domain was a cuboid with a size of 1.1 ×1×0.6 mm3 

(Figure 24(b)). Initially, a constant undercooling of 0.7 K was imposed on the bottom 

wall, and a temperature gradient of 𝐺 = 716 K/m was imposed in the vertical direction. 

The undercooling was determined based on the temperature profile in the PFMI 

experiment at the S/L interface during the experiment illustrated in Figure 6. Eight seeds 

were placed on the bottom wall with an identical crystallographic orientation of [001] and 

average dendrite arm spacing of 350 µm. 

A cooling rate of 0.1 K/s, same as the PFMI experiment, was applied to gradually 

cool down the domain. The computational domains and initial conditions for both 2D and 

3D simulations are demonstrated in Figure 24. 
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The mesh size for each case was selected individually since the PF method needs 

a smaller grid size. The uniform initial solute concentration was 0.24 wt% in both cases. 

The physical properties of SCN-0.24 wt% water alloy used in the simulations are listed in 

Table 1. 

 
 

(a) (b) 

Figure 24. Schematics of the simulation domains: (a) 2D with the domain size of 1.1×2 

mm2(b) 3D with the domain size of 1.0×1.1×0.6 mm3.  

 

The problem defined in Figure 24 was solved with CA and PF methods for both 

2D and 3D cases. The evolving morphologies in the 2D case for the two methods are 

demonstrated in Figure 25. The growth is driven by solute transfer in the constant 

temperature gradient along the x-direction.  

The results of the CA method (Figure 25 (a-d)) show that secondary arms develop 

in the direction perpendicular to the primary arms. Microsegregation due to the 

entrapment of the solute was observed in the interdendritic region. The average tip 

velocity for the 2D case simulated by the CA method was calculated as 71.46 µm/s, 

whereas the 2D PF model it was around 68.95 µm/s. Both methods can capture the side 

branching of the dendrites. However, the distribution of the solute field obtained by CA 

and PF is not the same. The discrepancy can be explained by the discrete nature of the 
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advancement of the solid front in each model. This will eventually affect the amount of 

solute rejected from growing dendrites and result in different solute maps. 

Figure 26 demonstrates the 3D morphologies simulated by the CA and PF 

methods. Both methods were capable of capturing secondary arms and microsegregation 

in the interdendritic region. While the overall morphology produced by the CA method is 

irregular with further side branching including secondary and tertiary arms, the resulted 

morphology from the PF method is more uniform. The difference between 2D and 3D 

results can be explained by the more effective diffusion in three dimensions. Also, for the 

CA model, calculating tip radius and curvature is more accurate in 3D compared to 2D; 

the calculation of curvature in the 2D deals with nine neighboring nodes while it 

considers 27 neighboring nodes in 3D. In the PF model, there is no need to calculate the 

curvature, since the phase field variable is a continuous function changing smoothly from 

-1 to 1 over the interface width.  

Both 2D and 3D PF simulations require considerable computational resources, 

since the grid size is almost two times finer compared to the CA model. The time step 

required for the PF model was also smaller than the CA model. The grid size, time step 

size, and calculated tip velocity for all cases is shown in Table 6. 
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(a) t=4.0 s (b) t= 8.0 s 

  
(c) t=12.0 s (d) t=18.0 s 

  
(e) t=4.0 s (f) t= 8.0 s 

  
(g) t=12.0 s (h) t=18.0 s 

Figure 25. 2D simulation of dendritic morphologies at different times with cellular 

automata (a-d), and phase field (e-h) methods. The average growth rate for cellular 

automata and phase field methods at t=18 s were 71.46 µm/s and 68.95 µm/s, respectively. 
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Table 6. Grid size, time step and calculated tip velocity for 2D and 3D simulations for 

cellular automata and phase field models. 

 2D CA 3D CA 2D PF 3D PF PFMI (left 

dendrites) 

PFMI (right 

dendrites) 

dx(µm) 1.0 2 0.6 1 N/A N/A 

dt(µs) 27.8 71.1 26.7 21.5 N/A N/A 

Average Tip 

Velocity(µm/s) at 

t=4 s 

73.49 93.1 69.07 121.4 84 103 

 

The tip velocities resulting from both PF and CA simulations showed good 

agreement to velocity measured from the PFMI experiment.  The simulated morphology 

looks different in CA and PF results. The calculation time also shows a significant 

difference between the models. While the 2D CA method took around 480 seconds, the 

2D PF simulation took about 1368.21 seconds. For 3D cases, the difference was even 

more significant. The 3D CA method took about 7640 seconds, while for 3D PF it took 

around 125800 seconds. All of the simulations were performed on a single NVIDIA 

Tesla V100 32GB GPU. The computational times were measured after 4s of physical 

time for the 2D cases 3D cases. 

Both PF and CA are suitable for parallel computing since they are both solved 

locally, and they do not require solving a global matrix in each time step. In general, CA 

methods need more moderate computational resources. However, the CA method suffers 

from artificial mesh anisotropy, as observed by many studies [44,120]. 
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(a) t=1.0 s (b) t= 2.0 s 

  
(c) t=3.0 s (d) t=4.0 s 

  
(e) t=1.0 s (f) t= 2.0 s 

  
(g) t=3.0 s (h) t=4.0 s 

Figure 26. Evolution of 3D dendrites at different times simulated by cellular automata 

method (a-d) and phase field method (e-h). The average tip velocity was calculated to be 

93.1 µm/s for cellular automata model and 121.4 µm/s for phase field model. 
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In both 3D and 2D simulations, the PF computational time was one order of 

magnitude larger compared to CA method. The 2D results of CA and PF methods look 

similar, whereas, in 3D simulations, the morphologies resulted from the PF simulations 

were different in shape compared to the CA results. 
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CHAPTER V 

RESULTS 

5.1. Columnar Dendritic Growth with Original Shan-Chen Model  

The growth of five columnar dendrites in a rectangular domain was simulated 

using the original Shan-Chen model. The simulation was performed for Al-3 wt% Cu 

binary alloy with initial undercooling of ∆𝑇 = 2.0 K. All the external boundary 

conditions were considered as stationary walls for the velocity field and insulated for the 

temperature field except for the left wall where a temperature gradient of 1200 K.m−1 

was imposed. The boundary condition for the concentration field was assumed as 

insulated in all directions. The preferential crystallographic orientation was 0° with 

respect to the x-axis (horizontal). The domain size was 91.2 μm × 72 μm, discretized 

with 304 × 240 cells for solving fluid flow and solute transport equations, and 38 × 30 

cells for solving the energy equation. Five columnar dendrites and 6 bubbles with a 

radius between 4 μm to 6 μm were initially placed in the domain. The contact angle was 

selected as 150°. Other parameters are shown in Table 7. 

Since the focus of this section is to compare the ability of the original and 

enhanced Shan-Chen models to simulate dendrite-bubble interaction, the gas component 

rejection into the liquid phase during solidification was not considered in these 

simulations. The initial condition is depicted in Figure 27. 
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Table 7. Parameters used for dendritic growth with the original Shan-Chen Model 

[104,121]. 

Gibbs Thomson Coefficient (𝐺) 2.4 × 10−7 

Domain size 90 μm × 90 μm 

Δ𝑇𝑢𝑛𝑑𝑒𝑟𝑐𝑜𝑜𝑙𝑖𝑛𝑔 2K 

Contact Angle 150° 
Kinematic Viscosity 5.66 × 10−8 m2/s 
Solute Diffusivity 3 × 10−9 m2/s 

Thermal Diffusivity 2.42 × 10−5 m2/s 
Liquidus Slope (𝑚𝐿) −2.6 K/wt% 

Partitioning Coefficient 0.17 

 

 

 

Figure 27. Initial condition for simulation of dendrite-bubble interaction (Yellow: solid, 

red: liquid, blue: gas). [122] 

 

The interaction between dendrites and bubbles is shown in Figure 28. During the 

simulation, some bubbles tended to dissolve in the fluid or merge into other bubbles. This 

process made some bubbles bigger while eliminating the rest. The reason for this 

phenomenon is that the pressure of the bulk fluid was greater than the corresponding 

saturated value for the smaller bubbles. Therefore, these bubbles condensed. On the other 

hand, the pressure of the bulk fluid was lower than the saturated value of larger bubbles, 
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causing the larger bubbles to grow. This is related to the EOS and the fact that no 

repulsive force was present in the domain. Therefore, during the simulations, some 

bubbles became smaller or vanished, while others became larger. 

 
 

(a) (b) 

  

(c) (d) 

Figure 28. Results of original Shan-Chen model at time: (a) 0.0013, (b) 0.0026, (c) 0.00387, 

and (d) 0.0052 s for a density ratio of 4. (Yellow: solid, red: liquid, blue: gas). 

 

The rate of bubble merging obtained with the original Shan-Chen model is not 

realistic as evidenced by experimental results. Coalescence of bubbles occurred in the 

experiments, but in a different time scale compared to what is presented in Figure 28. 

Based on the simulation results, all the small bubbles in the middle of the domain 

coalesced after 0.005 s while in the experiment, this phenomenon happened in the order 

of 10 s [3,123]. This model also generates a high spurious current, especially in the 

interface. The spurious current was in the order of 5 mm/s, which is very high and can 

completely mask the actual physical flow. 
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5.2. Dendritic Growth with the Enhanced Shan-Chen Model 

The same problem of the previous section was modeled with the enhanced version 

of the Shan-Chen model. Since the enhanced model allows the simulation of higher 

density ratios, a density ratio of 40 was used for the results shown in Figure 29. The 

enhanced model also has the ability to control the coalescence of bubbles. The values 

used for the 𝐺 parameters were 𝐺1 = −1.4 and 𝐺2= 1. 

  
(a) (b) 

  
(c) (d) 

Figure 29. Results of the enhanced model at time (a) 0.0013, (b) 0.0026, (c) 0.00387, and 

(d) 0.0052 s for T=0.7Tcr, which corresponds to a density ratio of 40. (Yellow: solid, red: 

liquid, blue: gas). 

 

The effect of the contact angle can be observed through the shape of bubbles that 

were in contact with dendrites. The magnitude of the spurious current in this simulation 

was about 3.5 mm/s, similar to the one obtained with the original model, but for a density 
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ratio 10 times smaller. As observed in the original Shan-Chen model, dissolution of small 

bubbles and growth of large bubbles was observed here as well. However, the rate of 

merging could be controlled by the parameters, 𝐺1 and 𝐺2, giving the model the ability to 

reproduce physical results. The enhanced model clearly improved the results by reducing 

the spurious current and avoiding all bubbles coalescing together. The spurious current 

acted as a barrier for simulating higher density ratios. The enhanced model handled 

higher density ratios than the original model with a similar magnitude of spurious current. 

However, the spurious current was still too large in both models. Since the velocity and 

concentration fields were coupled, the high spurious current affected the concentration 

field and, consequently, the morphology of the dendrites and reliability of the results. 

5.3. Columnar Dendrite Growth with Phase field 

The same dendrite growth problem, as defined in Section 5.2., was solved with 

the phase field LB model. For comparison purposes, the density ratio was selected as 40 

(𝜌𝑙 = 1 and 𝜌g = 0.025) even though the phase field model can simulate much higher 

density ratios. The results are shown in Figure 30, for the same time values of Figure 28. 

Unlike the Shan-Chen models, the dissolution and reappearance of bubbles 

related to the EOS were not observed in this model. Therefore, the size of the bubbles 

remained almost constant during the simulation. A small movement was observed for 

bubbles beyond the dendrite tips while the bubbles between dendrites were trapped and 

did not move. 
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(a) (b) 

 
 

(c) (d) 

Figure 30. Results of the phase field model at time (a) 0.0013, (b) 0.0026, (c) 0.00387, and 

(d) 0.0052 s for a density ratio of 40. (Yellow: solid, red: liquid, blue: gas). 

 

Table 8 summarizes the magnitude of the spurious current, the simulated density 

ratio, and the computational time. The original Shan-Chen model could only handle the 

density ratio of four while it diverged for the higher density radios. The phase field 

method was capable of simulating much higher density ratios, but since the enhanced 

Shan-Chen model results diverged for the higher density ratios, the selected density ratio 

was 40 for both models. It can be observed that the original Shan-Chen model was the 

fastest model, but it produced an unacceptable large spurious current, even for a low 

density ratio. The phase field model was the most precise model, though at the expense of 

a significantly higher computational cost. 

To compare the magnitude of the spurious current among all models, the velocity 

profile at t = 0.0013 s was plotted along the centerline of the domain in both the x and y-

direction as shown in Figure 31. 
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Table 8. Comparison between different parameters among different LB models. 

 
Maximum Spurious 

Velocity (mm/s) 

Density 

Ratio 
CPU-Time (s) 

Original Shan-Chen model 5 4 1527 

The enhanced model 3.5 40 2351 

The phase field model 0.03 40 35,861 

 

 
 

(a) (b) 

 

 
(c) (d) 

Figure 31. Velocity magnitude along the centerline in the width and height direction (a) 

X*=1/2 Shan-Chen model, (b) Y*=1/2 Shan-Chen model, (c) X*=1/2 phase field, (d) 

Y*=1/2 phase filed, at t = 0.0013 s. 

 

The velocity component was formed by the physical velocity and the spurious 

current. The reason for the existence of any physical velocity was related to the pressure 

difference throughout the domain, which was modeled in Shan-Chen models by the EOS 

and through Equation (43) in the phase field method. From the figure, it is observed that 

the magnitude of the spurious current was not constant in the whole section. The 
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maximum spurious current took place near the bubble/fluid interface in all the models 

i.e., in the bottom of the domain in Figure 31.(a), (c). As expected, the phase field method 

generated the least spurious current, in the order of 5 × 10−5 m/s. 

To have a better understanding of the influence of the spurious current in the 

simulation, the results compared with PFMI experiment. Since the experiment took place 

in the space station, the only possible explanation for fluid flow is Marangoni convection. 

The average bubble velocity due to Marangoni convection in the experiment was in the 

order of 0.2 mm/s. In enhanced Shan-Chen simulation, the magnitude of spurious current 

for the density ratio of 40 was around 3.5 mm/s. This implies that the Shan-Chen models 

generate a high spurious current, which makes them useless to simulate Marangoni 

convection. Therefore, a phase field model should be utilized for this situation 

 

Figure 32. The arrow shows the typical bubble path. (Courtesy of Grugel, R.N [3]). 
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However, the Shan-Chen model could successfully simulate elongated porosity 

based on the in situ X-ray tomography result of Ref.[124]. The experiment refers to 

directional columnar dendrites of Al-30 wt% Cu alloy contained between two plates as 

shown in Figure 33. The dendrites were growing downward at an angle of about 60° from 

the horizontal. The contrast of the image was proportional to the atomic number of the 

elements (i.e., low Cu concentration appears white in the image). The eutectic line was a 

nearly straight thin line, shown at about the middle of the Figure 33 images. During the 

solidification, the shape of the left bottom bubble changed from circular to worm-shape 

as it can be seen in Figure 33 from the left to right images. The elongated shape can be 

seen for both left and right bubbles. Since the model parameters were not the same as the 

experiment, it is hard to compare the results directly. However, the Shan-Chen models 

can predict that the shape of the bubble changes from a circular to an elongated elliptical 

shape due to adhesive force between the bubbles and dendrite. 

 

Figure 33. Gas porosity evolution in a directionally solidified Al-30 wt% Cu alloy. 

(Courtesy of R. Mathiesen, Sintef,[124]). 

 

In conclusion, the Shan-Chen models were capable of modeling phenomena 

observed in experiments, such as the narrow and long worm-like bubbles in the 

interdendritic regions. However, they were unable to simulate phenomena that produce 
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characteristic velocity in the order of 1 mm/s or lower since the spurious current masks 

the physical flow. 

5.4. Fully Coupled Modeling of Bubble Dynamics during Solidification 

The model was developed and validated in the section 3.5.1. and 4.2. and 4.3. was 

used to study the interaction between existing bubbles and evolving dendrites. For the 

sake of the simplicity, the gas component rejection into the liquid phase during 

solidification was neglected. The material properties and temperature gradient were 

chosen to follow the PFMI experimental conditions. The initial condition is shown in 

Figure 34(a). A constant temperature gradient of 716 K/m was imposed in the vertical 

direction. The dendrites were considered as rigid solid; no slip bounce back boundary 

condition was applied for fluid flow and solute transport. For the transport equation, zero 

flux boundary condition was used for all walls. For temperature field, only vertical walls 

were subjected to adiabatic boundary conditions, while horizontal walls were kept at a 

constant temperature. The bottom wall temperature was maintained at 0.7 K 

undercooling. In CH equation, for nodes inside bubble 𝜙 is initially set to 0, and for 

nodes in the melt 𝜙  is set to 1. The boundary condition for solid phase and evolving 

dendrites are 𝜙 = 𝜙𝑤. The grid size was chosen as 1.2 μm, while the time step size was 

4.8 × 10−6𝑠 for the CA model and the LB model for solute transport equation. The 

timestep for LB-PF was one tenth of time step for CA method. Other simulation 

parameters are listed in Table 9, based on the PFMI experiments for SCN-0.24 wt% 

water alloy. 
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Table 9. the PFMI experiment parameter for SCN-0.24 wt% water alloy. 

Bubble radius Contact angle Number of mesh Domain size 

60 μm 150° 180×150 21 × 180μm2 

 

Figure 34  presents the evolution of the dendrites and their interaction with the 

bubble during solidification of SCN-0.24 wt% water alloy at 𝑀𝑎 = 0.515. The 

Marangoni number is calculated using Equation (63) based on the values listed in Table 1 

and Table 9. Since the Marangoni number is low, the bubble sticks to the wall and would 

barely move. Initially, all of the dendrites grow in their preferred crystallographic 

direction. But later, the Marangoni convection disturbs the stream of the low 

concentration flow at the interface of the dendrite growing in its vicinity and delays the 

secondary arm formation; side-branch is seen to appear in later time steps. Even for that 

small Ma number, the change in the morphology of dendrites can be observed. In 

addition, as the dendrite grows, the bubble deforms from a half circle to a wormhole 

(elliptical) shape, which is also observed in PFMI experiments. Although the phase-field 

variable, ϕ, for both liquid and gas phases is conserved globally, it is known that there 

exists a critical radius for bubble below which the bubble shrinks spontaneously to the 

bulk fluid. This phenomenon is observed in other studies as well [125]. 

It is known that in the absence of convection, dendrites grow symmetrically in 

their primary direction [21,126]. However, the induced Marangoni convection around the 

bubble affects the neighboring dendrite growth. Figure 35 compares the dendritic growth 

in the absence and in the presence of the bubble (i.e., without and with Marangoni 

convection, respectively). The concentration field is not symmetric in Figure 35(b), due 

to the existence of bubble and the induced Marangoni convection. More perturbation is 
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observed on the surface of the dendrite located near the bubble as compared to the 

dendrites far from the bubble or dendrites growing in the absence of Marangoni 

convection. Two concentration peaks are observed in top corner. These peaks can be 

explained by the way boundary conditions were implemented for coroner nodes, which 

generates a small perturbation in neighboring nodes. However, the dendrite growth is not 

affected by the perturbations since they are small and far from dendrites. 

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 34. Simulation of bubble-dendrite interactions for Ma=0.515 at (a) t=0, (b) t=0.072, 

(c) t=0.144, (d) t=0.216, (e) t=0.288, and (f) t=0.36 s. (Red: solid, light blue: bubble, blue: 

liquid) [127] 

 

The generation of two main vortices with opposite directions is depicted in Figure 

36. The bubble also generates small eddy currents between dendrites. Since the bubble is 
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small, the generated Marangoni convection is not strong enough to change the 

morphology significantly. 

The model assumes that dendritic growth only takes place when the order 

parameter is larger than 0.5. In other words, transformation to solid only happens from 

liquid phase and not from the gas phase.  

  
(a) (b) 

Figure 35. Concentration field around dendrites (a) without any convection (b) with 

Marangoni convection. Both results are presented at t= 0.36 s 

 

The same problem is solved for two smaller bubbles (12 μm) trapped in the 

dendritic region to study the effect of smaller bubbles on dendrite growth. As observed in 

Figure 37, the induced Marangoni convection for smaller bubbles is not large enough to 

influence the morphology of dendrites and does not have any visible effect on the 

dendrite growth. 
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(a)                     (b) 

Figure 36. Streamline and concentration distribution around the dendrites growing under 

Ma=0.515 at t=0.144 s 

 

   
(a) (b) (c) 

Figure 37. Simulation of dendrite growth in presence of two small bubbles for Ma=0.025 

at (a) t=0, (b) t= 0.072 and (c) 0.144 s (Red: solid, light blue: bubble, blue: liquid) 

 

5.5. Effect of Bubble Size on Dendrite Growth 

In the PFMI experiment, it was observed that bubble-induced Marangoni 

convection causes changes in fluid flow, temperature and concentration fields which 

eventually alters the morphology of dendrites as they approach the bubble. The 
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simulation results presented below show that the bubble induced Marangoni convection 

changes the dendritic morphology and also distorts the solid/liquid interface.   

The simulations presented in section 5.4 were solved by full coupling of dendrite 

growth and bubble motion models. For higher Marangoni numbers, a very small time 

step is needed for the CH equation to prevent divergence. To mitigate this problem, the 

bubble is assumed to be stationary ahead of the solid front, while Marangoni convection 

may be induced in the melt due to the surface tension gradient at the interface. This is a 

valid assumption as reported by many experimental observations  [3,8,10,40,128,129]. 

Effect of induced Marangoni convection on dendrite morphology is investigated 

for SCN-0.24 wt% water alloy. A temperature gradient of 716 K/m and cooling rate of 

0.1 K/s was considered, while different Marangoni numbers were implemented because 

of simulating different bubble sizes. A relatively large domain of 3.5 × 5 𝑚𝑚2 was 

simulated. The objective was to investigate the influence of the induced Marangoni 

convection on the morphology of growing dendrites at early stages of solidification. The 

grid size was chosen as 7 μm while the time step was 2.8 × 10−5𝑠. The properties listed 

in Table 1 and Table 9 were used in the simulations. The influence of the varying 

Marangoni number on the dendritic growth is presented in Figure 38. While at small 

Marangoni numbers the effect on dendrite growth is negligible, the dendrites in the 

vicinity of the bubble are significantly affected at larger Marangoni numbers. The 

convection induced at large Marangoni numbers affects the growth direction and 

morphology of neighboring dendrites. It should be noted that the results are captured at 

identical time steps. Under more severe Marangoni convection the dendrites away from 
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the bubble achieve a faster growth speed while growth of dendrites in the immediate 

neighborhood of the bubble is suppressed. This can be explained by distorted isotherms 

presented in Figure 39. 

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 38. Effect of Marangoni Convection on dendrite growth at (a) Ma=0.5, (b) Ma=5, 

(c) 10, (d) 20, (e) 50, (f) 60.5 related to bubble radius (a) R=0.03, (b) 0.187, (c) 0.264, (d) 

0.3736, (e) 0.59 and (f) 0.65 mm respectively. All of the results are presented for t= 11.2 

s. (Red: solid, light blue: bubble, blue: liquid) 

 

The influence of bubble size on dendrites can be explained by the strength of the 

generated vortex and by comparing the streamlines and isothermal contours, as presented 

in Figure 39. While the vortex induced by larger Marangoni numbers can completely 

distort the isotherm, the convection generated by small Marangoni numbers barely affects 

the isotherm. Therefore, the region near the bubble has a higher temperature compared to 
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a location far from the bubble. The temperature difference makes the dendrite far from 

the bubble grow faster than the dendrites near the bubble. For large Ma numbers, the 

convection is strong enough to prevent the neighboring dendrites from growing along 

their prior preferred crystallographic orientation.  

   
(a) (b) (c) 

   

(d) (e) (f) 

Figure 39. Effect of Marangoni convection on temperature contour and fluid flow at (a) 

Ma=0.5, (b) Ma=5, (c) 10, (d) 20, (e) 50, (f) 60.5 related to bubble radius (a) R=0.03, (b) 

0.187, (c) 0.264, (d) 0.3736, (e) 0.59 and (f) 0.65 mm respectively. 

 

The streamlines do not provide any information about the strength of Marangoni 

convection since a similar trend is observed for different Marangoni numbers. To study 

the strength of the generated vortex, the velocity magnitude was measured at the 

midsection of the domain along the horizontal direction (y=2.5 mm). The results are 
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presented in Figure 40. The velocity magnitude for Ma=0.5 is almost zero while it 

reaches to 0.3 mm/s for Ma=60.5. By increasing the Ma number, the velocity magnitude 

also increases, as shown in Figure 40. The maximum velocity takes place near the bubble 

region. In all cases, the velocity magnitude is zero near the wall due to the applied no-slip 

boundary condition.  

 

Figure 40. Fluid velocity magnitude at the midsection of the domain (y=2.5mm) for 

different Ma numbers. 

 

Until now, we developed a two-dimensional (2D) model and simulated the 

bubble-dendrite interactions during directional solidification of a SCN-0.24 wt% water 

alloy. We also found that if the bubble is large enough, the resultant Marangoni 

convection can significantly alter the temperature profile in the adjacent liquid, which 

deters the dendrites from growing in their preferred orientation. However, there are some 

limitations to consider in the 2D model. Obviously, the melt cannot flow in the third 

dimension, which compromises the actual solute concentration profile. It is already 
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known that diffusion in 3D models is more accurate than in 2D models [121]. Due to the 

higher solute concentration at the interface, 2D dendrites grow slower compared to 3D 

dendrites. Additionally, blockage effects caused by bubble or dendrites in the 2D 

simulation could lead to inaccurate thermal and solute profiles. A 3D simulation is 

needed to provide more accurate and reliable results. 

The purpose of the following section is to investigate the effects of Marangoni 

convection induced by bubbles on dendrite growth using 3D modeling. A CA- LB model 

was developed to model the induced convection and track the solid/liquid interface. The 

induced Marangoni convection during remelting was compared with experimental results.  

After validation, we proceeded to examine the effects of different parameters related to 

induced convection on the microstructural evolution. 

Again, the induced Marangoni convection during remelting is studied and used as 

a model validation by comparison with PFMI measurements. As seen before, the bubble 

located at the left bottom in front of the S/L interface is responsible for Marangoni 

convection. The existence of Marangoni convection can be inferred by following small 

bubbles through their paths. The LB model was used to calculate the melt velocity in the 

presence of a 1.3 mm bubble in front of columnar dendrites. It was assumed that the 

shape and morphology of dendrites do not change over simulation time. This is a 

reasonable assumption since the remelting speed of dendrites in the PFMI experiment is 

orders of magnitude smaller than the calculated speed of the small bubbles [3]. Therefore, 

the morphology of the dendrites is fixed prior to the simulation of Marangoni convection.  
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The numerical simulation was carried out in two steps. In the first part of the 

simulation, the dendritic morphology was produced by simulating columnar dendrite 

growth of SCN-0.24 wt% water alloy in a convection-free domain. The dendrite growth 

was calculated using the CA model and by solving the solute concentration equation. The 

grid size was 5 µm, while the domain was a cuboid with a square base of 3.5×3.5 

𝑚𝑚2and length of 6 𝑚𝑚. 81 solid seeds were placed in the bottom low-temperature wall 

with a primary arm spacing of 350 µm. A constant temperature gradient of 716 K/m was 

applied along the length of the domain. The material properties for all the simulations in 

this dissertation are listed in Table 1. The resulted dendrites are shown in Figure 41. In 

the second part of the simulation, the dendritic microstructure from the previous part was 

imported into the fluid flow model. Then, an entrapped bubble with a diameter of 1.3 mm 

was added in front of the S/L interface. The Marangoni force was applied to the free 

surface of the bubble, as discussed in section 3.2. The domain size, grid spacing, and 

temperature gradient were the same as the first step. The induced Marangoni convection 

around the free surface of the bubble is illustrated in Figure 41. Comparing the results 

with Figure 4, the same clockwise circulation is observed. It is also observed that the 

fluid speeds up when it approaches the bubble and conversely deaccelerates when it 

distances from the free surface of the bubble. It should be noted that due to the relatively 

coarse mesh size, secondary branching is not captured, but this is not necessary to 

simulate the bubble-induced convection. 

To compare the result of the current simulation with PFMI experiment, a specific 

tracer bubble which reaches the maximum distance of 2.8 mm from the S/L interface was 
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followed in its path. The instantaneous velocity can be calculated at several points along 

its path. For the simulation, the velocity along a specific streamline that reaches 2.8 mm 

from S/L interface was plotted. The comparison is shown in Figure 42.  

 

Figure 41. Simulation results of induced Marangoni convection during remelting. Here 

streamlines are colored with Velocity Magnitude. The domain size is 3.5×3.5×6 mm3 and 

flow direction is clockwise. 

 

 

Figure 42. Fluid velocity along a specific path line: comparison between PFMI experiment 

and the current dissertation. 
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The same behavior of fluid acceleration when approaching the S/L interface and 

deceleration when moving away from the interface is observed in both simulation and 

experimental results. It should be noted that the tracer bubble and the fluid may not have 

the same velocity. The difference between the bulk fluid flow and the bubble velocity can 

be explained by the slip ratio. Slip ratio is introduced as the ratio of the bubble velocity to 

the melt velocity. The slip ratio for the case of gas in bulk fluid is greater than one due to 

the finite size of the tracer bubble in the PFMI experiment, which means that the tracer 

bubble velocity is expected to be greater than the melt velocity. This is consistent with 

the results shown in Figure 42. 

The CA-LB model presented in Chapter 3 was combined with a finite difference 

model for energy equation and was utilized to study the effect of Marangoni convection 

on dendrite growth. The schematic of the domain is shown in Figure 43. 

 

Figure 43. Schematic of the initial condition for the simulation. The temperature gradient 

is imposed on the vertical direction (G=716 K/m). The domain size is 3.5×3.5×6 mm3. 

Eighty-one seeds were placed on the bottom wall, all with the same crystallographic 

direction [001]. A bubble with a diameter between 0.5 mm to 1.5 mm was in front of the 

solid front. 
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No-slip bounce back boundary condition was implemented for fluid flow and 

solute transport at the S/L interface. For the transport equation, zero-flux boundary 

condition was used for all walls. A temperature gradient of 716 K/m was applied in a 

vertical direction. Only on vertical walls, the adiabatic boundary conditions were 

imposed, while the bottom wall was initially at a 0.7 K undercooling. A cooling rate of 

0.1 K/s, same as the PFMI experiment, was applied to gradually cool down the domain as 

it is shown in Equation (1) by �̇�. A hemispherical bubble with the diameter of d was 

attached to the wall at the distance of 1.5+d/2 mm from the bottom. In addition, 81 solid 

seeds with the primary arms spacing of 350 µm were placed in the bottom wall. The 

simulation was performed for 4 cases where the bubble diameter was 0.5, 1, 1.3, and 1.5 

mm corresponding to 𝑀𝑎 number 9, 35.8, 60.5, and 80.6. No-slip bounce back boundary 

condition was implemented for fluid flow and solute transport at the S/L interface. For 

the transport equation, zero-flux boundary condition was used for all walls. The 

simulation results for d=0.5 mm and d=1.5 mm are presented in Figure 44. 

Comparing the induced Marangoni convection for larger and smaller bubbles 

reveals that although the same circulation is observed for both cases, the dendrite growth 

speed is not the same. While the effect of small bubble on dendrite growth is 

insignificant, the neighboring dendrites are significantly affected by the larger bubble.  
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(a) (b) 

Figure 44. Simulation results for bubble-dendrite interactions at t=2.97 s for different 

bubble sizes: (a) d=1.5 mm and (b) d=0.5 mm. All dimensions are in mm and streamlines 

are colored with temperature. The domain size is 3.5×3.5×6 mm3. 

 

The effect of distance from the bubble on dendrite growth speed was further 

investigated. The interface velocity for all 81 dendrites is plotted in Figure 45 for t=0.5 s 

to t=5 s. The distance from the bubble is categorized as near, moderate, or far, based on 

the measure explained below. Considering a horizontal plane passing through the middle 

of the bubble and projection of initial seeds on that plane, if the distance from the center 

of the bubble to the initial seed is less than d, then it is called near distance. If the 

distance is between d to 2d, it is called moderate distance, and if the distance is greater 

than 2d, it is called far distance. Later in the dissertation, we explain how d and 2d were 

selected as thresholds. Based on this categorization, there are more dendrites labeled as 

near for the larger bubble as compared to the smaller bubble. On the other hand, more 
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dendrites are labeled as far distance for the smaller bubble. More details on the 

distribution of dendrites over different distances from bubbles, including morphology 

variation, will be later shown in Figure 49. 

  
(a) (b) 

  
(c) (d) 

Figure 45. Effect of bubble size on dendrite velocity (a) d=0.5 mm, (b) d=1.0 mm, (c) d=1.3 

and (d) d=1.5 mm. The dendrites were grouped based on their distance from the bubble. 

The horizontal dashed line is the PFMI average dendrite growth speed. The black line 

corresponds to the mean velocity of all dendrites from simulations. 

 

From the figure, it is observed the dendrites growth speed decrease through time. 

For small bubble, all the dendrites have almost the same speed in each time step. 

However, the variation in dendrites speed is observed for larger bubble based on the 

distance from the bubble.  
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(a) (b) (c) 

Figure 46. Effects of bubble size (corresponding to Ma number 9,35.8, 60.5 and 80.6) on 

average dendrite speed during the simulation for (a) far, (b) moderate distance and (c) near 

distance from the bubble.  

 

As mentioned before, the category of distance from the bubble is related to bubble 

size. Figure 46 shows the average dendrite speed based on category and bubble sizes. By 

trial and error between different values, two bounds are selected in a way that all the 

average lines for moderate distance category are almost overlapped together. 

The dendrites morphology evolution and fluid flow pattern are different for each 

distance category. For near distance dendrites, the flow carries the warmer melt, which 

reduces the dendrite growth rate and would cause any secondary or tertiary arms to 

dissolve. The dendrite fragmentation phenomenon is supported by experiments reported 

in Grugel et al. and Liu et al. [3,130].  
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For moderate distance from the bubble, the fluid flow is perpendicular to dendrite 

growth. For larger Marangoni numbers, the convection carries solute-rich and still warm 

fluid from the near distance dendrites. As a result, for any dendrite, its right side would 

encounter warmer solute-rich melt while its left side encounters slightly solute poor 

colder melt. Both effects would cause the dendrites to bend from the vertical direction. 

However, the average dendrite growth rate is the same for all bubble sizes. 

For far distance dendrites, the fluid squeezes out from the cold interdendritic 

region moving parallel to dendrites and causing the dendrites to grow faster. 

Effect of Marangoni convection on dendrite growth rate and morphology can be 

explained by the temperature and solute concentration contours presented in Figure 47. 

Due to the difference in solubility of water in solid and liquid phases, water gets rejected 

to the melt during solidification and produces a solute boundary layer which is enriched 

with water. The rest of the melt outside the boundary layer has a solute concentration 

close to the initial concentration,𝐶0. The solute boundary layer is easily observable in 

Figure 47.  

The thermal boundary layer is thicker than the solute boundary layer, because the 

thermal diffusivity is much larger than the solute diffusivity. 

The velocity magnitude for different size of bubbles along line AB (3 mm 

distance from the bottom) is illustrated in Figure 48. The magnitude of the induced 

convection is linked to the bubble size. In all cases, the maximum velocity was observed 

near the free surface of the bubble (right).  Moving away from the bubble, the velocity 

magnitude in all cases stabilized between 0 to 0.3 mm/s.  
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(a) (b) 

Figure 47. (a) Solute concentration, and (b) temperature fields around the bubble at t=2.97 

s (d=1.5mm). 

 

 

Figure 48. Velocity Magnitude along the A-B line in Figure 47 for different bubble sizes 

at t=2.97 s.  

 



 

96 

To compare the effect of induced convection on the microstructure, the dendritic 

morphologies were plotted at a specific time for different bubble sizes, as shown in 

Figure 49. The figure not only shows the dendrite length with respect to distance from the 

bubble but also compares the dendritic morphologies in the presence of bubbles of 

different sizes. While the effects of induced Marangoni convection for the smaller bubble 

is negligible, the large bubble can alter the growth rate and bend the dendrites in the 

direction of the fluid flow. 

 

Figure 49. 2D sections of dendritic morphologies at the plane y=3.75 mm at t=2.97 s for 

different bubble sizes. 

 

The induced flow near the free surface of the bubble carries the melt with a higher 

temperature towards the mushy zone (from top to bottom in the figure), which results in a 

reduction in the dendrite growth velocity. The effect is not restricted to the tip velocity, 
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but it also hinders the growth of side branches. On the other hand, for the dendrites far 

from the bubble, the induced convection washes away the high concentration solute from 

the dendrite's tip leading to a faster growth when the flow and S/L interface are 

advancing in the same direction, which is also observed in the PFMI experiment, as it 

was shown in Figure 8. 

5.6. Spurious Grain Formation due to Marangoni convection during Directional 

Solidification of Alloys in µ-g Environment of International Space Station 

Finite element simulations by COMSOL Multiphysics 5.0 [131]  were used for 

calculating fluid flow and pattern of motion of fragmented dendrites. COMSOL 

Multiphysics solves coupled systems of partial differential equations by finite element 

method. The initial conditions and domain size of the two-dimensional simulation are 

shown in Figure 50(c). A vertical line separates the mushy zone in the domain from the 

rest of the melt. The morphology of primary dendrites in the mushy zone was directly 

imported from the experiments Figure 50(a).  

The dendrite fragment 800 μm long and 60 μm in height and width (as measured 

from Figure 5) is shown on the right side in Figure 50(c). The temperature gradient of 

716 K/m (same as PFMI experiment) was imposed in the horizontal direction. The 1.3 

mm diameter bubble is located within the mushy zone just below the tips of the dendrite 

array. 

To corroborate the effects of rotation of fragmented dendrites in the MICAST 

experiment, a finite element simulation by COMSOL Multiphysics was utilized using the 

physical properties of Al-7 wt% Si alloy listed in Table 2.  
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Figure 50. Morphology of dendrite array when the heater was moved away, and the 

dendrites grew and solidified (21:26:44). The mushy-zone schematic used in (c) for 

simulation were imported from (b) shown above. (c) Schematic of the initial conditions for 

the simulation. The temperature gradient is imposed on the horizontal direction (G = 716 

K/ m). The domain size is 2 × 4 mm2. The 1.3 mm diameter bubble is located within the 

mushy-zone close to the array-tips. 

 

The schematics of the simulations are illustrated in Figure 51. The domain size 

was 14 × 8 𝑚𝑚2, and the dendrite primary arm spacing was 550 μm. The void length 

was defined as 11 mm for case (a) and 2.5 mm for case (b). The dendrite fragment was 

275 μm long and 80 μm wide. It was assumed that the fragment originated by a 

mechanism, similar to the one described above for the SCN-0.24 wt% H2O sample, by 

detachment of a secondary arm from its primary tree. Therefore, it was also assumed that 

the fragment was initially orientated vertically, normal to the growth direction. The 

temperature gradient was 3200 K/m.  
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Figure 51. Schematics of the domain dimensions and initial conditions for COMSOL 

simulations considering two void lengths (a) 11 mm, and (b) 2.5 mm. The temperature 

gradient was 3200 K/m. The voids were located in the melt ahead of the solidifying 

mushy zone.  

 

As described above, the Marangoni convection in the microgravity experiments is 

due to the surface tension gradient at the gas/liquid interface within the pore created by 

the liquid column getting detached from ampoule wall. The strength is defined by the 

Marangoni number, 𝑀𝑎, which is the ratio of the thermocapillary effect, and the viscous 

forces as: 

𝑀𝑎 =
|𝛾|𝐿Δ𝑇

𝜇𝛼
 (64) 

 

Where L is the characteristic length scale (length of the void in the temperature 

gradient direction), Δ𝑇 is the temperature difference across the bubble, 𝛾 is the thermal 

dependence of the surface tension, 𝜇 is dynamic viscosity, and 𝛼 is thermal diffusivity.  

The COMSOL Multiphysics software was used to solve the governing equations 

for incompressible laminar flow in porous media, solid mechanics, and heat transfer.  

The governing equations for fluid flow are described as: 

𝜕𝑢

𝜕𝑥
+
𝜕𝑣

𝜕𝑦
= 0 (65) 
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The Navier-Stokes Equation for porous media is written as: 
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(66) 

where 𝜀 is porosity, 𝑘 is permeability, and 𝜇 is dynamic viscosity of the fluid. The 

permeability is written as  

𝜅(𝑥, 𝑦) =
𝜅0

100 × 𝑖𝑚(𝑥, 𝑦) + 0.01 × 𝜅0
 (67) 

Where 𝑖𝑚(𝑥, 𝑦) is the binary picture imported to COMSOL. The image has the 

same dimensions as the domain and has a value of 0 for liquid and 1 for solid. the 

porosity is defined as: 

𝜀𝑝 = 1 − 0.99 × 𝑖𝑚(𝑥, 𝑦) (68) 

The energy equation is also solved since the flow is induced by the temperature 

gradient on the bubble-melt interface. 

𝜕𝑇

𝜕𝑡
+ 𝑢

𝜕𝑇

𝜕𝑥
+ 𝑣

𝜕𝑇

𝜕𝑦
= 𝛼 (

𝜕2𝑇

𝜕𝑥2
+
𝜕2𝑇

𝜕𝑦2
) (69) 

The fluid-structure interactions capability of COMSOL Multiphysics is also 

utilized to predict the motion of the solid in the melt. 

The Marangoni convection is induced due to temperature gradient resulting in a 

surface tension gradient at the interface and is responsible for internal convection inside 

the domain. It can be formulated as: 

[−𝑝𝐈 + 𝜇(∇𝐮 + (∇𝐮)𝑇) −
2

3
𝜇(∇. 𝐮)𝐈] 𝐧 = γ∇𝒕𝑇 (70) 
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The simulation results for the PFMI-15 case are shown in Figure 52. The 

temperature fields and streamlines are plotted for a 20 second interval. The bubble’s 

presence in the bottom is responsible for the dominant vortex roll. The dendrite fragment, 

marked as a white rectangle, can be seen rotating as a function of time in 10 (a) through 

(d). In this case, the Marangoni convection barely affects the isotherm, but it is 

responsible for the rotation of the dendrite fragment.  

 
Figure 52. Simulation of the temperature field and streamlines for PFMI 15 experiment 

(bubble diameter= 1.3 mm, Ma= 312, and G = 716 K/ m) at (a) t=0.0 s, (b) t= 6.6 s, (c) 

t=13.3 s, and (d) t=20.0 s.  

 

Figure 53 summarizes the trajectory, the x (horizontal) and y components 

(vertical) of velocity (u and v) for center of mass, and angular velocity of fragmented 

dendrite. The results show that the fragmented dendrite tends to move toward the bubble 

at a very low speed. However, the induced convection distorts the isotherms near the 

rotated fragmented dendrite region, causing apparent clockwise rotation. The order of 
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magnitude of translational velocity is one µs, where for the angular velocity is one deg/s. 

The dendrite fragment’s final crystallographic orientation is expected to be different from 

the parent array and when directionally solidified it will grow in its preferred direction 

resulting in a spurious grain. A rotation of 24.14˚ measured in the simulation over a 19 s 

interval is in good agreement with the experimentally observed rotation of about 31.5˚ 

over the same interval in the PFMI-video.  

 
Figure 53. Rotation and velocity components of fragmented dendrite during 20 s of 

simulation (a) rotation of fragmented dendrites, (b) the angular velocity, (c) and (d) 

velocity components in horizontal (u) and vertical (v) directions, respectively. The mean 

rotation speed of the side-branch fragment observed during the PFMI experiment was 

1.66 deg/s compared to 1.3 deg/s for simulation. 

 

The temperature distribution and streamlines for the small 2.5-mm diameter 

surface void in the MICAST sample (Figure 12(b) and Figure 51(b)) during 2 second 

period are shown in Figure 54. Although the bubble size and temperature gradient and 

thermal dependence of surface tension are almost 2,4,2 times greater than PFMI sample, 
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since the thermal diffusivity is around 1/100 of SCN-water alloy, the Marangoni number, 

in this case, is 104, which is one-third of the one for the PFMI. The Marangoni 

convection distorts the isotherms, and one primary counterclockwise vortex is observed.  

However, since the bubble is located outside the mushy zone, the Marangoni convection 

is much stronger than PFMI. The comparison between isotherms for the PFMI and 

MICAST samples suggests that convection strength depends on the Marangoni number 

and the void's location with respect to the S/L interface.  

 
Figure 54. Simulation of the temperature field and streamlines for MICAST2-12 

experiment (bubble diameter= 2.5 mm, Ma= 104 and G = 3200 K/ m) at (a) t=0.0 s, (b) t= 

0.66 s, (c) t=1.33 s, and (d) t=2.0 s. The fragmented dendrite is seen as the small white 

rectangle in the domain. 

 

Again, the trajectory, the center of mass velocity, and angular velocity of 

fragmented dendrite during the simulation are depicted in Figure 55. The results show 

that the fragmented branch moves alongside the streamline, which is reasonable due to 

the small size of the fragment and the fact that the liquid and solid alloy density is almost 
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the same. The order of magnitude of velocity is also estimated to be around 2.0 mm/s 

near the void. During this motion, it also rotates initially clockwise and later 

counterclockwise, driven by the resulting moment acting on the fragmented dendrite.  

 
Figure 55. Rotation and velocity components of fragmented dendrite caused by 

Marangoni convection during 2 seconds of simulation for MICAST in the presence of 2.5 

mm diameter bubble (a) rotation of fragmented dendrites, (b) the angular velocity, (c), 

and (d) velocity component in x and y direction respectively.  

 

For the larger 11-mm long adhered bubble (Figure 12(a) and Figure 51(a)), the 

temperature and streamlines are shown in Figure 56. The larger Ma number for the longer 

bubble (2016 vs. 104) results in more severe distortion of isotherms than the smaller 2.5 

mm diameter bubble (Figure 54). Furthermore, at t=2 s, two primary vortices are 
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observed. The left one is counterclockwise, and the right one is clockwise. Even though 

the bulk velocity in the bubble's vicinity is large, it is reduced near the S/L interface or 

inside the mushy zone. As other researchers suggested [8,132], the distortion of isotherms 

makes the top dendrites grow faster. It could even cause dendrites near the void to rotate 

away in the direction of induced flow [83,127].  

 
Figure 56. Simulation of the temperature field and streamlines for MICAST2-12 

experiment (void length= 11 mm, Ma= 2016 and G = 3200 K/ m) at (a) t=0.0 s, (b) t= 

0.66 s, (c) t=1.33 s, and (d) t=2.0 s. The fragmented dendrite is shown with white 

rectangle. 

 

As shown in Figure 57, the fragmented dendrite is also moving alongside the 

streamline. In this case, the order of magnitude of velocity is around 10 mm/s, as 

compared to 2 mm/s for the smaller 2.5 mm diameter void. The angular velocity is about 

100 deg/s when the dendrite fragment approaches the bubble, as compared with about 10 
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deg/s for the smaller void. The maximum speed of the fragment is observed near the 

void's free surface as the fragment comes toward the bubble. 

 

Figure 57. Rotation and velocity components of fragmented dendrite caused by 

Marangoni convection during 2 seconds of simulation for MICAST in presence of the 11 

mm long void (a) rotation of fragmented dendrites, (b) the angular velocity, (c) and (d) 

velocity component in x and y direction respectively.  

 

The comparison between angular velocity for PFMI and MICAST simulation 

results reveals that the convection strength depends on the Marangoni number and the 

location of the void with respect to the mushy zone. Although the order of magnitude of 



 

107 

Marangoni number is the same for the PFMI and MICAST with 2.5 mm diameter void, 

the angular velocity in MICAST is ten times larger (10 deg/s for MICAST vs. 1 deg/s for 

PFMI). For the PFMI case, the bubble was entrapped in the mushy zone which negate the 

induced convection. When the void is in front of the mushy zone as in MICAST cases, by 

increasing the Marangoni number by ten times, the angular velocity also increases with 

the same order. 

Marangoni flow caused by the pores forming at the melt-crucible surface is strong 

enough to rotate the side-branch fragments coming in its path. For the Al-7 wt% Si 

MICAST2-12 sample, the side-branch fragments can move at 5 to 10 mm/s, which is two 

orders of magnitude higher than the 40 µm/s growth speed of the solid-liquid interface. 

The significance of this flow is that a large dendritic array, gets its branches being 

detached by dissolution (likely in the necked, negative curvature regions where dendrite 

arms initiate) and rotate, and eventually form a misoriented grain [130,133]. Therefore, it 

is not surprising that misoriented spurious grains were observed in the MICAST 6, 7 and 

2-12 samples, even though they were directionally solidified in the low gravity 

environment of space. It is crucial that a mechanism such as piston-spring assembly be 

used to keep the melt continually pressed onto the solid forming from it in order to 

eliminate the possibility of melt-ampoule detachment. 

5.7. Three-Dimensional Phase Field Modeling of Columnar to Equiaxed Transition 

Another mechanism responsible for the formation of misaligned microstructure 

that can occur both in microgravity and terrestrial conditions is the nucleation of solid 
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crystals in the melt ahead of the columnar zone. When the number of grains and the 

volume they occupy become large enough to block the columnar solidification front, 

columnar to equiaxed transition (CET) occurs. Although not directly relevant to 

Marangoni convection, CET is included in this dissertation because it is important to 

differentiate this mechanism of possible microstructure alteration from the one produced 

by surface-driven convection.  Understanding the CET is vital in production of materials 

with superior properties using casting, welding, and additive manufacturing processes. In 

this dissertation, a three-dimensional (3D) phase field-lattice Boltzmann (PF/LB) model 

was developed to simulate the CET in directional solidification of Inconel 718 alloy. The 

phase field (PF) method was used to determine the solid/liquid transition. The solute 

diffusion equation was solved by the lattice Boltzmann method (LBM), due to its 

suitability for parallel processing and its simplicity in terms of modeling complex 

boundaries. A CET solidification map was developed for different temperature gradients 

and growth rates and the evolution of dendrites for equiaxed, columnar, and mixed 

regimes were studied. The resulting microstructure for different growth regimes was 

demonstrated and discussed in terms of grain size and orientation. In addition, the 

variation of maximum solute concentration along the sample height was investigated. It 

was found that while initial grain size does not affect the average grain size for equiaxed 

growth, it affects the primary dendrite arm spacing (PDAS) for columnar growth 

significantly. A model was proposed to predict the primary dendrite arm spacing for 

columnar growth in a wide range of temperature gradient, solidification rate, and initial 

grain size. The novelty of this model is in the inclusion of the effect of initial grain size, 



 

109 

which is important in processes that involve melting and solidification on a preexisting 

substrate, such as welding and additive manufacturing. 

A number of theoretical and empirical models have been developed by 

researchers for the prediction of the CET. Hunt [134] assumed that in directional 

solidification, the equiaxed grain could grow if there is a constitutional undercooling 

zone in front of the interface. Hunt found a correlation between the lower and higher 

bounds of the temperature gradient, 𝐺, in the liquid for fully columnar growth to occur. If 

the volume fraction of equiaxed grains is less than 0.0066 (𝜑 < 0.0066), the CET will 

not happen. Hunt found the temperature gradient corresponding to this condition to be: 

𝐺 > 0.617(100𝑁0)
1
3(1 −

∆𝑇𝑛
3

∆𝑇3
)∆𝑇 

(71) 

When the volume fraction of equiaxed grains is greater than 0.49 (𝜑 > 0.49), the 

corresponding upper bound of 𝐺, for fully equiaxed growth to occur, was found to be: 

𝐺 < 0.617(𝑁0)
1
3(1 −

∆𝑇𝑛
3

∆𝑇3
)∆𝑇 

(72) 

Where 𝐺 is temperature gradient and 𝑉𝑝 is the growth rate, the cooling rate can be 

defined as: 
𝜕𝑇

𝜕𝑡
= 𝐺 × 𝑉𝑝. 𝑁0 is the total number of heterogeneous substrate particles 

originally available for nucleation per unit volume. The local constitutional undercooling 

is defined as ∆𝑇 = 𝑇𝑙(𝐶) − 𝑇, where 𝑇𝑙(𝐶) is the liquidus temperature corresponding to 

the solute concentration and 𝑇 is the local temperature. ∆𝑇 is the columnar front 

undercooling and ∆𝑇𝑛 is the instantaneous nucleation undercooling. At values of 𝐺 

between these two inequalities (Equations (71) and (72)), a mixed columnar–equiaxed 

structure is expected. 
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The extended volume fraction of equiaxed grains, 𝜑, is defined as: 

𝜑 = 1 − exp (−
4

3
𝜋𝑟3𝑁0) 

(73) 

where r is the radius of the equiaxed grain given by: 

𝑟 = ∫ 𝑉𝑝𝑑𝑡
𝑡

0

 

 

(74) 

Gaumann et al [135] extended the Hunt model to rapid solidification by 

considering the non-equilibrium effects. The final results were presented as: 

𝐺𝑛

𝑉𝑝
= 𝑎[

1

𝑛 + 1
(
−4

3

𝜋𝑁0
ln (1 − 𝜑)

)1/3]𝑛 
(75) 

Comparing with the experiments, Knapp et al [136] found the constants in 

Equation (75) for Inconel 718 alloy to be a=4.5 𝐾2𝑠/𝑚 , n=2, and 𝑁0 = 2.65 ×

1014 𝑚−3. With these parameters, the conditions for fully equiaxed and fully columnar 

grain formation were calculated as: 

𝐺2

𝑉𝑝
< 6.98 × 109  

𝐾2𝑠

𝑚3  for fully equiaxed (76) 

𝐺2

𝑉𝑝
> 1.52 × 1011  

𝐾2𝑠

𝑚3  for fully columnar (77) 

Again, if the value of 
𝐺2

𝑉𝑝
 is between these two values, a mixed columnar–equiaxed 

structure is expected. 

The primary dendrite arm spacing (PDAS) in the microstructure of directionally 

solidified alloys is one of the common metrics utilized for validation purposes. The 

PDAS is known to be related to material properties including fatigue strength and creep 

[137,138]. Several analytical models have been proposed to predict the PDAS given the 
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temperature gradient (𝐺) and the growth rate (𝑉𝑝). It should be mentioned that expecting 

to have a single value for primary arm spacing based on solidification parameters 

(cooling rate, temperature gradient, etc.) is not realistic. The arm spacing is rather history 

dependent. In other words, instead of a single value of the arm spacing, a family of 

solutions is observed. The arm spacing belongs to a continuous interval, between a 

minimum value below which primary branches eliminate, and a maximum value above 

which the tertiary branching mechanism takes place (see Gurevich and Karma [139]). 

Therefore, the arm spacing has an allowance range even for a defined solidification 

condition rather than a single number [140,141]. 

 Nastac et al. [142] suggested the following expression for PDAS.  

𝜆1 = 𝜇𝑃𝐷𝐴𝑆𝐺
−0.5𝑅−0.25 (78) 

where 𝜇𝑃𝐷𝐴𝑆 is a microstructural coefficient, found to be 𝜇𝑃𝐷𝐴𝑆 = 2.21 × 10
−3for 

Inconel 718. Weidong et al. [141] proposed that the PDAS can be described as: 

𝜆1 = 𝑎𝜀−𝑏 (79) 

where a and b are material dependent and ε is the cooling rate defined as 
𝜕𝑇

𝜕𝑡
= 𝐺 × 𝑉𝑝.  

For Inconel 718, 𝑎 ≈ 50 𝜇𝑚𝐾𝑠−1and b=1/3. In another model by Kurtz-Fisher [143], it 

was proposed that PDAS could be predicted as: 

𝜆1 = 4.3Δ𝑇𝑛
0.5(

𝐷𝑙Γ

Δ𝑇0𝑘
)0.25𝐺−0.5𝑉𝑝

−0.25 
(80) 

where Δ𝑇𝑛is the non-equilibrium solidification range for Inconel 718, 𝐷𝑙 is the 

diffusion coefficient in the liquid, 𝛤 is the Gibbs-Thomson coefficient, Δ𝑇0 is the 
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equilibrium solidification temperature range, and 𝑘 is the partition coefficient. Finally, 

Trivedi [144] proposed the following equation for PDAS predictions: 

𝜆1 = 2.83(𝐿Δ𝑇0𝑘𝐷𝑙Γ)
0.25𝐺−0.5𝑉𝑝

−0.25 (81) 

where L is the constant of harmonic perturbation. 

Taking Inconel 718 alloy as an example, each of the aforementioned models 

predicts a different PDAS for identical processing conditions.  

During solidification, due to the difference in solubility of Nb in the solid and 

liquid phase, solute partitioning occurs. The amount of solute rejected from the 

solidifying cells at each time-step can be calculated as: 

𝛥𝐶𝑙 =
∆𝜙

2
𝐶𝑙
𝑒(1 − 𝑘) 

(82) 

The rejected solute is then evenly redistributed among the surrounding liquid and 

interface cells in order to conserve the total solute content. Once the solute concentration 

is known in each node, the supersaturation variable can be calculated using Equation (54) 

[105]. No-slip bounce-back boundary condition was implemented for solute transport 

equation at the solid/liquid interface, while zero-flux boundary condition was applied for 

all domain walls. 

In the absence of solid movement in the liquid, the number of solid crystals that 

nucleate in the bulk liquid per time step can be calculated as [145,146]: 

𝜕𝑁𝑙
𝜕𝑡

= −2𝜇𝑁𝛥𝑇(
𝜕𝑇

𝜕𝑡
)(1 − 𝑓𝑠) 

(83) 

where 𝑓𝑠 is the fraction of solid, defined as 𝑓𝑠 = (1 + 𝜙)/2.  
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𝑑𝑝𝑖 =
𝜕𝑁𝑙
𝑁𝑙0

 
(84) 

where 𝑁𝑙0 is the number of liquid nodes in the domain. The nodes are considered 

to be liquid when 𝜙 < −0.9. Once the probability of nucleation (𝑑𝑝𝑖) is found, it is 

compared to a random number between 0 and 1, generated in each node. If the generated 

random number is less than 𝑑𝑝𝑖, then the nucleation occurs for that node. 

Twenty-eight cases were simulated in a wide range of temperature gradients and 

solidification rates. The temperature gradient ranged from 10 K/m to 107 K/m, and the 

solidification rate ranged from 10−4 m/s to 10−1 m/s, which covers conditions 

experienced in most of the industrial solidification processes. A solidification map was 

developed based on the simulation results. Table 2 lists the processing conditions, 𝐺 and 

𝑉𝑝, for each of the cases along with the resulting solidification structure, i.e., columnar, 

equiaxed, or mixed. The solidification map is plotted in Figure 58. The solid line in the 

figure is based on the analytical model presented in Equations (71) and (72).  

In the columnar microstructure, slender dendrites can be observed in the direction 

of temperature gradient, but in the equiaxed regime, the dendrites are randomly 

distributed and oriented in the domain with comparable arm lengths. The difference can 

be explained by the availability of nucleation sites in each case. In the equiaxed regime, 

there is a large, undercooled region in the melt allowing for nucleation to occur. 

However, in columnar growth, due to high-temperature gradient, the undercooling is not 

large enough for nucleation to occur. The present model with the proposed nucleation 

model can reasonably predict different solidification regimes as is shown in Figure 58. 
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Out of 28 cases, only 3 examples are shown here to represent 3 different solidification 

regimes.  
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Table 10. Simulation conditions and final grain structures predicted by the present model 

for directional solidification of Inconel 718 alloy. 

Case G (K/m) Vp (m/s) Simulated Structure 

1 1e1 1e-1 Equiaxed 

2 1e2 1e-1 Equiaxed 

3 1e3 1e-1 Equiaxed 

4 1e4 1e-1 Equiaxed 

5 1e5 1e-1 Columnar 

6 1e6 1e-1 Columnar 

7 1e7 1e-1 Columnar 

8 1e1 1e-2 Equiaxed 

9 1e2 1e-2 Equiaxed 

10 1e3 1e-2 Equiaxed 

11 1e4 1e-2 Mixed 

12 1e5 1e-2 Columnar 

13 1e6 1e-2 Columnar 

14 1e7 1e-2 Columnar 

15 1e1 1e-3 Equiaxed 

16 1e2 1e-3 Equiaxed 

17 1e3 1e-3 Equiaxed 

18 1e4 1e-3 Columnar 

19 1e5 1e-3 Columnar 

20 1e6 1e-3 Columnar 

21 1e7 1e-3 Columnar 

22 1e1 1e-4 Equiaxed 

23 1e2 1e-4 Equiaxed 

24 1e3 1e-4 Mixed 

25 1e4 1e-4 Columnar 

26 1e5 1e-4 Columnar 

27 1e6 1e-4 Columnar 

28 1e7 1e-4 Columnar 
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Figure 58. The simulated solidification map for Inconel 718 alloy. The solid lines show the 

predictions based on Equations (76) and (77). [147] 

 

Figure 59 demonstrates the growth morphology for different solidification 

regimes. Figure 59 (a-c) shows a columnar microstructure for 𝐺 = 106 K/m and 𝑉𝑝 =

10−3 m/s, which corresponds to a cooling rate of 103 K/s, a condition similar to what 

often happens in powder-bed metal additive manufacturing processes [136]. Figure 59 (g-

i) shows the results for = 102 K/m , 𝑉𝑝 = 10−1 m/s, and cooling rate of 10 K/s, which 

results in an equiaxed microstructure. The seeds at the bottom of the domain start to grow 

initially, but then new seeds nucleate and grow in the liquid.  The new seeds in front of 

the solid/liquid interface obstruct the growth of the bottom columnar dendrites. The 

mixed regime, shown in Figure 59 (d to f), corresponds to = 104 K/m , 𝑉𝑝 = 10−2 m/s 

and cooling rate of 102 K/s. In this case, nucleation occurs in front of the solid/liquid 

interface, but the new misoriented dendrites cannot completely block the growth of the 
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columnar dendrites. The columnar to equiaxed transition is promoted by decreasing the 

temperature gradient and increasing the solidification rate. 

The 2D solute concentration and grain orientation maps for the mid-section of the 

domain is demonstrated in Figure 60. Electron backscatter diffraction (EBSD) is a 

popular microscopy technique applied to reveal microstructure information including 

crystallographic orientation. Our output results are compatible with EBSD format; 

therefore, it can be used in any library or software that analyzes the EBSD as the input 

file. To visualize our results, we used the MTEX library which is a free MATLAB 

toolbox for analyzing and modeling crystallographic textures by means of EBSD or pole 

figure data [148].   
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(a) t=0.0319 s (b) t=0.1862 s (c) t=0.3215 s 

   
(d) t= 0.0877 s (e) t= 0.2795 s (f) t= 0.5801 s 

   
(g) t= 0.5206 s (h) t= 0.7801 s (i) t= 1.1867 s 

Figure 59. Evolution of dendrites with time for different solidification regimes: (a-c) 

columnar: G=106 K/m and Vp=10-3 m/s, (d-f) mixed: G=104 K/m and Vp=10-2 m/s, (g-i) 

equiaxed: G=103 K/m and Vp=0.1 m/s when initial grain seeds distance equals to 12 µm. 

 

For columnar growth in Figure 60 (a-b), the dendrites with crystallographic 

orientations parallel to the temperature gradient overgrow the others. As a result of this 

competitive growth, the dendrites are almost parallel to each other in the upper section of 

the domain. For mixed growth in Figure 60 (c-d), two different regions can be observed. 

The first region is in the lower section of the domain, where the columnar dendrites with 



 

119 

orientation near the temperature gradients are dominant. The second region is in the 

upper section of the domain, with mostly equiaxed dendrites. For equiaxed growth in 

Figure 60 (e-f), the domain is filled with equiaxed dendrites except for a thin region at the 

bottom.  



 

120 

 

 
(a) (b) 

  
(c) (d) 

  

(e) (f) 

Figure 60. Grain orientation and solute maps for a cross-sectional plane passing through 

the middle Y-axis, (a) final grain structure at t= 0.3215 s and (b) solute field at t= 0.1862 s 

for G=106 K/m and Vp=0.001 m/s, (c) final grain structure at t= 0.5801 s and (d) solute 

field at t= 0.2795 s for G=104 K/m and Vp=10-2 m/s, (e) final grain structure at t=1.1867 s 

and (f) solute field at t= 0.7801 s for G=102 K/mand Vp=0.1m/s when initial grain seeds 

distance equals to 12 µm. 
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The corresponding Nb concentration for different regimes in the middle of 

solidification is also demonstrated in Figure 60. The solute concentration is higher in the 

interdendritic region for columnar growth compared to mixed or equiaxed growth. In 

columnar growth, liquid may get trapped in the interdendritic region, preventing Nb to be 

diluted to the liquid away from the solidification front. In the mixed or equiaxed growth, 

the interdendritic solute entrapment is not significant, resulting in a lower interdendritic 

concentration of Nb.  

   

(a) (b) (c) 

   
(d) (e) (f) 

Figure 61. Solution map for columnar (a to c) at t= 0.3215 and equiaxed growth (d to e) at 

t= 1.1867 s at different heights of the sample. (a) and (d) correspond to Z=0.1 mm, (b) and 

(e) correspond to Z=0.2 mm and (c) and (f) correspond to Z=0.3 mm 

 

The solute concentration of Nb at the end of solidification also provides useful 

information about material properties such as hot cracking resistance. It is known that 

Inconel 718 melt with Nb concentration less than 23 wt.% transforms into the austenite 

phase (c) and with a Nb concentration greater than 23 wt.% transforms into the eutectic 

phase (c + Laves phase) [149]. The hot cracking resistance is reduced in the 

microstructure that contains long continuous chains of Laves phase. Avoiding the long 

continuous Laves phase can improve the hot cracking resistance of Inconel 718 alloy 

[150]. Figure 61 shows the solute concentration at different heights of the sample domain 
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for columnar and equiaxed regimes when the solid fraction is equal to 0.9. The solid 

fraction was defined as the ratio of the number of solid nodes in the domain to the total 

number of nodes. For columnar growth in Figure 61 (a to c,) the same microstructure 

pattern can be seen in different cross-sections. The observation verifies that only 

dendrites with crystallographic orientation close to the temperature gradient survive 

during solidification. On the other hand, in the equiaxed growth, each cross-section has 

its unique pattern of microstructure. The observation confirms that the nucleation of new 

seeds in the equiaxed regime is responsible for the resulted microstructure pattern.  The 

contour legends in Figure 4 are adjusted based on the maximum solute concentration: 

20.85 wt.% for columnar at Z=0.1 mm (Figure 4 (a)), 16.73 wt.% for columnar at Z=0.2 

mm (Figure 61 (b)), 12.45 wt.% for columnar at Z=0.3 mm (Figure 61 (c)), and 14.3 

wt.% for equiaxed at all heights (Figure 61 (d-f)). The growth regime can significantly 

affect the solute segregation in the domain. While the maximum concentration 

significantly varies from the bottom to the top of the domain in case of columnar growth, 

it remains the same at different heights for the equiaxed case. 

The maximum solute concentration for different growth regimes is plotted in 

Figure 62. The variation of maximum solute along the Z-axis reveals the mechanism of 

liquid entrapment in the interdendritic region. In all cases, interdendritic regions with a 

high solute concentration can be identified; they are scattered through the domains and 

are the last regions in which solidification takes place. The difference between the 

maximum value in different regimes can be explained in twofold. First, in columnar 

growth, especially at the bottom of the domain, two neighboring dendrites have different 



 

123 

preferred crystalline orientations; therefore, they can enclose a comparatively large 

amount of liquid in the interdendritic region compared to equiaxed or mixed growth. The 

amount of enclosed melt is responsible for the final maximum concentration of Nb. 

Second, in the upper part of the columnar growth case, the dendrites grow faster since 

they almost grow parallel to each other, giving less time to Nb concentration to build up.  

Similar observations were also reported by other scholars [150].  

 

Figure 62. Maximum solute concentration for different growth regime at different vertical 

distances when the solid fraction in the whole domain is 0.9. 

 

The effect of cooling rate on the microstructure was also investigated. As 

expected, the model predicts a finer microstructure for all regimes when the cooling rate 

increases. The effect of increasing the cooling rate on columnar growth is presented in 

Figure 63. for three processing conditions. The simulated primary dendrite arm spacing 

(PDAS) shows an inverse relation to the cooling rate. For the cooling rates of 100, 
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1000,10000 K/s, the simulated average PDAS was measured to be 40.2, 25.6, and 19.1 

𝜇𝑚, respectively.  

   

(a) 𝐺𝑉𝑝 = 100 𝐾/𝑠 (b) 𝐺𝑉𝑝 = 1000 𝐾/𝑠 (c) 𝐺𝑉𝑝 = 10000 𝐾/𝑠 

Figure 63. Columnar grain structure for a) GVp=100 K/s, b) GVp=1000 K/s, c) GVp=10000 

K/s when initial grain seeds distance equals to 12 µm. 

 

In equiaxed growth, increasing the cooling rate increases the probability of 

nucleation, according to Equation (83), which leads to a finer microstructure. Three 

examples of equiaxed microstructures with three different cooling rates are presented in 

Figure 64.  For the cooling rates of 10, 100,1000 K/s, the average grain size was 

measured to be 40.32, 28.6, and 6.34 𝜇𝑚 , respectively.  

The predicted PDAS values from this dissertation were compared with previous 

analytical models introduced. Table 11 shows a summary of the results. Each model 

predicts that by increasing the cooling rate, the PDAS would decrease. The simulated 

results have the same order of magnitude compared to other analytical models. 
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(a) 𝐺𝑉𝑝 = 10 𝐾/𝑠 (b) 𝐺𝑉𝑝 = 100 𝐾/𝑠 (c) 𝐺𝑉𝑝 = 1000 𝐾/𝑠 

Figure 64. Equiaxed grain structure for a) GVp=10 K/s, b) GVp=100 K/s, c) GVp=1000 K/s 

when initial grain seeds distance equals to 12 µm. 

 

Nevertheless, it is observed that there is a rather wide variation in the values 

predicted by different models for the same cooling rate. This large variation implies that 

there are other parameters besides solidification rate and temperature gradient that affect 

grain morphologies. At the beginning of each simulation, randomly oriented seeds are 

placed at the bottom of the domain with a predefined spacing. The density and spacing of 

the initial seeds can alter the eventual PDAS in the material. The initial seed spacing 

(grain size), and distribution can reproduce the size of preexisting grains in the substrate, 

for example in welding and additive manufacturing processes. To verify this hypothesis, 

we studied the effects of initial seed spacing on the microstructure for both growth 

regimes. 

Table 12 shows the effect of initial grain size (IGS) on the microstructure for 

columnar growth when the cooling rate varies from 10 to 10000 𝐾/𝑠. The initial grain 

size was chosen as 6, 12, and 18 𝜇𝑚. It was observed that the IGS has a strong influence 

on the average PDAS; a finer initial grain size leads to smaller average PDAS. The 
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difference is more evident for the higher cooling rates. As reported by Boussinot et al. 

[151], by increasing the cooling rate, usual spacing selection mechanisms are inhibited, 

and the dendritic structure remains strongly influenced by the initial conditions. The same 

trend is also observed here concerning the PDAS. 

Table 11. Comparison of analytical PDAS λ1(µm) predictions to the present model. 

 Cooling rate (𝐾/𝑠) 
Models 100 1000 10000 

Nastac [145] 39.3 12.4 3.9 

Huang [140] 10.8 5.0 2.3 

Kurtz-Fisher [143] 131.3 41.5 13.1 

Trivedi [144] 99.8 31.6 9.9 

Lenart-Eshraghi [152] 44.2 27.6 22.1 

Present 40.2±3.75 25.6±4.74 19.1±4.89 

 

Thirty-six cases were simulated for three different temperature gradient levels, 

four solidification rate levels, and three initial grain size levels. The strength of relations 

between cooling rate, temperature gradient, solidification rate, initial seed spacing, and 

PDAS can be represented numerically by Pearson’s correlation coefficient. Pearson’s 

correlation coefficient can take values between [-1, 1], where values greater than zero 

represent a positive correlation between variables. A positive correlation between two 

variables means that when the value of one variable increases, the other variable also 

increases. Zero means no correlation, and negative values denote negative (opposite) 

correlation. The stronger the relationship of the two variables, the closer the Pearson 

correlation coefficient would be to either +1 or -1. The results are summarized in Table 

13. 
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Table 12. Effect of different initial grain size on PDAS for columnar growth at different 

cooling rates. 

Cooling Rate 

Initial Grain Size 

6 μm 12 𝜇𝑚 18𝜇𝑚 

10 K/s (𝑉𝑝=10−4 𝑚/𝑠, 𝐺 = 105 𝐾/𝑚) 47.1±7.3 51.1±6.9 56.4±7.0 

102 K/s (𝑉𝑝=10−4  𝑚/𝑠, 𝐺 = 106 𝐾/𝑚) 37.5±5.9 39.3 ±4.5 43.5±4.2 

102 K/s (𝑉𝑝=10−3 𝑚/𝑠, 𝐺 = 105 𝐾/𝑚) 36.3±6.8 40.2±3.8 46.2±5.1 

103 K/s (𝑉𝑝=10−4  𝑚/𝑠, G=107 𝐾/𝑚) 30.3±4.7 34.5±5.2 39.4±6.3 

103  K/s (𝑉𝑝=10−3  𝑚/𝑠, G=106 𝐾/𝑚) 20.5±6.6 25.6±4.7 37.6±5.9 

103  K/s (𝑉𝑝=10−2  𝑚/𝑠, G=105 𝐾/𝑚) 18.2±3.5 25.1±5.6 32.6±7.2 

104 K/s (𝑉𝑝=10−3  𝑚/𝑠, 𝐺=107 𝐾/𝑚) 9.1±4.2 19.1±4.9 25.1±3.6 

104 K/s (𝑉𝑝=10−2  𝑚/𝑠, 𝐺=106 𝐾/𝑚) 16.7±3.4 25.1±4.2 31.41±4.4 

104 K/s (𝑉𝑝=10−1  𝑚/𝑠, 𝐺=105 𝐾/𝑚) 19.45±5.3 28.69±4.1 31.73±5.2 

105 K/s (𝑉𝑝=10−2  𝑚/𝑠, 𝐺=107 𝐾/𝑚) 12.3±2.1 20.1±4.5 29.1±4.3 

1050 K/s (𝑉𝑝=10−1  𝑚/𝑠, 𝐺=106 𝐾/𝑚) 10.9±4.3 18.1±5.3 23.2±4.8 

106 K/s (𝑉𝑝=10−1 𝑚/𝑠, 𝐺=107 𝐾/𝑚) 8.3±3.9 13.0±4.9 15.4±5.3 

 

Table 13. Correlation matrix showing pairwise correlation Pearson’s coefficient between 

variables. 

 PDAS 𝐼𝐺𝑆 𝐺 𝑉𝑝 

PDAS 1.000 0.4104 -0.3836 -0.5522 

IGS 0.4104 1.000 0.000 0.000 

𝐺 -0.3836 0.000 1.000 0.000 

𝑉𝑝 -0.5522 0.000 0.000 1.000 

 

Obviously, the correlation coefficient between a variable and itself (main diagonal 

in Table 13) is one.  For the independent variable pairs, such as cooling rate and 

temperature gradient, the correlation is zero. The relationship between PDAS and IGS is 

quite strong. By implementing different curve fitting techniques and multiple linear 

regression analysis, we propose the following equation to predict PDAS as a function of 

𝐺, 𝑉𝑝 and 𝐼𝐺𝑆. 

𝑃𝐷𝐴𝑆 = 0.0193 𝐼𝐺𝑆0.5166 𝐺−0.1110 𝑉𝑝
−0.1351 (85) 
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The R-squared value was calculated as 0.877, which means the model fits the data 

series well. It should be noted that the effect of cooling rate is embedded in temperature 

gradient and solidification rate. In comparison with the models presented in Equations 

(78), (80), and (81), our model also includes the effect of initial grain size, which shows a 

significant effect based on our simulation results. This can be very useful for processes in 

which melting and solidification take place on a preexisting substrate. One potential 

application of our model is in predicting grain morphology in welding and additive 

manufacturing processes, based on the solidification parameters where initial grain size 

represents the substrate grain structure. The model is valid in a wide range of temperature 

gradient, solidification rate, and initial grain size (105K/m ≤  𝐺 ≤  107 𝐾/𝑚, 

10−4𝑚/𝑠 ≤  𝑉𝑝  ≤  10
−1 𝑚/𝑠,6 μm ≤  IGS ≤  18 μm).  

On the other hand, different trends are observed for equiaxed grains, as it is 

shown in Table 14. In contrast to columnar growth, the initial grain size does not affect 

the final grain size for the same cooling rate. The results indicate that the nucleation rate 

has a dominant effect on the final grain size, whereas the initial seed spacing at the 

bottom of the domain does not seem to affect the average grain size.  

Table 14. Effects of initial grain size on the final grain size for equiaxed growth at different 

cooling rates. 

Cooling Rate 

Initial Grain Size 

6 𝜇𝑚 12 𝜇𝑚 18𝜇𝑚 

10 K/s (𝑉𝑝=0.1 𝑚/𝑠, 𝐺 =  100𝐾/𝑚) 39.64±7.18 40.32±4.66 37.98±2.37 

102 K/s (𝑉𝑝=0.1 𝑚/𝑠, 𝐺 =  103 𝐾/𝑚) 29.39±7.65 28.6±4.34 27.6±5.74 

103 K/s (𝑉𝑝=0.1 𝑚/𝑠, 𝐺 =  104 𝐾/𝑚) 7.12±3.29 6.34±4.19 7.7±3.62 
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CHAPTER VI 

CONCLUSION  

In this dissertation, new computational models were developed to investigate the 

Marangoni convection induced by bubbles and voids formed by detachment of the melt 

from the mold and its effect on microstructural evolution during solidification. Parallel 

models using the CUDA GPU (graphics processing unit) and Message Passing Interface 

(MPI) techniques were created to perform these large-scale computationally demanding 

simulations. During the solidification under microgravity conditions and in the presence 

of a bubble, the variation in the liquid-gas surface tension at the free surface of the bubble 

can induce Marangoni convection. The data from PFMI and MICAST experiments 

conducted on the International Space Station were utilized to validate several aspects of 

the developed models. 

The cellular automaton (CA) and Allen-Cahn Phase Field (PF) techniques were 

utilized to track the solid/liquid interface while lattice Boltzmann (LB) and finite 

difference (FD) were applied for the solute transport equation. The FD method and frozen 

temperature approximation were implemented for the energy equation. One of the 

challenges is how to model the bubble dynamics. Different categories of the lattice 

Boltzmann multiphase flow model were implemented to recover continuity and NS 

equations to simulate the effects of the bubble-dendrite interaction. The models include 

Shan-Chen based and Cahn–Hilliard (CH)-PF based LB method. The original Shan-Chen 
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model has already been studied for this problem by other researchers, but the results are 

limited to small density ratios between the fluid and gas phases, which do not correspond 

to real physical properties. In this dissertation, to attempt the simulation of higher density 

ratios and reduce the magnitude of the spurious current, several individual enhancements 

available for the original Shan-Chen model were, for the first time, used in a combined 

form to develop an enhanced version of the original model. It is found that the 

enhancements, including the use of a realistic equation of state, a high order isotropy 

force scheme, and a mid-range repulsion force, could improve the accuracy and 

capability of the original Shan-Chen method. Even with the implementation of all these 

enhancements, the spurious currents are still significant, which makes this enhanced 

model unsuitable for studying the Marangoni effect in many practical situations. A more 

reliable and accurate alternative is the phase field lattice Boltzmann method. Although 

computationally more expensive than the Shan-Chen model, it can produce accurate 

results not affected by spurious currents. 

An enhanced model was implemented with the combination of all enhancements 

to validate the phase separation problem. Different phase separation scenarios regarding 

the bubble’s coalescence were observed based on the selection of model parameters. For 

the phase field model validation, the Rayleigh instability problem was successfully 

solved with a low and high-density ratio. 

It is shown that although Shan-Chen methods can replicate some qualitative 

features of bubble-dendrite interaction, the generated spurious current is unacceptably 

large, particularly for practical values of the density ratio between fluid and gas phases. 
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This occurred even after the implementation of several enhancements to the original 

Shan-Chen method. This severe limitation makes the Shan-Chen models unsuitable for 

simulating fluid flow phenomena such as Marangoni convection because the large 

spurious currents completely mask the physical flow. Therefore, it is still a long way until 

current Shan-Chen models can simulate phenomena in a microscale resolution with real 

physical properties. On the other hand, the phase field method is more accurate than the 

Shan-Chen model for simulation of fluids with a high-density ratio. It generates an 

acceptable small spurious current, though at the expense of higher computational costs. 

PFMI and MICAST experiments and simulation results confirmed that Marangoni 

convection could produce non-homogeneity of the microstructure due to rotation of 

fragmented dendrite side-arms or rotation of primary dendritic arms from the original 

direction. 

When a large bubble and the solid front are close enough, the induced Marangoni 

convection can alter the expected quiescent environment under the microgravity 

conditions, altering the microstructure. The effect of bubble size was investigated through 

large-scale simulations of dendrite growth. While no apparent effect on the 

microstructure was observed for small bubbles, the large bubbles altered the growth rate 

and tilted the dendrites in the direction of the fluid flow. Three regimes of growth were 

observed for dendrites based on the distance from the bubble. The details of these three 

regimes were discussed thoroughly. The simulations provided quantitative information 

about the effects of Marangoni convection on the microstructure.  
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Examination of PFMI microgravity experiment revealed that dendrites in the 

vicinity of a surface pore appear to rotate as if falling sideways. A model to predict the 

rotation of fragmented dendrites was developed and compared with the PFMI 

experiments. For the PFMI conditions, the simulation results predicted a rotation of 24˚ 

over 19 seconds of simulation for the fragmented side-arm compared to the 31.5˚ rotation 

observed in the PFMI videos. Then the same model to predict fragmented dendrites' 

trajectory motion in a different alloy, Al-7Si (MICAST), for small and large bubbles was 

utilized. The order of velocity magnitude for the fragmented dendrite was about 1 mm/s, 

which was hundred times larger than the rate of dendrite growth in those conditions. 

Marangoni convection caused by detachment of melt column from the ampoule 

wall during directional solidification of alloys in the low-gravity environment of space 

station is intense enough to rotate broken-off dendrite fragments and lead to the 

formation of misoriented spurious grains. The strength of convection is dependent on the 

Marangoni number and location of the pore relative to the mushy zone. Formation of 

stray grains via fragmentation and rotation of side arms via Marangoni convection is also 

likely to be very important for some terrestrial solidification processes, such as laser 

fusion of powder beds used in additive manufacturing.  

The results shed light on unexplained observations in the PFMI and MICAST 

experiments such as deviation of dendritic array from its original growth direction in the 

absence of terrestrial convection. 
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CHAPTER VII 

POTENTIAL CONTINUATIONS  

7.1. Adaptive Grid Refinement Method 

In our simulation, both PF and CA models need relatively fine grids to capture the 

interface between phases. Additionally, phase field and energy equations are discretized 

by explicit finite difference method. By implementing adaptive grid refinements and 

using finer mesh for regions near the interface and coarser mesh for the rest of the 

domain, the computational time can be reduced significantly with still acceptable 

accuracy. 

For LB and CA methods with no availability of explicit adaptive scheme suitable 

for parallel computing, we suggest using different meshes for solving different physics. 

More detail about the method can be found in our previous work [153]. The 

implementation of adaptive grid can enhance the capability of the model to simulate 

much larger domains. 

7.2. Effect of Marangoni Convection on Microstructure Formation During Additive 

Manufacturing 

Selective laser melting (SLM) is one of the primary types of procedures used in 

the additive manufacturing (AM) industry. This relatively new manufacturing process is 
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known to offer many advantages and opportunities over conventional methods. The 

developed large-scale model can be used to study the effects of various processing 

parameters and Marangoni convection on the solidified microstructures. The possible 

results of that study could help researchers to produce parts with desired microstructure. 

7.3. Hybrid MPI-CUDA Approach 

In our current model, the domain size is limited by available GPU memory. One 

solution is to use a GPU with larger memory. For larger domain sizes, implementing a 

hybrid parallel approach, in which CPU and GPU parallelization techniques are 

combined, can solve the memory problem. For implementation, the large system is 

divided into several subdomains. MPI is used to communicate data between each 

subdomain, which is assigned to one node. Each node then executes the GPU parallel 

simulation in the corresponding subdomain. Implementation of a hybrid MPI-CUDA will 

significantly reduce the computational time compared to the MPI model and will solve 

the memory problem of the single GPU programming approach. 
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