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ABSTRACT

Linear and rectangular aperture arrays combined with multidimensional (MD) sig-

nal processing techniques enable directional enhancement of plane waves by creating

highly directional radio frequency (RF) beams. Applications of such space-time filter-

ing (beamforming) techniques can be found in areas such as radar, mobile communi-

cation, cognitive radio and radio astronomy. Main challenges in existing beamforming

systems include high computational and hardware complexity, low operational band-

width, and limited spatial selectivity. In this thesis, we employ the network resonant

infinite impulse response (IIR) digital beam filter towards the performance enhance-

ment of the existing beamforming systems and its related applications in terms of

hardware complexity, spatial selectivity and operational bandwidth. Inherent proper-

ties of IIR beam filters, such as low complexity, higher operational bandwidth, multiple

input multiple output (MIMO) nature, recursive structure and electronically steer-

ablity lead to improve directivity properties of the conventional beamformers and

enable less complex directional enhancement for wideband applications. Low com-

plexity directional spectrum sensing and feature extraction approach is proposed by

combining network resonant beam filters with cyclostationary feature detectors. Spa-

tial selectivity of the conventional beamformer is significantly enhanced by employing
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a MD MIMO beam filter as a pre-filter to the existing system. Furthermore, an elec-

tronically steerable transmit-beamformer based on space-time network resonant IIR

discrete systems is proposed for wideband directed energy applications.
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CHAPTER I

INTRODUCTION TO HIGHLY DIRECTIONAL TRANSMISSION AND

RECEPTION

Highly directional transmission and reception of electromagnetic waves employing an

electronically scanned, directionally agile radio frequency (RF) beams can be found in

many application areas, ranging from wireless communication [1, 2], mobile communi-

cation [3, 4, 5, 6], radar [7, 8, 9], cognitive radio [10, 11], space communication [12, 13],

tracking and detection systems [14, 15], and radio astronomy [16, 17]. Fig. 1.1 shows

an overview of such systems in a military setting, a wireless/mobile environment,

and an unmanned aerial vehicle (UAV) system, respectively. Directional reception

enhances the desired signals from a particular direction of arrival (DOA) while sup-

pressing interfering signals from other directions and additive white Gaussian noise

(AWGN). Similarly, directing the energy of a signal source towards a desired direc-

tion can establish a secure communication in a military setting and may increase the

spectral utilization in a cognitive radio (CR) environment. Single antenna with fixed

far field characteristics can be designed such a way that the antenna itself can make a

directional transmission and reception. However, the antenna is unable to change its

transmission or reception direction without mechanically steering the antenna. Thus,

linear or rectangular antenna apertures can be combined with space-time (ST) signal

1
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Figure 1.1: Application of highly directional, electronically steerable trasmit- and
receive-mode beamformers.

processing techniques to form highly directional, electronically steerable transmit-

and receive-mode RF beams. Note, even with an antenna array, signal processing

techniques must be applied to obtain the desired directivity.

The hardware and computational complexity towards achieving the highly

directional communication is mainly determined by the operational conditions of the

signal of interest. As an example, beamforming systems, which support wideband

2



signals (wider operational bandwidth) are highly complex compared to the narrow-

band realization. Furthermore, the spatial selectivity (directivity) of the beamformer

enhances with the number of antenna elements in the array, in turn, increasing the

hardware complexity (for additional RF front-end equipment and signal processing

hardware). Low complexity, electronically steerable, highly directional wideband

beamforming systems are an open research area in the antenna array multidimen-

sional (MD) signal processing community. In this thesis, we exploit the recently

discovered network resonant-based digital infinite impulse response (IIR) beam fil-

ter [18, 19, 20, 21] towards the performance enhancement of the existing beamform-

ing systems and its related applications in terms of hardware complexity, spatial

selectivity and operational bandwidth. The following characteristics of the two- and

there-dimensional (2-D/3-D) IIR digital beam filters were studied during the work.

1. Low complexity: MD IIR digital filters are less complex compared to existing

ST filtering techniques, which are basically finite impulse response (FIR) in

nature, in terms of the hardware utilization (in the digital signal processor).

Similar directivity properties can be obtained from the proposed digital beam

filters for a small number of digital hardware.

2. Large operational bandwidth: Signals that are wideband in nature can be dire-

cionally enhanced for the same computational complexity.

3. Multiple input multiple output (MIMO) nature: Following the ST input output

relationship of the beam filters, the system accepts multiple inputs and produces
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multiple outputs whereas the conventional beamformers have multiple inputs

and a single output.

4. Inherent IIR recursive structure: The spatial FIR nature of the conventional

beamformers lead to a zero manifolds-only transfer function whereas IIR beam

filters contain both zero and complex pole-manifolds in their array manifold

transfer function.

5. Electronic steerability: The closed form relationship of the filter coefficients

and the desired DOA create an opportunity to realize real-time, electronically

steerable beam filters.

1.1 Contributions in this Thesis

Contributions of this thesis to enhance the performance of the existing beamforming

techniques and their applications, by utilizing the unique characteristics of the MD

beam filters, can be summarized as follows;

1. A combined approach using low complexity array processing based on 2-D IIR

digital beam filters with cyclostationary feature extraction for sensing the DOA,

frequency and modulation of radio sources in a CR environment is proposed.

The ultimate objective of this work is to sense the primary and secondary

users’ DOAs, locations, carrier frequencies, modulation/features (waveforms),

polarizations, and eventually other physical parameters, such as higher order
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(non-planar) propagation modes, which lead to increased flexibility at medium

access (MAC) and network layers.

2. We proposed an application of rectangular antenna array-based 3-D IIR beam

filter and cyclostationary feature detection algorithms to estimate the direction,

carrier frequency, and modulation information pertaining to radio sources in a

CR environment. A number of receiver stations equipped with planar antenna

arrays and 3-D IIR digital beam filters are employed to obtain direction esti-

mations pertaining to radio sources. The proposed architecture exhibits low

complexity, and wider operational bandwidth compared to the conventional

localization/ directional spectrum sensing method.

3. We formulated an IIR network resonance-enhanced Applebaum Adaptive Array

for optimal beamforming. The MIMO nature of the 2-D IIR beamformer al-

lows the placement of the filter prior to the Applebaum beamforer. The spatial

selectivity of the Applebaum beamfomer is enhanced by introducing complex-

manifolds from the 2-D IIR beamfilter to the zero manifold-only transfer func-

tion of the adaptive beamformer. New network-resonant-phased-array (NRPA)

Applebaum beamformers outperform traditional adaptive beamformers in terms

of signal-to-interference and noise ratio (SINR) performance.

4. Directivity enhancement of rectangular aperture digital space-time array pro-

cessor (STAP) beamformer is proposed by employing a 3-D IIR beam filter as

a pre-filter to the conventional beamformer. The proposed 3-D IIR beam filter
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is realized as a partially separable architecture where a 2-D IIR beamfilter is

utilized as the elementary unit. Insertion of the beam filter introduces complex-

pole manifolds to the zero manifold-only array transfer function of the STAP

beamformer, which leads to a significant side lobe level reduction.

5. An electronically steerable, low complexity transmit beamformer based on space-

time network-resonant infinite impulse response discrete systems is proposed for

wideband directed energy applications. The proposed method leads to an order-

of-magnitude lower digital multiplier count compared to the FIR filter based

transmit arrays. Both single-beam and dual-beam architectures are introduced.

6. A radio frequency-integrated circuit (RF-IC) approach to design microwave

filterbanks having multiple bands, each having independently tunable center

frequency and quality factors, is proposed. The proposed technique is based on

transfer function synthesis using first-order all-pass filters as a building block.

1.2 Publications

The research contributions are reported in one journal publication (under review)

and six conference publications as listed below.

1.2.1 Journal Publications

1. N. Udayanga, Ar. Madanayake and C. Wijenayake, “Network Resonant Apple-

baum Array”, under review at IEEE Transactions on Aerospace and Electronic

Systems.

6



1.2.2 Conference Publications

1. A. Madanayake, N. Udayanga, C. Wijenayake, M. Almalkawi, and V. Devab-

haktuni, Directional cyclostationary feature detectors using 2-D IIR RF spiral-

antenna beam digital filters, in 2014 IEEE International Symposium on Circuits

and Systems (ISCAS), June 2014, pp. 2499-2502.

2. N. Udayanga, A. Madanayake, and C. Wijenayake, Direction/location estima-

tion and modulation detection for RF sources using steerable 3D IIR digital

beam filters, in Proceedings of SPIE 9103, Wireless Sensing, Localization, and

Processing IX, vol. 9103, May 2014.

3. N. Udayanga, A. Madanayake, C. Wijenayake, and R. Acosta, Applebaum

adaptive array apertures with 2-D IIR space-time circuit-network resonant pre-

filters, in 2015 IEEE Radar Conference (RadarCon), May 2015, pp. 0611-0615.

4. A. Madanayake, N. Udayanga, C. Wijenayake, and L. Bruton, Electronically

steerable directed energy using space-time network resonant digital systems, in

2015 IEEE International Symposium on Antennas and Propagation and North

American Radio Science Meeting, Jul 2015.

5. N. Udayanga, A. Madanayake, and C. Wijenayake, FPGA-based network-resonance

Applebaum adaptive arrays for directional spectrum sensing, in 2015 IEEE 58th

Intl Midwest Symposium on Circuits & Systems (MWSCAS), Aug 2015 - Ac-

cepted.
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6. N. Udayanga, A. Madanayake, C. Wijenayake, P. Ahmadi, and L. Belostotski,

Tunable multiband RF CMOS active filter arrays, in 2015 IEEE International

Symposium on Circuits and Systems (ISCAS), May 2015, pp. 1682-1685.

1.3 Thesis Outline

The rest of the chapters in this thesis unfold as follows.

Chapter 2 introduces the concepts of the linear/rectangular antenna array-

based MD signal processing for directional enhancement of the plane waves from a

desired DOA while suppressing any interference from other directions and AWGN

noise. The spectral properties of the plane waves are described for the 2-D case

followed by reviewing existing space-time filtering techniques. The theory of the

network-resonant 2-D IIR beam filters for uniformly linear arrays is introduced with

their design equations. Finally, the spectral properties and rectangular antenna array-

based signal processing techniques are reviewed for both existing methods and the

3-D IIR beam filters.

Chapter 3 describes the application of low complexity, wideband 2-D IIR

beam filters for directional spectrum sensing in a CR environment. Cyclostationary

feature extraction algorithms are employed at the directionally enhanced output to

estimate the modulation scheme and carrier frequency of the detected signal sources.

Digital 2-D IIR filter design equations and cyclostationary feature estimation metrics

are reviewed prior to the introduction of the proposed architecture. Simulation exam-
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ples are provided for demonstrating the directional feature detector with applications

towards enhancing access to the radio spectrum.

Chapter 4 proposes the 3-D IIR beam filter as an alternative to the conven-

tional beamformer for direction and location estimation of primary users (PUs) in a

CR environment. A cyclostationary feature detector is combined with the beam filter

to estimate the modulation type and the frequency of the PU, leading to increased

flexibility at MAC and network layers. Two simulation examples are provided to

verify the feasibility of the proposed approach.

In Chapter 5, an architectural modification to conventional Applebaum adap-

tive array beamformers is proposed to achieve significant improvements in SINR.

A conventional Applebaum array transfer function is modified by introducing pre-

processing digital filters based on 2-D planar-resonant beam filters. The proposed

architectural modification introduces complex pole-manifolds into the Applebaum

array transfer function at guaranteed stability, which in turn, leads to better selec-

tivity (i.e., reduced side lobe levels) reflected by SINR improvement. The proposed

beamforming architecture shows a significant improvement in SINR when the DOA

of the desired signal is off-axis from the broad side direction. A linear transforma-

tion block is proposed to further improve the performance of the proposed method

in terms of SINR improvement around the broadside direction of the antenna array.

The combination of the 2-D IIR beamfilter and transformation provides improvement

along every beam direction.
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Chapter 6 combines the network-resonant beam filter-enhanced Applebaum

beamformer that is discussed in Chapter 5 and cyclostationary feature detection to-

wards addressing the false detections of PUs due to high levels of noise in a CR

environment. Simulation results shows the noise suppression capability of the cyco-

stationay estimator with respect to the desired beam direction.

Beam enhancement to the conventional fast Fourier transform (FFT)- based

STAP beamformer is proposed in Chapter 7 by employing a 3-D IIR beam digital

filtering architecture as a pre-filter to the existing system. 3-D IIR beam filter is

realized using 2-D IIR beam filters to reduce the hardware complexity of the direct

form implementation of the 3-D filter. Spatial selectivity enhancement of the pro-

posed architecture is quantified using the relative signal-to-interference ratio (SIR)

improvement compared to the conventional system.

A novel digital wideband transmit beamforming method is proposed in Chap-

ter 8 based on space-time network-resonant infinite impulse response digital archi-

tectures to obtain reduced hardware complexity compared to the conventional finite

impulse response-based transmit beamformers. Obtaining multiple beams without

duplicating the hardware for a single beam is an added advantage of the proposed

architecture. Both single- and dual-beam architectures are introduced in the chapter.

In Chapter 9, a frequency and bandwidth agile, multi-passband analog filter

array is introduced towards potential applications in emerging radio frequency field

programmable gate array (RF-FPGA) type reconfigurable radio front-ends. The pro-

posed analog filter is based on a novel transfer function synthesis technique employing
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first-order all-pass filters. Finally, Chapter 10, provides a summary of the work carried

out in this thesis, and potential future work.
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CHAPTER II

LINEAR/RECTANGULAR APERTURE BASED MULTIDIMENSIONAL

SIGNAL PROCESSING

One dimensional (1-D) signal processing techniques are employed to process signals,

which are described using a single independent variable whereas MD signal processing

techniques are able to process signal data that are represented using more than one

dimension. Consider a signal source S, which is transmitting a time varying signal

ws (t) from a far away location as shown in Fig. 2.1. A propagating wave in the

(x, y, z) ∈ R3 3-D space, at a sufficiently large distance d, where d≫ λ (here λ is the

wave length of the signal), can be expressed as a four-dimensional (4-D) ST plane

wave signal wpw [18, 19]

wpw (x, y, z, ct) = ws (αxx+ αyy + αzz + ct) (2.1)

where (αx, αy, αz) is the unit vector normal to the plane wave front (parallel to

the direction of propagation) and ct is the time normalized by the propagation speed

of the wave c in the propagation medium. Consider a situation where a 4-D ST plane

wave wpw is sampled by a single antenna in the space as shown in Fig. 2.2(a). Since

the spatial location of the receiving antenna is fixed at (x0, y0, z0), corresponding

sampled signals can be described by a single independent variable ct as w (ct) =
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ws (t)

ws (αxx+ αyy + αzz + ct)Transmitter

(αx, αy , αz)

wpw (x, y, z, ct) =

Receiver

d≫ λ

S

Figure 2.1: Plane wave propagating from a faraway source S.

ws (αxx0 + αyy0 + αzz0 + ct) = w (ct). Thus, the system becomes 1-D, and 1-D signal

processing techniques can be employed to process sampled data. When the 4-D ST

plane wave is spatially sampled by a uniformly spaced linear antenna array with

N antenna elements and the inter-antenna spacing ∆x as shown in Fig.2.2(b), the

corresponding system can be expressed using two independent variables x and ct

w (x, ct) = ws (αxx+ ct) (2.2)

where x = nx∆x and nx = 1, 2, ....., N is the antenna index. Since the system can

be described using two variables, 2-D signal processing techniques are able to process

signal data to obtain a desired output. Similarly, if the signal is spatially sampled

using a rectangular antenna array as shown in Fig. 2.2(c), 3-D signal processing

techniques need to be employed to process the entire captured signal.

Consider the example shown in Fig. 2.3, which describes the transmit beam-

forming concept for a 2-D case using 4-element antenna array consisting of omnidi-

rectional antenna elements. In transmit beamforming, the signal energy of the signal

source needs to be directed into a particular direction ψ where it has the desired
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Figure 2.2: Overview of the multidimensional signal processing, (a) one-dimensional,
(b) two-dimensional, (c) three-dimensional systems.

receiver. The radiation pattern of a single antenna is shown in Fig. 2.3(a), where it

transmits the same signal power in every direction. One antenna element does not

have a degree of freedom to control the direction of energy transmission electronically

since it has a fixed radiation pattern for itself. Mechanical steering of the antenna is

the only option to change the transmission direction for single antenna with an angle-

dependent radiation pattern. Consider the antenna array oriented at x direction as

shown in Fig. 2.3(b), and transmit the same signal from each antenna (without em-

ploying any signal processing), the resulted wave patterns generate a beam toward

the broadside direction of the antenna array. Fig. 2.3(c) shows a situation where a

signal processor applies a gradually decreasing delay along the antenna array, prior to

the transmission. Introduction of the delay architecture (signal processing) changes

the radiation wave pattern by producing a beam into the direction of the desired

receiver. By changing the delay values appropriately, the beam can be steered to-

wards any direction in the (x, y) plane. Thus, antenna arrays combined with signal

processing techniques can be used to implement an electronically steerable transmit
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Figure 2.3: Multidimensional signal processing for transmit beamforming (a) single
antenna with no signal processing (b) antenna array with no signal processing (c)
antenna array with 2-D signal processing.

beamformer. It is clear that even with an antenna array, we require a signal process-

ing step before the transmission to obtain the desired behavior, which can never be

achieved using a single omnidirectional antenna.

2.1 2-D Discrete ST Plane Wave Signals and Their Spectra

Consider a plane wave arriving from a DOA ψ, (−90◦ ≤ ψ ≤ 90◦) as shown in Fig.

2.4(a). The direction is measured with respect to the broadside direction of the

antenna array in the counter clockwise direction. The plane wave is sampled using

an antenna array oriented in x direction with inter-antenna spacing ∆x. The time

taken to travel a plane wave from an antenna to its neighboring antenna ∆Tx can be

calculated as [19, 20]

∆Tx =
∆x

c
sinψ (2.3)
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The same plane wave shown in Fig. 2.4(a) can be represented in the (x, ct) space-time

domain as shown in Fig. 2.4(b). Here, the spatial DOA ψ is mapped into an ST DOA

θ, where the relationship between ψ and θ can be expressed as tan θ = sinψ. It is

clear that plane waves from spatial DOAs (−90◦ ≤ ψ ≤ 90◦) are confined into a 45◦

light cone (−45◦ ≤ θ ≤ 45◦) in the space-time domain.

x

ct(b)

θ

sinψ = tan θ

(a)

x

y

ψ space-time DOAspatial DOA

Plane wave w (x, ct)Plane wave w (x, ct)

45◦ Light cone

x− ct domain

x− y domain

wd (nx, nct)

Uniform linear
array

Uniform linear
array

nx = 0 nx = N − 1

Figure 2.4: Plane wave represention in (a) x− y and (b) x− ct domains.

In order to discretize the received signals, analog to digital converters (ADCs)

are employed after each antenna where sampling frequency of the ADC is denoted as

Fs = 1/∆T . Thus, the discrete domain 2-D space-time signal is given by [19, 20, 21]

wd (nx, nct) = w (∆x nx, c ∆T nct) = ws (− sinψ ∆x nx + c ∆T nct) (2.4)

where αx = − sinψ. In order to analyze the (ωx, ωct) ∈ R2 2-D frequency spec-

trum of the 2-D discretized signal, consider the 2-D Fourier transform of the signal
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wd (nx, nct) [18, 19, 20]

Wd (ωx, ωct) =
N−1∑

nx=0

∞∑

nct=−∞

wd (nx, nct) e
−jωxnxe−jωctnct (2.5)

where j =
√
−1. MD signal processing theory shows that the region of support (ROS)

of a plane wave from a DOA ψ is confined into a straight line in the (ωx, ωct) 2-D

frequency domain, which is passing through the origin and has an angle θ to the ωct

axis as shown in Fig. 2.5(a) [18]. The equation of the ROS line is given by

ωct + ωx sinψ = 0. (2.6)

Here, ROS is the region where the magnitude of the frequency spectrum is defined to

be nonzero. Fig. 2.5(b) and Fig. 2.5(c) show the frequency spectra for a signal con-

sisting of three narrowband cosine signals and three wideband Gaussian-modulated

cosine signals, respectively. Since the signals are receiving from three different angles,

60◦, 40◦, and 10◦, the frequency spectrum of each signal lies on different lines inclined

to the ωct axis. Thus, a ST filtering system, which has a line-shaped passband ori-

ented at θ (tan θ = sinψ), is required to selectively enhance signals from a DOA ψ.

In the next section, the conventional 2-D ST filtering techniques, which are

designed to directionally enhance plane waves from a particular DOA, will be re-

viewed. Generally, such systems are called as receive beamformers, since they form a

beam towards the desired direction to selectively filter out signals from a particular

DOA. This thesis covers on the receive beamforming technique, which is developed

based on the concept “MD network-resonant passive prototype networks”. Addition-
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Figure 2.5: (a) ROS of the signals from DOA ψ. 2-D (ωx, ωct) frequency spectrum
of the (b) narrowband signals and (c) wideband signals from three different angles,
60◦, 40◦, and 10◦.

ally, Chapter 8 describes a novel transmit beamforming technique based on space-time

network-resonant digital systems.

2.2 Conventional 2-D ST Filtering Techniques - Receive Beamformers

Receive mode beamformers (ST filtering techniques) employ MD signal processing

techniques (with antenna arrays) to selectively enhance signals from a particular DOA

ψ while suppressing signals from other directions and random noise. ST filtering tech-

niques can mainly be classified into two categories based on the frequency content of

the signal of interest, narrowband and wideband. Narrowband beamformers operate

only in a particular frequency band whereas wideband beamformers operate within a

large range of frequencies. Moreover, filtering techniques can be classified into time

and frequency domains based on the implementation strategy. Time domain imple-

mentation processes data at the ADC outputs directly, where as frequency domain

systems obtain the frequency spectrum of the input signals prior to the signal pro-
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cessing. Here, conventional approaches to achieve receive beamforming are discussed

briefly.

Narrowband beamformers accept input signals, which have a signal spectrum

as shown in Fig. 2.5(b), and the out-of-band interferences are suppressed employing

a bandpass filter prior to the digital signal processor. Thus, the passband of the

narrowband beamformer needs to be aligned with the input signal frequency spectrum

only at the desired frequency ωct0 [1]. A true-time-delay-sum beamformer shown in

Fig. 2.6(a) can be implemented in the analog domain where corresponding delays are

implemented using optical and electronic delay lines. Optical methods modulate the

RF signal onto an optical carrier and use long fibers to delay the signal. Electronic

methods use traditional microstrip lines or coax cables to delay the signal. Delay

line length can be changed accordingly to obtain the desired delay ∆xT . In order

to have a beam direction in ψ, delay line lengths can be selected to have delays as

shown in Fig. 2.6(a), where ∆xT = ∆x
c
sinψ. Then, the outputs of each antenna are

summed together to reinforce the effective radiation pattern of the array in the desired

direction while suppressing the waves coming from other directions. Directionally

enhanced output y (ct) can be expressed as [22, 23]

y (ct) =
N−1∑

nx=0

w (nx, c (t− (N − nx)∆xT )) (2.7)

Fig. 2.6(b) shows the system architecture of the phased array beamformer, which can

be considered as the most common type of narrowband beamformer [24]. Following
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Figure 2.6: System overview of the (a) true-time-delay-sum beamformer, (b) phased
array, and (c) 2-D Frequency response of the narrowband beamformer.

the relationship of the delay between time domain and frequency domain,

w (t− t0) ↔ W (ω) e−jωt0 , (2.8)

time domain delay t0 can be obtained in the frequency domain by multiplying the

signal by e−jω0t0 (phase rotation). Since the system is narrowband and operates at

frequency ωct0 , each antenna output is directly multiplied by the appropriate complex

phasor to obtain the required delay. Phase-rotated signals are then summed to obtain

the directionaly enhanced output y (ct) as expressed in the following;

y (nct) =
N−1∑

nx=0

w (nx, nct) ∗ e−j(N−nx−1)ωct0∆T . (2.9)

The ST filtering techniques discussed above have a passband as shown in Fig. 2.6(c)

where the signal spectrum correspond to DOA ψ and passbands are overlapped only at

the frequency ωct0. For different frequency values, the filtering angle is different from

the desired DOA. Narrowband beamformer with coefficients αnx = e−j(N−nx−1)ωct0∆T ,
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can be modeled as a spatial FIR system having the z domain transfer function [25]

TPA2D
(zx) =

1

N

N−1∑

nx=0

αN−nx−1z
−nx
x . (2.10)

Note that (2.10) contains only zero-manifolds in the array transfer function. The

selectivity of the transfer function can be enhanced by increasing the number of

antenna elements N in the array, which corresponds to the order of the spatial FIR

filter.

Wideband beamformers can be implemented in both time and frequency do-

mains [26, 27]. The time domain implementation, filter and sum architecture shown

in Fig. 2.6(c) can be considered as a array of digital FIR filters where each filter

output is then combined to obtain the beamformed output y (nct). Thus, the discrete

time output of the beamformer can be expressed as,

y (nct) =

N−1∑

nx=0

3∑

i=1

αnxiw (nx, nct − i) (2.11)
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where αnxi are the coefficients correspond to antenna index nx and ith tapped point

of the delay line. Frequency domain implementation of the wideband beamformer is

an extension of the phased array architecture that we discussed earlier. As shown in

Fig. 2.6(d), P-point FFT is employed at each of the inputs to obtain signals corre-

sponding to each frequency bin W (nx, ωcti), where ωcti =
2π
P
i, P/2 ≤ i ≤ P/2 − 1.

Outputs corresponding to the same frequency bin result a system similar to the nar-

rowband phased array. Thus, each frequency bin corresponding to ωcti is multiplied

using the complex phasor e−jωcti(N−nx−1)∆xT . Phase-rotated signals corresponding to

the same frequency bin ωcti are then summed and fed into the inverse fast Fourier

transform (IFFT) block. The following equation represents the combined output

YFFT (ωcti) at the input of the IFFT block:

YFFT (ωcti) =

N−1∑

nx=0

W (ωcti) e
−jωcti(N−nx−1)∆xT . (2.12)

Directionally enhanced output can be found at the output of the IFFT block. It is

clear that all of the beamforming systems that we described above can be considered

as FIR filtering-based architectures, which have only zero manifolds in the z domain

transfer function. In the next section, we will introduce a recently proposed time

domain wideband beamformer [20, 19], which is realized based on network resonance

of the MD IIR filters which have both zero and complex pole-manifolds in the transfer

function.

22



θ

ωct ωct

ωx ωx

−π, π

−π,−π π,−π

−π, π

π,−π−π,−π

π, π π, π
(c)(a) (b)

θ

LxSx LctSct

R

V
(S
x
,S
c
t
)

W
(S
x
,S
c
t
)

Figure 2.8: (a)2-D first order Ramamoorthy-Bruton network (RBN). Frequency re-
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2.3 Network-Resonant-Based 2-D IIR Beam Filters for Wideband ST Filtering

Recall from Section 2.1 that the signal receiving from a particular DOA ψ has a line

shaped ROS in the (ωx, ωct) plane which passes through the origin and has an angel θ

to the ωct axis. Thus, a system, which has a line/beam shaped passband and satisfies

(2.6), is required to implement a wideband beamformer. Resistively terminated pas-

sive prototype networks, also known as Ramamoorthy-Bruton networks (RBN) [18]

based on the concept of network resonance, allow synthesis of such filters, which are

IIR in nature [19, 20, 21]. Consider the 2-D ST passive network shown in Fig. 2.8(a),

where two inductors Lct and Lx are correspond to the normalized time ct and spatial

x dimensions, respectively. The S domain transfer function of the circuit H (sct, sx)

can be expressed as,

H2D (sct, sx) =
R

R + Lctsct + Lxsx
(2.13)

where sx and sct Laplace variables corresponding to two dimensions ct and x. 2-D

frequency response H2D (ejωx, ejωct) of the ST filter can be obtained by substituting
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the values sct = jωct and sx = jωx

H2D

(
ejωx , ejωct

)
=

R

R + jLxωx + jLctωct
. (2.14)

The 2-D system resonates when the condition

Lctωct + Lxωx = 0. (2.15)

is met [18, 19, 20]. This will lead to a line/beam shaped passband in the (ωx, ωct)

2-D frequency domain, as expected. By analyzing (2.6) and (2.15), we can select

Lx = cos θ and Lct = sin θ to obtain a line shape passband, which exactly lies on the

ROS of the signal receiving from DOA ψ. Fig. 2.8(b) shows the frequency response for

a beam orientation ψ = 30◦ and R = 0.01, where the magnitude |H(ejωx, ejωct) = 1|

when sin θ ωct + cos θ ωx = 0.

Following the bilinear transformation, by substituting sx = 1−z−1
x

1+z−1
x

and sct =

1−z−1
ct

1+z−1
ct

, a 2-D z domain transfer transfer function corresponding to (2.25) can be

obtained as [19, 20]

T2D(zx, zct) =
(1 + z−1

x )
(
1 + z−1

ct

)

1 + b01z−1
x + b01z

−1
ct + b11z−1

x z−1
ct

(2.16)

where its coefficients are bij =
R+(−1)i cos θ+(−1)j sin θ

R+cos θ+sin θ
. Here, θ and R set the angular ori-

entation and sharpness of the passband, respectively. Note that, unlike conventional

beamformers, which have only zero manifolds in the transfer function, 2-D IIR beam

filters have both zeros and complex-pole manifolds in the transfer function. Since

(2.16) does not depend on the antenna array size (number of antenna elements), the

transfer function is applicable only if the array size is large enough to stabilize the
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impulse response of the beam filter or the array size is infinite. An array transfer

function, which accounts the number of antenna elements in the array, is obtained

in Chapter 3. Fig. 2.8(c) shows an example 2-D magnitude frequency response com-

puted by evaluating (2.16) on the unit bi-circle zk = ejωk , k ∈ {x, ct}, for beam

orientation ψ = 30◦ and R = 0.01. The discrete domain 2-D frequency response

exhibits frequency warping due to the application of bilinear transform [28]. Due to

warping, when the beam filter is designed for DOA ψ, the actual beam direction in

the array factor is not exactly ψ and is given by [29, 30]

ψ′ = sin−1

[
2

ωct0
tan−1

[

sinψ tan
(ωct0

2

)]]

, (2.17)

where ωct0 is the temporal frequency at which the array factor is computed. Thus,

the filter coefficient calculation needs to follow ψ′′ given in

ψ′′ = sin−1

[

tan
(
ωct0
2

sinψ0

)

tan
(
ωct0
2

)

]

, (2.18)

when implementing a 2-D IIR beam filter to enhance signals from ψ0.

2.4 Practical Bounded-Input-Bounded-Output (p-BIBO) Stability of 2-D IIR Beam

Filters

Since the underlining transfer function is IIR in nature, maintaining the stability of

the system is more critical during the actual implementation. For a 2-D discrete

system defined by its 2-D impulse response h (nx, nct), conventional BIBO stability

implies that all bounded 2-D input sequences |w (nx, nct) | < ∞ should result in a
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bounded 2-D output sequence |y (nx, nct) | <∞ when computed recursively in a spa-

tially and temporally unbounded grid given by G ≡ (nx, nct) [31]. Thus, conventional

BIBO stability requires the 2-D impulse response of the system to be absolutely

summable in G, leading to the stability requirement given by [31]

∞∑

nx=0

∞∑

nct=0

|h (nx, nct) | <∞. (2.19)

However, in a practical scenario where the spatial index nx of the ULA is always

bounded by the number of elements in the array, summation in (2.19) never goes

up to infinity. Thus, the definition of conventional BIBO stability fails to provide

sufficient insight in the presence of 2-D recursive systems comprising of finite elements.

Alternatively, Practical BIBO provides a lenient, yet practically relevant stability

requirement where one of the multiple dimensions is allowed to be unbounded while

preserving p-BIBO stability [32]. Under p-BIBO, the stability criterion in (2.19) is

reduced to
N−1∑

nx=0

∞∑

nct=0

|h (nx, nct) | <∞ (2.20)

where the spatial index of the computational grid is allowed to be bounded. It has

been proven that discrete domain transfer functions T (zx, zct) derived based on a

RBN are guaranteed to be p-BIBO-stable [32]. Selection of the filter coefficients

Lx ≥ 0, Lct ≥ 0 and R ≥ 0 make the filter stable for 0◦ ≤ ψ90◦.
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2.5 MD Signal Processing With Rectangular Apertures

In this section, we describe the MD properties of 3-D ST plane waves signals fol-

lowed by introducing rectangular antenna array-based MD processing techniques to

directionally enhance plane waves. Application of planar array beamformers includes

radar, 3-D volume scanning systems, threat tracking and detection systems, which

can mainly be found in mission critical military applications.

2.5.1 3-D Discrete ST Plane Wave Spectra

Consider a 3-D plane wave w (x, y, ct) = ws (sinψ cosφ x+ sinψ sinφ y + ct) arriving

from a DOA (ψ, φ) , where ψ is the elevation angle, φ is the azimuth angle and ws (t) is

the transmitted signal from the transmitter as shown in Fig. 2.9(a). The plane wave

is spatially sampled using an uniform rectangular antenna array oriented in x − y

plane with Nx × Ny antenna elements (with same omnidirectional characteristics),

where inter-antenna spacing for each direction is selected as ∆d. Nx and Ny are the

number of antenna elements in x and y directions respectively. The output of each

antenna element is sent through a low noise amplifier, bandpass filter prior to the

ADC, which take samples in every ∆T seconds, where sampling frequency Fs =
1

∆T
.

3-D discrete signal w (nx, ny, nct) [18, 30]

w (nx, ny, nct) = ws (sinψ cosφ ∆d nx + sinψ sin φ ∆d ny + c∆T nct) (2.21)

can be obtained at the output of the ADCs. The ROS and frequency domain prop-

erties of the 3-D plane wave can be determined by obtaining the Fourier transform
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Figure 2.9: (a) A plane wave signal in (x, y, z) with the DOA (ψ, φ). (b) The line-
shaped spectral ROS of the plane wave signal. (c) 3-D frequency spectrum for in-
coming signals from (30◦, 90◦), (50◦, 180◦), and (20◦, 270◦).

of the 3-D discrete signal w (nx, ny, nct). MD signal processing theory shows that the

ROS of the plane wave coming from a DOA (ψ, φ) is confined to a straight line in

the (ωx, ωy, ωct) ∈ R3 3-D frequency domain, which is passing through the origin,

has an angle θ to the ωct axis and an angle φ to ωx axis (See Fig. 2.9(b)). Here

tan θ = sinψ, ωx, ωy are the normalized spatial frequency variables, and ωct is the

temporal frequency variable [18]. The equation of the ROS line is given by

ωx
sin θ cos φ

+
ωy

sin θ sinφ
+

ωct
cos θ

= 0. (2.22)

Fig. 2.9(c) shows the 3-D frequency spectrum of the signal consisting with 3 wide-

band signals from DOAs (30◦, 90◦), (50◦, 180◦), and (20◦, 270◦), which satisfy (2.22).

Thus, 3-D wideband beamformers necessitate to having a line/beam-shaped passband

described by Eq. 2.22 to selectively enhance the signal from the DOA (ψ, φ). The

next section will briefly describe the theory of the FFT-based conventional 3-D beam-

formers followed by introducing the network-resonant-based 3-D IIR beam filters.
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2.5.2 FFT-based Wideband Space-Time Array Processor

A 3-D narrowband phased array beamformer (can be derived based on the 2-D phased

array described in Section 2.2) delays the signals at each antenna with a proper time

and coherently add them to obtain the directionally enhanced output. Thus, the

z domain transfer function TPA3D
(zx, zy, zct) of the ST phased array operating at

frequency ωct can be expressed as

TPA3D
(zx, zy, zct) =

Nx−1∑

nx=0

Ny−1
∑

ny=0

αNx−nx−1,Ny−ny−1z
−nx
x z−nyy (2.23)

where αnxny = e−jωct0∆xyT and ∆xyT = 1
c
(sinψ cosφ∆d nx + sinψ sinφ∆d ny) is the

time taken for plane wave to travel from the origin of the x− y plane to any antenna

position (nx, ny). Note that the TPA3D
(zx, zy, zct) has only zero manifolds in the

transfer function. The wideband version of the phased array, a FFT-based STAP

beamformer, is a frequency domain beamforming technique [27, 26]. As shown in

Fig. 2.10, P-point FFT is employed at each of the antenna outputs to obtain signals

corresponding to each frequency bin W (nx, ny, ωcti), where ωcti =
2π
P
i, P/2 ≤ i ≤

P/2−1. Collectively, outputs corresponding to the same frequency bin result a system

similar to the narrowband phased array. Thus, each frequency bin corresponding

to ωcti is multiplied using the complex phasor e−jωcti∆xyT to delay the signal for a

proper time. Phased-rotated signals corresponding to same frequency bin ωcti are

then summed and fed into the IFFT block. The following equation represents the

combined output YFFT (ωcti) at the input of the IFFT block:

YFFT (ωcti) =
N−1∑

nx=0

N−1∑

ny=0

W (nx, ny, ωcti) e
−jωcti∆nxnyT . (2.24)

29



α1,Ny,k

(1,N)

y

(1,1)

Rectangular antenna array

(N,N)

y(t)

kth bin

αNx,1,k

kth bin

x

IFFT

F
F
T

F
F
T

F
F
T

F
F
T

Figure 2.10: System architecture of the FFT-based wideband STAP

The directionally enhanced output y (nct) can be found at the output of the IFFT

block. Since the wideband FFT-based STAP beamformer is an extension of the nar-

rowband phased array beamformers described by Eq. 2.23, the complete system can

be considered as a FIR filter-based beamformer, which contains only zero manifolds

in the z domain transfer function TSTAP (zx, zy, zct).

2.5.3 Network-Resonant 3-D IIR Beam Filters

Three dimensional (3-D) IIR filters having beam-shaped passbands in ω ≡ (ωx, ωy, ωct)

can be designed using the concept of multidimensional passive network resonance [18]

(similar to the 2-D case with an additional inductor Ly for spatial direction y). Con-

sider the 3-D Laplace transform domain transfer function H (sx, sy, sct) of a resistively
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terminated inductor-resister prototype network given by [18, 33]

H (sx, sy, sct) =
R

R + sctLct + sxLx + syLy
, (2.25)

where R > 0 is the resistive termination and Lx, Ly, Lct are passive inductor values.

Laplace variables sx, sy and sct correspond to spatial variable x, y and time variable,

ct, respectively. The frequency response of this transfer function can be obtained by

setting sx = jωx,sy = jωy and sct = jωct, leading to

H(ejωx, ejωy , ejωct) =
R

R + jωxLx + jωyLy + jωctLct
. (2.26)

Note that (2.26) exhibits resonance when Lxωx+Lyωy+Lctωct = 0 condition

is met, which leads to the passband shape of a plane in the 3-D frequency domain,

normal to the vector (Lx, Ly, Lct), as shown in Fig. 2.11(a-b) [18]. By cascading two

such frequency planar filters, a beam-shaped passsband in ω can be formed, due to

the intersection of frequency planar passbands. For each elemental frequency planar

filter, the parameter R > 0 sets the selectivity of the planar passband, and Lx, Ly, Lct

set the orientation of the frequency plane [18]. Fig. 2.11(c) shows the beam-shaped

filter passband that encompasses the plane wave spectra that need to be enhanced.

The digital counterpart of the 3-D IIR frequency planar filter of the transfer

function in (2.25) can be determined by following the 3-D bi-linear transform given

by sk =
1−z−1

k

1+z−1
k

, k ∈ {x, y, ct}. Following algebraic manipulations, the 3-D z-transform

domain transfer function of the two frequency planar filters are given by [18, 33]
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Figure 2.11: (a) Frequency response of the frequency planar filter. (b) Cascading two
frequency planar filters. (c) Line-shaped passband in the (ωx, ωy, ωct) domain.

Tm(zx, zy, zct) =

1∑

i=0

1∑

j=0

1∑

k=0

z−ix z
−j
y z−kct

1∑

i=0

1∑

j=0

1∑

k=0
︸ ︷︷ ︸

i+j+k 6=0

bijkz−ix z
−j
y z−kct

, (2.27)

where the subscript m = 1, 2 denotes the index of the frequency planar filters (i.e

two filters in cascade), and the filter coefficients bijk are recalled here as bijk =

R+(−1)iLx+(−1)iLy+Lct(−1)k

R+Lx+Ly+Lct
[33]. Each frequency planar filter given by (2.27) corre-

sponds to an input-output recurrence relationship described by the 3-D spatio-temporal

difference equation given by

y (nx, ny, nct) =

1∑

i=0

1∑

j=0

1∑

k=0

w (nx − i, nx − j, nct − k)−

1∑

i=0

1∑

j=0

1∑

k=0
︸ ︷︷ ︸

i+j+k 6=0

bijk y (nx − i, ny − j, nct − k) . (2.28)
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Figure 2.12: (a) Frequency response of the discrete domain frequency planar filter
(b) Cascading two digital frequency planar filters (c) Obtained line/beam shaped
passband in the (ωx, ωy, ωct) domain.

The complete transfer function of the 3-D IIR digital beam filter is therefore given

by

T3D(zx, zy, zct) = T1(zx, zy, zct)T2(zx, zy, zct). (2.29)

Since this transfer function does not account for the number of elements in the antenna

array, it is applicable only if the array size is large enough to stabilize the impulse

response of the beam filter or the array size is infinite. The frequency response

function is computed by setting zk = ejωk , k ∈ {x, y, ct} in (2.29) and has a beam-

shaped passband in ω as shown in Fig. 2.12. Selection of the passband orientation

parameters Lx, Ly, Lct for each frequency planar filter in (2.29) depends on the DOA

(ψ, φ) of the plane wave signal to be enhanced, and can be obtained by following

the algorithm presented in [34]. Because the filter coefficients bijk for each frequency

planar filter can be evaluated in closed-form as functions of the beam direction (DOA)

(ψ, φ), electronic beam steering can be achieved in real-time.
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CHAPTER III

DIRECTIONAL SPECTRUM SENSING AND CYCLOSTATIONARY FEATURE

EXTRACTION USING 2D IIR BEAM FILTERS

Due to explosive growth in wireless communications, the electromagnetic spectrum

has become increasingly congested [35]. CR solutions for increasing spectral utiliza-

tion require “spectrum sensing”. Conventional sense algorithms are based on tech-

niques such as cyclostationary feature detection, energy detection, waveform sensing,

and matched filtering [36]. However, these algorithms are generally non-directional

and therefore do not provide information about the direction of primary and sec-

ondary users (PU/SUs) [36, 37, 38]. Beamforming allows the selective enhancement

of RF planar waves based on their DOA, leading to increased flexibility at MAC

and network layers. However, beamforming methods such as digital phased-arrays

are computationally expensive and are typically narrowband in nature. This prob-

lem is addressed by proposing low complexity spatio-temporal aperture algorithms

based on MD digital recursive filters [28]. The ultimate objective of this work is to

sense the primary and secondary users’ DOAs, locations, carrier frequencies, modu-

lation/features (waveforms), polarizations, and eventually other physical parameters

such as higher order (non-planar) propagation modes.
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Conventional spectrum sensing methods search for white spaces mainly in

three dimensions, time, frequency and geographical area of the PU. However, di-

rectional spectrum sensing methods explore a new dimension which is the DOA of

the PUs, to introduce another degree of freedom to the CR systems. The dimen-

sion, DOA of the PU, is different from the geographical area. Consider a situation

where both PU and SU (with highly directional communication) are located in the

same geographical area with a minimum interference to each other. Spectrum sensing

with only geographical area information may not allow to initiate SU communication,

since they are in the same physical location. However, with the directional sensing ap-

proach, SU can communicate in directions where they have insignificant interference

to the PU. This will allow multiple users to use the same frequency band to transmit

their signal at the same time in the same geographical area. To gain the advantages

of such methods, transmit and receive beamforming techniques need to be employed

with both PU and SU for directional communication. Directional spectrum sensing

methods may increase the hardware and computational implementation complexity

of the complete CR system while enhancing the spectral utilization.

Depending on the direction estimation method, directional spectrum sensing

can be classified into two main categories, DOA estimation algorithm based methods

which employ algorithms such as multiple signal classification (MUSIC)[39], Capon

and estimation of signal parameters via rotational invariance technique (ESPRIT) to

estimate the PU direction and ST filtering based methods which use beamforming

techniques to estimate the direction of the PU. Both methods utilize an antenna
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Figure 3.1: Directional spectrum sensing methods.

array based beamforming technique for directional communication. DOA estimation

algorithm based methods decide the PU direction by analyzing the information at

the antenna array (prior to the beamforming techniques)[40] while the beamforming

based approaches estimate the DOA utilizing signals at the beamformer output as

shown in 3.1 (eg: energy detection at the directionally enhanced output).

The MUSIC algorithm along with the maximum to minimum eigenvalue

(MME) detector has been proposed to estimate the DOA of the PUs and the presence

of the PU’s [41]. Initially the algorithm checks the existence of the PU by applying

MME detection to the outputs of each antenna wi (n) where i ǫ {0, 1, ..., N − 1} and

N is the number of antennas in the array. Then if no PU is detected, SU changes

its radio parameters to transmit signals in any direction. If it detects any PUs in

the environment, SU continues to estimate the DOA of the PU using MUSIC al-

36



gorithm and forces the CR to avoid the detected directions from SU transmissions.

MUSIC algorithm calculates its power spectral function which is called MUSIC spec-

tral (PMUSIC (θ)) using the sample covariance matrix of antenna outputs. Peaks in

the PMUSIC (θ), corresponds to the PU’s DOAs. As an improvement, [42] proposed

a wideband directional spectrum sensing method which uses fourth-order cumulants

matrix of the received signal to sense the spectrum and to estimate DOAs of PUs.

In [40, 43], existing DOA estimation methods such as MUSIC, Capon and ESPRIT

are analyzed in order to show the possibility of using these methods in CR systems

to increase the spectral opportunities.

In the beamfroming based DOA estimation method, beamformer scans the

environment and use an energy detection with the directionally enhanced output to

obtain the power distribution along the environment. Peak detection algorithm can

then be applied on the power distribution to estimate the DOAs of each PUs. This

will result a map of the existing PUs and their DOAs. At a particular detected DOA,

conventional spectrum sensing methods such as cyclostationary detection can be used

to detect the occupied frequencies and modulation schemes. In the next section, a

low complex, 2-D network resonant beam filter based directional spectrum sensing

architecture along with their basic theory and implementation is introduced.

3.1 Overview of Proposed Spectrum Sensing and Feature Extraction Architecture

A combined approach using low complexity array processing based on 2-D IIR digital

beam filters with cyclostationary feature extraction for sensing the DOA, frequency
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and modulation of radio sources in a CR environment is proposed. Towards this goal,

an unobtrusive low-cost wideband Archimedean spiral antenna is also proposed for

the antenna array. Let Si denote a radio source within the CR environment, where

i = 1, 2, .... The proposed directional feature extraction scheme can potentially be

employed at the physical layer of a sensing station. The directional feature detection

output for source Si is denoted by Si [d, f,m], where d is the DOA, f is the RF carrier

frequency andm is the modulation scheme. Fig. 3.2 shows an overview of the proposed

directional feature extraction system. A ULA of N Archimedean spiral antennas are

employed to spatially sample the propagating radio waves. The inter-antenna spacing

is ∆x = λmin/2 = c/2Fmax, where λmin, c and Fmax are the shortest wave length,

propagation speed and the maximum frequency of the RF signal of interest. Output

of each antenna is connected to a front-end RF processing block, which typically

contains a tunable notch filter to attenuate known out-of-band interference, a low
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noise amplifier (LNA), a low pass filter and an ADC. This results in a 2-D discrete

domain spatio-temporal input sequence w (nx, nct), where nx = 0, 1, 2, ...N − 1 is the

antenna index and nct = 0, 1, ... is the temporal sample index. The signal w (nx, nct)

is processed by the proposed system to extract features pertaining to a given source

Si such as the direction, frequency and modulation scheme.

3.1.1 Center-Fed Archimedean Spiral Antenna

Spiral antennas are frequency independent with radiation mechanism occurring at re-

gions where the circumference of the spiral equals an integer multiple of a wavelength

[44]. Thus, for a circular spiral, the radiation bands occur when the antenna diameter
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D = nλ/π. The lowest operating frequency of the antenna is determined by the spiral

outer circumference while, the highest operating frequency can be varied by adjust-

ing the number of turns [45]. The proposed spiral antenna is shown in Fig. 3.3(a),

which consists of 2.7 turns and an expansion coefficient of 1.1. This antenna was

simulated using Ansoft HFSS computational electromagnetic tool for FR4 substrate

with a dielectric constant of 4.4, a dielectric loss tangent of 0.02, and a thickness of

1.6 mm. The antenna has a center-feed that was simulated as a lumped port with

a 50 Ω impedance. The diameter is 40 mm. Fig. 3.3(b) shows the full-wave simu-

lated reflection coefficient (S11). The frequency performance demonstrates a broad

impedance bandwidth from 2.4 GHz to 6 GHz. Fig. 3.3(c) shows the 3-D far-field

radiation pattern simulated at 2.4 GHz and 4 GHz, respectively. The patterns are

nearly symmetrical in the azimuthal plane as required.
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3.1.2 DOA Estimation Employing 2-D IIR Digital Beam Filters

Recall from Chapter 2 that the network resonant 2-D IIR beam filter has the z domain

transfer function T (zx, zct)

Y (zx, zct)

W (zx, zct)
= T (zx, zct) =

(1 + z−1
x )

(
1 + z−1

ct

)

1 + b10z−1
x + b01z

−1
ct + b11z−1

x z−1
ct

(3.1)

where its coefficients are bij =
R+(−1)iLx+(−1)jLct

R+Lx+Lct
, Lx = cos θ and Lct = sin θ. Here θ

and R set the angular orientation and sharpness of the passband, respectively. The

z domain transfer function given in (3.1) is applicable only if the array size is large

enough to stabilize the impulse response of the beam filter or the array size is infinite.

The 2-D difference equation corresponding to (3.1) can be expressed as

y (nx, nct) = w (nx, nct) + w (nx − 1, nct) + w (nx, nct − 1)−

b01y (nx, nct − 1)− b10y (nx − 1, nct)− b11y (nx − 1, nct − 1) (3.2)

where directionally enhanced output is obtained as y (N − 1, nct) for a ULA with

N number of antenna elements (0 ≤ nx ≤ N − 1). 2-D IIR beam filter can be

implemented as a high-speed low complexity systolic array architecture and Fig. 3.4

shows the signal flow graph of the 2-D beam filter for digital realization. Zero initial

conditions are defined as w (−1, 0) = 0, w (0,−1) = 0, y (0,−1) = 0, y (−1, 0) = 0,

and y (−1,−1) = 0 to satisfy stability conditions [19]. In order to obtain an aperture

size dependent z domain transfer function, we rearrange (3.1) as

Y (zx, zct) = P (zct)W (zx, zct) + P (zct) z
−1
x W (zx, zct) +Q (zct) z

−1
x Y (zx, zct) (3.3)
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where P (zct) =
1+z−1

ct

1+b01z
−1
ct

and Q (zct) =
−(b10+b11z−1

ct )
1+b01z

−1
ct

. Application of inverse z domain

transform with respect to the spatial variable leads to a mixed domain input output

relationship

Ym (nx, zct) = P (zct)Wm (nx, zct) + P (zct)Wm (nx − 1, zct) +Q (zct) Ym (nx − 1, zct) .

(3.4)

With the initial conditions Wm (−1, zct) = 0 and Ym (−1, zct) = 0, we can obtain

following mixed domain relationships.

Ym (0, zct) = P (zct)Wm (0, zct)

Ym (1, zct) = P (zct) [Wm (1, zct) +Wm (0, zct)R (zct)]

Ym (2, zct) = P (zct) [Wm (2, zct) +Wm (1, zct)R (zct) +Wm (0, zct)Q (zct)R (zct)]

Ym (3, zct) = P (zct)

[

Wm (3, zct) +Wm (2, zct)R (zct)

+Wm (1, zct)Q (zct)R (zct) +Wm (0, zct)Q (zct)
2R (zct)

]
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is tuned to filter signals from DOA 30◦. (c) Frequency specturm at the output of the
beam filter.

...

Ym (N − 1, zct) = P (zct)

[

Wm (N − 1, zct) +Wm (N − 2, zct)R (zct) +Wm (N − 2, zct)

Q (zct)R (zct) + . . .+Wm (0, zct)Q (zct)
N−2R (zct)

]

Here R (zct) = 1 + Q (zct). Following the inverse z transform, the 2-D z transform

domain transfer function of the N element 2-D IIR beam filter can be obtained as

T (zx, zct) =
Y (zx, zct)

W (zx, zct)
= P (zct)

[

R (zct)
N−2∑

k=0

Q (zct)
k z−(k+1)

x + 1

]

. (3.5)

The array factor produced by T (zx, zct) is obtained by evaluating the 2-D

frequency response T (ejωx, ejωct) at a given temporal frequency ωct0 as function of

the spatial angle ψ by setting ωx = −ωct0 sinψ [46]. The array factor is given by

AT (ψ, ωct0) =
∣
∣T

(
e−jωct0 sinψ, ejωct0

)∣
∣. Fig. 3.5(a) shows the array factor comparison

between (3.1) (does not take into the account array size) and (3.5) (accounts array

size). Fig. 3.6(b) depicts the corresponding array factor in polar domain. Let the

43



radiation pattern of a single spiral antenna is AE (ψ, φ, ωct), where ψ and φ are the

elevation and azimuth angles, respectively. The total array response at temporal

frequency ωct0 is given by AE (ψ, φ0, ωct0)AH (ψ, ωct0), where we fix the azimuth angle

at φ0 in the 3-D antenna pattern.

Two dimensional IIR digital beam filters have been proposed for the direc-

tional wave enhancement using ULA of antennas [28]. Recall from Chapter 2 that

such filters have beam shaped passbands in the 2-D spatio-temporal frequency domain

ω ≡ (ωx, ωct) ∈ R2, where ωk is the frequency variable corresponding to k ∈ {nx, nct}

[18]. Performance of the 2-D IIR beam filter in terms of the directional enhance-

ment of wideband signals is shown in Fig. 3.6. Fig. 3.6 (a) shows the 2-D frequency

spectrum of the input signal with three wideband signals from DOAs 10◦, 30◦ and

60◦. 2-D IIR beam filter coefficients are calculated such that it enhances signals from

DOA 30◦. Fig. 3.6(b) and Fig. 3.6(c) show the beam shaped frequency response of

the filter and the output frequency spectrum, respectively. It is clear that the beam

filter is able to filter frequency content of the desired DOA. Fig. 3.7 shows the time

domain results for the same simulation where interferences from 10◦ and 60◦ have

been suppressed more than 14 dB and 13.5 dB at the output of the 2-D IIR beam

filter, respectively.

Similar results can also be obtained using conventional wideband beamform-

ers such as FFT based phase rotation that we discussed in Chapter 2. The motivation

behind the use of recently proposed 2-D IIR beam filter instead of the conventional

methods to directionally enhance the signals is the the low hardware complexity of
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Figure 3.7: (a)Time domain representation of the three signals from DOAs 10◦, 30◦

and 60◦.(b) Output at the beam filter which enhance the signal from 30◦.

the beam filter. Consider the hardware complexity for single antenna. 512-point

FFT based phase rotation requires 3
2
512 log2 512 = 6912 real multipliers for the FFT

calculations and 512 × 3 real multipliers for the phase rotation where as 2-D IIR

beam filter requires only 3 real multipliers per antenna. Thus the proposed beam

enhanced spate-time beam filter realization only utilize < 0.5% of the hardware that

the conventional method is using to gain the same performance.

The DOA estimation block shown in Fig. 3.2, scans the CR environment by

producing an electronically steered beam using a 2-D IIR digital beam filter. For each

beam direction ψ ∈ [0, π/2], the energy of the directionally enhanced output yψ (nct)

is computed, leading to a spatial energy distribution function E (ψ). For each RF

source (and reflection thereof), E (ψ) contains a local maxima, which is found by

employing a peak detection on E (ψ). The output of the DOA estimation block is

therefore a set of directions ψi, i = 1, 2, ....
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3.1.3 Cyclostationary Feature Extraction Algorithm

Cyclostationary feature extraction has been proposed for spectrum sensing in CR

systems [36]. Processes with periodic first order statistics (such as mean and auto-

correlation) are called cyclostationary where the resulting periodicity is termed as

second order periodicity. Typically, modulated signals and vibration noise produced

by rotating machines can be considered as examples for the practical cyclostationary

processes. Consider a cyclostationary process x(t) with the statistics:

Mx (t + T0) =Mx (t)

Rx (t+ T0, τ) = Rx (t, τ)

where Rx(t, τ) = E{x (t+ τ/2)x∗ (t− τ/2)} is the autocorrelation of process

x(t) with time difference τ , Mx(t) is the mean of the process x(t) at time t, T0

is the period of the periodicity. Features embedded in cyclostationary signals such

as modulation scheme, carrier frequency can be exploited by analyzing the spectral

correlation function (SCF) which can be obtained using the cyclic autocorrelation

function (CAF). CAF can be considered as the fundamental parameter of the second-

order periodicity. If the autocorrelation of the process is periodic with T0, it has its

own fundamental frequency, called as the cycle frequency (α), which is obtained by

α = m
T0

,where m is an integer. Autocorrelation, Rx(t, τ), of the process x(t) can be

expressed using the Fourier series as follows[47],

Rx (t, τ) =
∑

α

Rα
xe

j2παt (3.6)
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where Rα
x (τ) is the CAF with cycle frequency α, which can be expressed as

Rα
x (τ) = lim

T→∞

1

T

∫ T/2

−T/2

Rx(t, τ)e
−j2παt dt. (3.7)

CAF provides the basic autocorrelation function of the signal, if the cycle frequency

is equal to 0 (i. e. α = 0). According to the cycle Wiener relation, the SCF can be

obtained by taking the Fourier transform of the CAF,

Sx (f, α) =

∫ +∞

−∞

Rα
x(τ)e

−j2πft dt (3.8)

SCF shows unique signatures for different modulation techniques and even for differ-

ent orders of the same modulation technique as well. Fig. 3.8(a-b) shows the SCF

for binary phase-shift keying (BPSK), quadrature phase shift keying (QPSK), which

provides different peak profiles for each modulation scheme and will lead to automatic

classification of the modulation scheme. Due to the symmetric nature of the higher-

order quadrature amplitude modulation (QAM), SCF provides the same signature

as QPSK. Thus, a different classifier is required to differentiate higher-order QAM.
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Furthermore, it can be shown that the α = 0 line of the SCF, corresponds to the

power spectral density (PSD) function of the received signal as shown in Fig. 3.9.

This can be used to locate the carrier frequency of the received signal.

Characteristics of the SCF under a noisy environment provide more advan-

tages when the method applies in a very low SNR environment. Since additive AWGN

is a stationary process, there is no spectral correlation between the cyclostationary

signal and the AWGN. This will lead to obtain better detection capability for mod-

ulation detection, in low SNR environments. Since α = 0 corresponds to the PSD of

the received signal, effect of noise can only be seen along the α = 0 line and preserve

required information outside the α = 0 line to detect the modulation. This empha-

sis the selection of cyclostationary based feature detection method for our proposed

architecture.
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Algorithm 1 Spatio-temporal directional feature extraction

Require: 2-D spatio-temporal ULA input signal w (nx, nct).

Ensure: Direction (d), frequency (f), modulation (m)

Step 1: Estimate the DOAs using steerable 2-D IIR beam filter to obtain direction

estimates ψi, i = 1, 2, ....

Step 2: For each estimated DOA ψi, compute the directionally enhanced output

yψi (nct).

Step 3: Compute the SCF Sψi(α, f) using (3.8).

Step 4: Estimate the frequency fi in each direction using Sψi(0, f).

Step 5: For each ψi, compute the corrected source direction ψ′
i using (2.17), where

ωct0 = 2πfi/c.

Step 6: Examine unique signatures of Sψi(α, f) to decide the modulation scheme

in each direction ψi

By using the unique signatures in the SCF Sψi (α, f), the frequency and mod-

ulation pertaining to each direction ψi is estimated. The complete directional feature

extraction process corresponding to Fig. 3.2 can be summarized by Algorithm 2.

3.2 Simulated Directional Feature Extraction

Three simulation scenarios are considered to illustrate the directional feature ex-

traction scheme described by Algorithm 2. Three carrier frequencies 2.4, 3 and

4 GHz that correspond to normalized temporal frequencies f1 = 0.22, f2 = 0.27

and f3 = 0.36, where 0 ≤ fi ≤ 0.5, are considered assuming the maximum frequency
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Figure 3.10: (a) Source distribution, (b) spatial energy distribution E (ψ) and (c)-(h)
various feature detection outputs corresponding to the simulation scenario 1.

of Fmax = 5.5 GHz. Two modulation schemes, binary phase shift keying (BPSK)

and quadrature phase shift keying (QPSK) are utilized for simulations with signal to

noise ratio (SNR) of 6 dB and a ULA of 64 spiral antennas.

Scenario 1 : Consider three RF sources Si, i = 1, 2, 3 as in Fig. 3.10(a), where

sources S1 and S2 have the same modulation type, BPSK, and occupy two different

carrier frequencies 2.4 GHz and 3 GHz. Sources S1 and S3 have the same channel
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Table 3.1: Source direction estimation

Source S1 S2 S3

Actual angle (ψi) [Deg] 12 30 60

Estimated angle[Deg] 12.11 30.10 60.17

frequency 2.4 GHz, and different modulation types. Fig. 3.10(b) shows the spatial

energy distribution E (ψ) obtained from step 1 in Algorithm 2, leading to three DOAs

ψi, i = 1, 2, 3 . As given by (2.17), the actual source directions ψ′
i have to be ob-

tained from ψi , after the carrier frequencies are estimated using the SCF. Then the

SCF Sψi(α, f) for each DOA ψi, i = 1, 2, 3 is computed as shown in Fig. 3.10(c)-

(e). Fig. 3.10(f)-(h) show the corresponding Sψi(0, f) for each DOA, from which the

carrier frequency pertaining to each DOA can be found (step 4), since α = 0 line

represent the PSD of the signal. As step 5, the source directions ψ′
i are computed

using (2.17) and table 3.1 lists the actual and estimated source directions for each

source Si, i = 1, 2, 3. As shown in Fig. 3.10(c) and (e) the modulation schemes BPSK

(of S1) and QPSK (of S3) can be resolved based on their different peak profiles in the

SCF. For S1 and S2, we have the same SCF peak profiles as shown in Fig. 3.10(c) and

(d). However, these peaks occur at distinct points in the (α, f) plane due to different

carrier frequencies.

Next, we consider how the directional feature extraction can be used to re-

duce detection space in a multipath environment.
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Scenario 2 : As shown in Fig. 3.11(a), two sources S1, S2 with same modulation

and different carrier frequencies are considered, where one is a reflection of other.

The energy distribution shown in Fig. 3.11(b) implies four DOAs, two of which are in

fact due to reflections. With apriori knowledge on the number of sources within the

domain of interest (in this case two), one can reduce the detection space by exploiting

the SCF for each direction. However, additional parameters such as signal strength

has to be employed to differentiate the direct and the reflected wave. Since both

sources use the same modulation, frequency is the differentiation factor and can be
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extracted by SCF when α = 0 (Sψi(0, f)) as shown in Fig. 3.11(c)-(g). Sψ1(0, f) and

Sψ4(0, f) correspond to the same frequency and therefore we can assume that the two

directions correspond to the direct and reflected paths of the same source.

Scenario 3 : As shown in Fig. 3.12(a), two sources S1 and S2 with different mod-

ulations and same carrier frequency are considered. The energy distribution in

Fig. 3.12(b) implies four source directions, where two of them are due to reflections.

Fig. 3.12(c)-(f) show the SCF for the four directions. We obtain two pairs of identi-
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cal peak profiles, from which the detection space can be halved when considering the

identical SCFs to be corresponding to the source Si and its reflection.

3.3 Conclusions

A combined approach of low complexity antenna array signal processing and cy-

clostationary feature extraction is proposed for spatio-temporal directional feature

detection in a CR environment. An Archimedean spiral antenna operating in the

frequency range 2-6 GHz is proposed and is used in a linear array configuration to

spatially sample the radio waves. 2-D IIR digital beam filters are proposed for the

directional radio wave enhancement. Simulated examples are discussed, where spatio-

temporal features such as direction, frequency and modulation of radio sources are

estimated, which in turn can be used to derive high level network protocols towards

achieving enhanced access to radio spectrum.
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CHAPTER IV

DIRECTION/LOCATION ESTIMATION AND MODULATION DETECTION

FOR RF SOURCES USING STEERABLE 3-D IIR DIGITAL BEAM FILTERS

In this chapter, the application of rectangular antenna array based 3-D IIR beam

filter to estimate the directional, location, and modulation information pertaining

to radio sources in a CR environment is discussed. Consider a propagating far field

radio wave denoted by w (x, y, z, ct), where x, y, z represent the 3-D Cartesian space

and ct is time t normalized by the wave propagation speed c. Conventional RF-to-

bits direct conversion single antenna receivers lead to a 1-D temporal signal of the

form w (nct) = w (0, 0, 0, c∆Tnct), where ∆T is the sampling period of the ADC, and

subsequently performs 1-D sensing on w (nct) in the time-frequency domain. However,

receivers equipped with a planar array of antennas on the x − y plane can extract

both spatial and temporal variations of the radio waves leading to a 3-D spatio-

temporal signal of the form w (nx, ny, nct) = wp (∆xnx,∆yny, 0, c∆Tnct), where ∆x

and ∆y are the inter antenna spacing. Here, nx, ny are the antenna indexes and

nct is the time sample index. Such 3-D spatio-temporal signals can be processed at

the physical layer to extract additional information pertaining to radio sources such

as direction, location, and modulation type which can potentially be exploited to
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using a planar antenna array and 3-D IIR digital filter.

optimize higher layer protocols that deal with signal routing and resource allocation

in order to achieve better utilization of radio spectrum.

4.1 Overview of the Proposed Architecture

Fig. 4.1 shows an overview of the proposed system that employs multiple direction

and modulation estimator (DME) stations and a fusion center. Each DME station is

equipped with a planar array of broadband antennas and an array processing module

based on 3-D IIR digital beam filters. 3-D IIR filters are employed as a low complexity

alternative to digital phased arrays to perform highly directional spatio-temporal

filtering of radio waves (i.e. beamforming) [48, 49]. We assume an RF-to-bits type

direct conversion at each DME station leading to a 3-D spatio-temporal sequence
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w (nx, ny, nct). Each DME station performs a highly directional volume scan of the

CR environment using a 3-D IIR digital filter, which produces electronically steerable

beams via closed-form design equations [34].

Directionally enhanced output of the 3-D IIR filter y(ψφ) (nct) is then inte-

grated and averaged over time to obtain a spatial power distribution E (ψ, φ), where

ψ is the azimuth angle and φ is the elevation angle with respect to the array surface.

Peaks in the power profile can be used to estimate the directions
(

ψ̂k, φ̂k

)

of each

signal sources Sk, where k = 1, 2, .... Following the direction estimation, the 3-D IIR

filter is tuned to each source direction to obtain the beamformed output along each

source direction, which is then employed to compute the SCF pertaining to each esti-

mated source. SCF is the decision statistic of the cyclostationary feature extraction

process, which in turn, provides the frequency and modulation information about the

signal source. In the proposed architecture shown in Fig. 4.1, four DME stations

DMEi are located at the coordinates (xi, yi, zi), where i = 1, 2, 3, 4. Output of each

DME station is denoted by the data set Dik

[

d̂ik, f̂0ik , m̂ik

]

, where d̂ik, f̂0ik , m̂ik denote

direction, frequency, and modulation estimations, respectively. Here, the subscript i

is the DME station number and k is the index of the sources detected at DME station

i. The fusion center receives Dik

[

d̂ik, f̂0ik , m̂ik

]

for i = 1, 2, 3, 4 and k = 1, 2, ... and

analyses this information to estimate the location of each source.
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Figure 4.2: Signal Flow graph of the frequency planar filter correspond to z domain
transfer function Hm(zx, zy, zct).
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4.1.1 Direction Estimation Employing Electronically Steerable 3-D IIR Beam Filters

Recall from the Chapter 2 that 3-D IIR beam filters which are designed using the con-

cept of multi-dimensional passive network resonance, have a beam shaped passband

in ω ≡ (ωx, ωy, ωct) 3-D frequency domain. Two frequency planar filters described by

by its z domain transfer function Hm

Hm(zx, zy, zct) =

1∑

i=0

1∑

j=0

1∑

k=0

z−ix z
−j
y z−kct

1∑

i=0

1∑

j=0

1∑

k=0
︸ ︷︷ ︸

i+j+k 6=0

bijkz−ix z
−j
y z−kct

, (4.1)

where m = 1, 2 and filter coefficients bijk =
R+(−1)iLx+(−1)iLy+Lct(−1)k

R+Lx+Ly+Lct
, can be cascaded

to obtain the beam shaped passband. Angular orientation of the beam is controlled

using the values Lx, Ly and Lct while adjusting the passband through the value R.

Since (4.1) does not depend on the antenna array size (number of antenna elements),

the transfer function is applicable only if the array size is large enough to stabilize

the impulse response of the beam filter or the array size is infinite. Closed form

representation of the filter coefficients leads to steer the beam direction and can be

obtained by following the algorithm presented in [34]. Multiple input multiple output

relationship corresponds to (4.1) of the frequency planar filter is

y (nx, ny, nct) =
1∑

i=0

1∑

j=0

1∑

k=0

w (nx − i, nx − j, nct − k)−

1∑

i=0

1∑

j=0

1∑

k=0
︸ ︷︷ ︸

i+j+k 6=0

bijk y (nx − i, ny − j, nct − k) . (4.2)
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Figure 4.3: (a) Beam shaped passband, (b) array factor, of the 3-D filter for beam
direction ψ = 30◦ and φ = 290◦.

Signal flow graph of the frequency planar filter is shown in Fig. 4.2 for a

massively parallel systolic array architecture which can be realized in a digital sig-

nal processor. Fig. 4.3(a) exhibits the beam shaped passband in ω for ψ = 30◦

and φ = 290◦ which is obtained by cascading two such systems . The array fac-

tor produced by Hm (zx, zy, zct) is obtained by evaluating the 3-D frequency re-

sponse H (ejωx, ejωy , ejωct) at a given temporal frequency ωct0 as function of the

elevation angle ψ and azimuth angle φ by setting ωx = ωct0 sinψ cosφ and ωy =

ωct0 sinψ sinφ where sinφ = tan θ [46]. The array factor is given by AH (ψ, φ, ωct0) =

∣
∣H

(
ejωct0ωct0 sinψ cosφ, ejωct0ωct0 sinψ sinφ, ejωct0

)∣
∣. Fig. 4.3(b) shows the array factor cor-

responds to the beam response in Fig. 4.3(a) for a rectangular array with antenna

elements. Note that the antenna array size has not been used for the calculation of

the beam response or the array factor.
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3-D frequency spectrum for three wideband signals from DOAs (30◦, 50◦),

(40◦, 120◦), and (20◦, 250◦) is shown in Fig. 4.3(a). 3-D IIR beam filter beam direc-

tion is designed to be at (40◦, 120◦). Since the ROS of the plane wave coming from a

DOA (ψ, φ) is confined to straight line in the (ωx, ωy, ωct) ∈ R3 3-D frequency domain

which is passing through the origin, has an angle θ to the ωct axis and an angle φ to

ωx axis, 3-D IIR beam filter can be designed such that its passband aligns with the

desired spectrum. Fig. 4.3(b) and Fig. 4.3(c) show the frequency response of the filter

and the spectrum at the output of the filter, respectively. Time domain input and

output of the simulation are shown in Fig. 4.5(a-b) where interference from (30◦, 50◦)

has been suppressed 33 dB and interference from (20◦, 250◦) has been suppressed

14 dB at the output of the 3-D IIR beam filter.

3-D IIR beam filter of the proposed method can be replaced using the FFT

based STAP beamformer (consider 512-point FFT architecture), which is discussed

in Chapter 2, while preserving the performance of the system. 512-point FFT based

STAP beamformer requires 3
2
512 log2 512 = 6912 real multipliers for the FFT calcu-

lations and 512 × 3 real multipliers for the phase rotation where as 3-D IIR beam

filter requires only 14 real multipliers per antenna.

Each DME station shown in Fig. 4.1(a) computes the average received signal

power along the direction (ψ, φ) using the directionally enhanced output of the 3-D

IIR beam filter yψ,φ (nct). By performing a volume scan (via electronic beam steering

of the 3-D IIR beam filter) for 0 ≤ ψ ≤ π/2 and 0 ≤ φ ≤ 2π, a spatial power profile is

obtained as E (ψ, φ). Local maxima of E (ψ, φ) corresponds to the direction estimates
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Figure 4.4: 3-D frequency spectrum of the input signal, (b) frequency response of the
filter, (c) output frequency spectrum.

pertaining to the RF sources and their reflections. A peak detection algorithm is

applied to E (ψ, φ) at each DME station to obtain the DOA estimates
(

ψ̂k, φ̂k

)

for

k = 1, 2, .... In the proposed architecture, we employ four DME stations located at

different points in space and each DME station for i = 1, 2, 3, 4 outputs the estimated

directions dik =
(

ψ̂ik, φ̂ik

)

of the RF sources, where k = 1, 2, ... is the index of the

RF source being estimated by the DME station i.

4.1.2 Modulation Scheme Detection

Modulation type of the detected signal source Sik is estimated by analyzing the

cyclostationary features of directionaly enhanced output yψik,φik (nct). SCF shows

unique signatures for different modulation techniques and for different orders of the

same modulation technique as well. As an example, SCF for BPSK and QPSK provide

different peak profiles in the SCF as discussed in the Chapter 3. Furthermore, it can

be shown that the α = 0 line of the SCF corresponds to the PSD function of the

received signal leads to locate the received signal carrier frequency.
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(30◦, 50◦) , (40◦, 120◦), and (10◦, 270◦).(b) Output at the beam filter which enhance
the signal from 30◦.

SCF of each detected signal sources are calculated at each DMEi and com-

pared with predefined signature dictionary to identify the modulation type mik. Car-

rier frequency fik of each source is then estimated by evaluating the SCF at α = 0.

Output of the modulation type detection system would be the modulation scheme

m̂ik and carrier frequency f̂ik corresponding to each signal source Sk. Each DME

station provides the information set Dik =
[

d̂ik, f̂ik, m̂ik

]

as shown in Fig. 4.1. Esti-

mated information from the DME stations are then processed by the fusion center to

estimate location of each signal source.

4.1.3 RF Source Location Estimation

The fusion center can analyze received data from each DMEi where i ∈ {1, 2, 3, 4}

and utilize their coordinates (xi, yi, zi) to obtain the correct location of the sources

Sk. If each DMEi detect only one signal source in the environment, fusion center can

easily locate the source by solving trigonometric equations, without analyzing the
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modulation type and carrier frequency information form the DMEs. Once we find

the DOA of a particular source with respect to each DME station, we can write three

independent equations as all of three lines should pass-through the same coordinates

of the source Sk location, (xk, yk, zk),

xk − xi
sinψi cosφi

=
yk − yi

sinψi sinφi
=

zk
cosψi

(4.3)

Then the linear equation system can be solved to estimate the coordinates of the

source Sk. Here we use a fourth station to resolve the ambiguities due to reflections

and shadowing effects in a practical environment.

If the environment consists of more than one source, fusion center may use

modulation type or carrier frequency information to differentiate the sources from

each other. Fusion center can group the information sets as the same modulation

type and carrier frequency before applying in to the equations. As an example, if

the environment consists of two sources with two different modulation schemes (as

shown in the simulations), fusion center can group the measurement sets according to

the modulation type during the location estimation process. The complete location

estimation process can be summarized by algorithm 2.
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Algorithm 2 Location, direction and modulation scheme detection

Require: 3-D spatio-temporal antenna array input signal w (nx, nynct).

Ensure: Direction (d̂ik), frequency (f̂ik), modulation (m̂ik)

Step 1: Estimate the DOAs of signal sources using steerable 3-D IIR beam filter

to obtain direction estimates (ψik, φik), i = 1, 2, ... by analyzing the spatial power

density function E (ψ, φ).

Step 2: For each estimated DOA (ψik, φik), compute the directionally enhanced

output yψi,φi (nct).

Step 3: Compute the SCF S(ψik ,φik)(α, f) using (3.8).

Step 4: Estimate the frequency fik in each direction using S(ψik ,φik)(0, f).

Step 5: Examine unique signatures of S(ψik ,φik)(α, f) to decide the modulation

scheme in each direction (ψik, φik) for each DMEi

Step 6: Send Dik =
[

d̂ik, f̂ik, m̂ik

]

information to fusion center to obtain the

location of each source.
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4.2 Simulated Localization and Directional Sensing Algorithm

In order to illustrate the detection procedure described by Algorithm 2, two simu-

lation scenarios are presented. Simulation results show how the directional feature

extraction can potentially be used to reduce detection space in the environment hav-

ing multiple sources and reflections. Two signal sources with carrier frequencies 1.6

GHz and 2.4 GHz are considered. Each antenna array lies on the x − y plane with

32× 32 antenna elements. The DME stations are placed as shown in the Fig. 4.1(a).

AWGN with a SNR of 6 dB is considered during the simulations.

Simulation scenario 1 : RF sources S1 and S2 with the carrier frequency

fct 1.6 GHz and 2.4 GHz are placed in the simulation environment as shown in

Fig. 4.6(a). Same modulation type is assumed for both signal sources. Fig. 4.6

(d),(e),(f),(g) show the spatial power distribution E (ψ, φ) of the four DME stations

respectively, which are obtained by following step 1 in algorithm 2. Each E (ψ, φ)

shows two peaks which correspond to the two sources S1 and S2. Local station

estimates the sources Si’s DOAs, (ψik, φik), by calculating the coordinates of the

local peaks in the power distribution. Spectral correlation functions S(ψi,φi)(α, f) are

then calculated for directionally enhanced signals along each estimated DOA. Since

the modulation types are identical, same signatures in the SCF can be obtained.

However, carrier frequency information can be exploited by evaluating the SCF on

the α = 0 line, S(ψik ,φik)(0, f), as shown in the figure 4.6 (b)-(c) and in turn can be

used to differentiate the two sources at the fusion center.
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Simulation scenario 2 : This simulation consists of two sources S1 and S2

which have the same carrier frequency and two different modulation schemes BPSK

and QPAM, respectively as shown in Fig. 4.7(a). Spatial power distribution for each

DME station is shown in Fig. 4.7(d)-(g) which have two peaks corresponding to

the two sources S1 and S2. Fig. 4.7(b-c) show the SCF S(ψik ,φik)(α, f) which can

be obtained in each DME station for the two different sources. Fusion center can

analyze eight SCFs and group according to the modulation type and then can be

used to estimate the location of the sources by using (4.3).

4.3 Conclusions and Future Directions

The application of planar antenna arrays and low complexity array signal processing

techniques to perform spatio-temporal signature detection in a cognitive radio envi-

ronment is discussed. A number of receiver stations equipped with planar antenna

arrays and 3-D IIR digital beam filters are employed to obtain direction estimations

pertaining to radio sources. The 3-D IIR filters are used to perform highly selec-

tive electronically steerable directional filtering of radio waves. The directionally

enhanced outputs are subjected to cyclostationary feature extraction to estimate the

frequency and modulation information of the radio sources. Direction estimates from

each receiver station are combined by a fusion center to estimate the position of each

radio source.
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CHAPTER V

NETWORK-RESONANT PHASED-ARRAY (NRPA)-ENHANCED

APPLEBAUM ADAPTIVE BEAMFORMER

Antenna array based digital adaptive beamformers enable electronically scanned

directionally-agile RF beams required in a variety of applications ranging from radar,

aerospace, RF sensing and tracking, and wireless communications[1, 7, 8, 9]. Apple-

baum beamformer is one of the commonly used adaptive phased array beamforming

techniques, where the digitized antenna array signals are multiplied by an adaptively

optimized set of array weights and combined (see Fig. 5.1(a)) [50] to achieve a main

beam in the desired direction while nulling interference. The Applebaum beamformer

is able to obtain the optimal beamforming performance in terms of SINR, with the

knowledge of the desired DOA. New algorithms and circuits have been continuously

explored to enhance the robustness of adaptive beamforming in order to further in-

crease the performance in terms of accuracy and system complexity [51, 52, 53].

Spatial selectivity of an adaptive antenna array is reflected by the SINR improve-

ment at the beamformed output, which is typically bounded by the array size [27].

For a given set of phased array weights, the digital beamforming back-end produces

far-field array pattern having a desired beam direction and size together with side-
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lobes defined by the amplitude distribution of the phased array weights (i.e., the

spatial window of the antenna array aperture) and inter-antenna spacing. Side-lobes

in the beamformer stop-band sets the noise and interference rejection. Side-lobe level

of a phased array is reduced by optimizing the distribution of array weights and/or

array element spacing at the cost of widening of the main beam (or increase in se-

lected side-lobe amplitudes) [54, 55, 56]. For example, a real-coded generic algorithm
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Figure 5.1: System architectures for (a) conventional Applebaum adaptive beam-
formers and (b) the proposed NRPA - enhanced Applebaum adaptive beamformers
having increased spatial selectivity.

is employed in [55] to obtain optimum beamforming weights and element spacing.

Architectural modification to the Applebaum adaptive beamformer (see Fig. 5.1(a))

leading to a novel network resonant phased-array (NRPA) beamforming architecture
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(2-D IIR beam filter that we discussed in Chapter 3) that allows further improve-

ment to the established optimal Applebaum algorithm in terms of output SINR is

proposed. That is, with the optimized phased array weights produced by the tradi-

tional Applebaum algorithm, proposed method aims to further improve the spatial

selectivity via the introduction of hitherto unavailable degrees of freedom in the form

of complex pole-manifolds in the array transfer function. Enhancement for the adap-

tive array is made possible because, for the first time in the literature to the best

of our knowledge, we employ an adaptive array processing algorithm having both

pole and zero manifolds in the transfer function. That is, the proposed NRPA sys-

tem has zero-manifolds obtained using the optimal Applebaum adaptive array theory,

and complex pole-manifolds (i.e. highly-directional denominator in the array transfer

function) obtained using MD filter theory.

Fig. 5.1(b) shows the proposed NRPA for a ULA of antennas, which consists of two

2-D planar-resonant digital filters having infinite impulse response, operating on the

in-phase (I) and quadrature (Q) input channels and subsequently feeding the I and

Q inputs of the Applebaum array processor.
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The proposed scheme transforms a weighted-sum Applebaum adaptive array

into a weighted-IIR-filter-sum adaptive scheme, with trade-off of marginal increase

in computational complexity. The inclusion of pole-manifolds via 2-D IIR digital fil-

ters leads to additional directivity in the array pattern that was not achievable from

the traditional Applebaum phased-array structure. Furthermore, two pre-processing

blocks as shown in Fig. 5.1(b), namely spatial re-orientation block and linear trans-

formation block are proposed, to obtain maximum possible spatial selectivity while

maintaining the p-BIBO stability of the entire system [32] for every angular direc-

tion. Operation and requirement of these blocks will be explained in detail in the

subsequent sections.

This chapter unfolds as follows. Section 6.1 described the signal processing mod-

els for the NRPA system. Section 5.2 presents the system architecture including the

operation of spatial re-orientation and linear transform blocks. The projected im-

provements in array selectivity are detailed in Section 6.3 with numerical simulations

identifying SINR improvements for different test scenarios and operational modes.

Section 5.4 concludes the chapter.

5.1 NRPA Beamforming Model

Consider the propagational scenario shown in Fig. 5.1(a), where a far-field plane-wave

wpw (x, ct) is received by a linear array of antennas uniformly placed along the x di-

rection, where t is time and c is the speed of light. The spatially sampled plane-wave
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is denoted by w(nx, ct) = wpw(nx∆x, ct) + n(nx, ct), where nx = 0, 1, 2, ..., N − 1 is

the antenna index, ∆x is the antenna spacing, and n(nx, ct) denotes AWGN. To be

consistent with the conventional Applebaum array setup, an RF front-end equipped

with quadrature hybrids (QHs) and ADCs at each antenna is assumed, leading to

a complex valued spatio-temporal discrete domain 2-D array signal w̃ (nx, nct) =

wI (nx, nct) + jwQ (nx, nct) (at B in Fig. 5.1(a)). Here, wI (nx, nct) and wQ (nx, nct)

are orthogonal I and Q channels of the 2-D array signal, respectively, which will be

processed independently by 2-D planar-resonant digital beam filters prior to Apple-

baum filtering. The detailed signal flow graph of the system is shown in Fig. 5.2.

5.1.1 Traditional Applebaum Adaptive Array Processing Model

Unlike the non-adaptive phased-arrays, Applebaum beamformer calculates the steer-

ing weights αi based on the information embedded in the received array signal (i.e.

noise and interference) and the knowledge of the desired DOA ψd. Consider the input

signal vector X at the output of the ADCs X = [w̃(1, nct), w̃(2, nct), ......, w̃(N, nct)]
T .

The N ×N covariance matrix Φ, which is the estimator of the received signals is ob-

tained using the signal vector X as [50, 57]

Φ = E
(
X∗XT

)
, (5.1)

where E (.) denotes expectation. Desired DOA ψd is used to obtain the steering

vector S as [50, 57]

S =
[
ejφd, ej2φd, ej3φd, ....., ejNφd

]T
, (5.2)
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where φd = 2π∆x
λ

sinψd and λ is the wavelength of the desired signal. The choice λ

in the calculation of the steering weights results in an optimal adaptive narrowband

beamformer, which leads beam-pointing errors for signals having frequencies f 6= c/λ.

The optimum steering weight for the Applebaum beamformer is thus computed as

[50, 57]

C = Φ−1S, (5.3)

which contains information about the interference and noise, and the desired DOA.

The optimum array weights given by (5.3) maximize the output SINR, which has a

theoretical upper bound of 10 log10N for AWGN [50, 52, 57]. Therefore, traditionally

it is required to have more elements in the array (i.e. larger N) to achieve better

SINR improvement at increased computational and implementation cost. The beam-

formed output of the adaptive array ỹ (nct) can be obtained by evaluating the vector

multiplication CTX as shown in Fig 5.1(a). Applebaum beamformer with adaptive

coefficients αi, can be modeled as a spatial FIR system having the z domain transfer

function

TA (zx) =
1

N

N−1∑

i=0

αN−i−1z
−i
x . (5.4)

Note that, (5.4) contains only zero-manifolds in the array transfer function. The

selectivity of the transfer function increases with the number of antenna elements

N , which correspond to the order of the spatial FIR filter. Thus, in the proposed

architecture, we modify the transfer function in (5.4) by introducing complex pole-
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manifolds from the 2-D IIR beamfilter, in turn improve the selectivity while slightly

increasing the antenna array size.

5.1.2 Network-Resonant 2-D IIR Beamfilters

As shown in Fig. 5.2, we employ the I and Q signals for 2-D IIR pre-filtering stages

to Applebaum adaptive array using planar-resonant digital beam filters. The 2-D

IIR digital filters are designed by employing spatio-temporal resonant properties of

MD passive prototype networks [18], in turn, leading to MD array transfer func-

tions having complex pole-manifolds with prescribed passband shape, orientation,

and directional selectivity [18]. For example, 2-D IIR digital plane-wave filters hav-

ing beam-shaped passbands in the 2-D spatio-temporal frequency domain (ωx, ωct)

can be used to selectively extract space-time spectra of 2-D array signals with a de-

sired DOA while rejecting interference and noise spectra [58]. Such planar-resonant

2-D IIR filters are described by recursive spatio-temporal difference equations, which

are p-BIBO stable and computable [20]. Importantly, the multi-input multi-output

signal flow of the underlying 2-D difference equations allow us to employ such 2-D IIR

digital filters as a pre-filtering stage to existing Applebaum adaptive arrays, which in

turn leads to improved spatial selectivity [59].

Recall from Chapter 3 that the 2-D z transform of the N element 2-D IIR beam

filter can be obtained as

T (zx, zct) =
Y (zx, zct)

W (zx, zct)
= P (zct)

[

R (zct)

N−2∑

k=0

Q (zct)
k z−(k+1)

x + 1

]

. (5.5)
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spatial re-orientation block (c-d) linear transformation block.
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where P (zct) =
1+z−1

ct

1+b01z
−1
ct

and Q (zct) =
−(b10+b11z−1

ct )
1+b01z

−1
ct

, bij = R+(−1)iLx+(−1)jLct
R+Lx+Lct

, Lx =

cos θ and Lct = sin θ. Here tan θ = sinψd. In order to obtain the z domain represen-

tations Y (zx, zct) z
−(N−1−nx)
x of each beam filter output y (nx, nct) (0 ≤ nx ≤ N − 1),

(5.5) can be expressed in the matrix form Y = AW where,
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W is the 2-D z domain representation

W =
[
z−(N−1)
x z−(N−2)

x z−(N−3)
x ....... z0x

]T
W (zx, zct) (5.7)

of the input signal vector Wa

Wa = [wa (0, nct) wa (1, nct) wa (2, nct) ....... wa (N − 1, nct)] , (5.8)

and Y is z domain representation of the outputs

Y =
[
z−(N−1)
x z−(N−2)

x z−(N−3)
x ....... z0x

]
Y (zx, zct) . (5.9)

5.2 NRPA-Enhanced Applebaum Adaptive Beamformer System Architecture

Fig. 5.2 shows the detailed system architecture of the proposed NRPA-enhanced Ap-

plebaum adaptive array consisting of four sub-systems: spatial re-orientation block;

linear transform block; 2-D IIR digital beam filters; and Applebaum based-array. The

spatial re-orientation block and the linear transform block are driven by the binary

control signals Cr and Ct, respectively. If the numerator order of the 2-D IIR beam

filter and the Applebaum beamformer are N2D and NA, respectively, the cascading of

the beam filter with an adaptive array having NA weights will necessitate a slightly

larger array of N = N2D+NA elements. Typically, NA >> N2D and in here, N2D = 1

and N = NA + 1. In order to maintain the existing antenna array unchanged (with

N antenna elements), number of elements in the Applebaum array NA is selected as

NA = N − 1. That mean, the 2-D IIR beam filter evaluate its transfer function for

total number of antenna elements in the array N and the last NA = N − 1 outputs,
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ignoring the first N2D to allow stabilization of the transient response of the numerator

part of the 2-D beam filter, are used to feed the NA inputs of the cascaded Applebaum

array. Thus the proposed system requires NA = N − 1 number of coefficients for the

Applebaum beamformer instead of N in the conventional system. New coefficients

α′
k (0 ≤ k ≤ NA − 1) are calculated based on the information at the output of the

antenna array where last NA outputs w (nx, nct), where 1 ≤ nx ≤ N − 1, are uti-

lized for the calculation. Thus, (5.4) and (5.5) lead to a combined transfer function

TC (zx, sct) of order N = (NA + 1)

TC (zx, sct) =
1

N

NA−1∑

l=0

α′
lP (sct)

[

R (sct)
l∑

k=0

Q (sct)
k z−(k+1)

x + 1

]

, (5.10)

which contains both zero and pole manifolds in the 2-D complex transform

domain (zx, zct) ∈ C2, leading to enhanced spatial selectivity, where the Applebaum

beamformer is a NA = N − 1th order system. New weights vector of the NA-input

Applebaum array Cn =
[
α′
0, α

′
1, ......, α

′
NA−1

]T
can be used to obtain the equivalent

matrix form of the transfer function TC (zx, sct)

TC (zx, sct) = CT
nAW (5.11)

where
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is a N − 1 × N matrix and W is the z domain representation of the input vector,

where NA = N−1. Here, the output is formed by a linear combination of IIR filtered

input signals from each antenna (compare against the scaled-and-summed output of

traditional phased-arrays) where each IIR filter is defined in closed form in terms of

the original filter coeffients as well as the 2-D IIR beam filter coefficients.

The additional SINR gain obtained by the proposed system is a function of desired

beam (main lobe) direction ψd which varies between −90◦ and 90◦. In order to ob-

tain maximum possible SINR gain for different regions of the beam direction ψd, we

define 4 modes of operation based on a critical angle ψc, which should be experimen-

tally computed at the system calibration. The four operating modes are listed below.

Note that angles (ψd and ψc) measured counter clockwise from the array broadside

direction are considered as positive.
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• Mode 1: 0 < ψc ≤ ψd

– Desired DOA in −+ quadrant in (x, y)

– Cr = 0 ⇒ no spatial re-orientation

– Ct = 0 ⇒ no linear transformation

• Mode 2: 0 ≤ ψd < ψc

– Desired DOA in −+ quadrant in (x, y)

– Cr = 1 ⇒ spatial re-orientation required

– Ct = 1 ⇒ linear transformation required

• Mode 3: 0 > ψd ≥ −ψs

– Desired DOA in ++ quadrant in (x, y)

– Cr = 0 ⇒ no spatial re-orientation

– Ct = 1 ⇒ linear transformation required

• Mode 4: 0 > ψc > −ψd

– Desired DOA in ++ quadrant in (x, y)

– Cr = 1 ⇒ spatial re-orientation required

– Ct = 0 ⇒ no linear transformation

Note that, the selection of these operating modes is defined by the critical angle ψc

and beam direction ψd, which distinguishes between beamforming scenarios close to

broadside and endfire directions of the array. Our motivation behind these operat-

ing modes is to obtain maximum possible SINR improvement and will be further

explained in Section 6.3, which summarizes SINR gain obtained by each operating
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mode for different beam directions. The significance of spatial re-orientation and

linear transformation operations used in different operating modes will be discussed

next.

5.2.1 Spatial Re-orientation

The spatial re-orientation block is required to maintain p-BIBO stability of the 2-D

IIR digital filters. The 2-D IIR beam filter described by (5.5) can produce an elec-

tronically steerable beam-shaped passband in the −+ quadrant in (ωx, ωct) while

maintaining p-BIBO stability. That is, as long as the desired 2-D spectra (i.e. to be

enhanced by the filter) lie within the −+ quadrant in (ωx, ωct) plane, the 2-D IIR

pre-filtering stage operates in its regular mode. However, for situations where the

input 2-D spectra lie within the ++ quadrant in (ωx, ωct), a spatial flipping of the

input signal is required so that the input spectra is artificially flipped into the stable

region of the 2-D IIR filter as shown in Fig. 5.3(a), thereby enabling stable compu-

tation of the underlying 2-D difference equation. Thus in the typical operation, if the

desired spectra is already in the −+ quadrant, re-orientation block passes the signal

without any change by setting Cr = 0. If the desired spectra is in the ++ quadrant,

the re-orientation buffer flips the array signal by setting Cr = 1 [30, 29].
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However, in the proposed architecture spatial re-orientation is employed even

when the desired spectra is in the −+ quadrant of the 2-D frequency plane, especially

near the broadside direction of the array (in operation mode 2). Furthermore, in near

broadside direction of the ++ quadrant (in mode 3), the proposed system ignores the

use of spatial re-orientation by modifying its typical operation. In such situations, a

linear transform block is utilized to place the desired signal spectra into the p-BIBO

quadrant in (ωx, ωct). These functional modifications are introduced to obtain the

maximum SINR performance from the proposed system. Operational conditions for

the control signal Cr is

Cr =







0 when ψd ≥ ψc > 0 or 0 > ψd ≥ −ψc

1 when 0 ≤ ψd < ψc or ψd ≤ −ψc < 0

(5.13)

where ψd is the desired DOA and ψc is the critical angle which is a constant defined

between 0◦ and 90◦. The DOA is transformed to ψr at the output of the spatial

re-orientation where ψr become −ψd when Cr = 1 and otherwise ψr = ψd. Fig. 5.3(b)

shows the input and output frequency spectra (for Cr = 1) for a input signal consisting

of two planar waves with DOAs 10◦ and −30◦. The input signal DOAs 10◦ and −30◦

are transformed to −10◦ and 30◦, respectively.

5.2.2 Linear Transformation

The SINR improvement of the proposed system is a function of the angular orientation

of the desired signal spectra in the 2-D frequency domain. This will be reflected in the

results presented in Section 6.3. The requirement of a linear transformation block
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is to obtain higher SINR gain for beamforming scenarios near the array broadside

direction. Therefore, for selected cases of the desired signal DOA (operation modes

2 and 3), a linear transform block is applied to transform the 2-D input spectra

into a favorable region with high SINR gain, which would otherwise lead to lower

SINR gain at beamformed output. The transformation block is implemented using a

clocked delay lines and a multiplexer array as shown in Fig. 5.3(c), where digitized

array signal at the ith antenna is delayed by i time samples, for 0 ≤ i ≤ N −1. Thus,

the linear transform modifies the spatio-temporal indexes n = [nx nct]
T of the 2-D

array signal as nt = An where A =







1 0

1 1






and transformed indexes nt = [ntx n

t
ct]
T
.

According to the multidimensional Fourier transform [31] the frequency vari-

ables are related by,






ωtx

ωtct






=







1 −1

0 1













ωx

ωct






. (5.14)

where ωtx and ωtct denote the frequency variables following the linear transform. The

linear transformation maps the frequency spectra in the ++ quadrant into the −+

quadrant (which is the p-BIBO stable quadrant for 2-D IIR beam filter) of the (ωx, ωct)

plane by relocating the spectrum in counterclockwise direction, where space-time an-

gles−45◦, 0◦, and 45◦ are mapped to 0◦, 45◦ and tan−1 2, respectively (See Fig. 5.3(c)).

Fig. 5.3(d) shows the frequency spectrum of the input and its transformed output for

two plane-wave signals from 10◦ and −30◦. In order to maximize the SINR improve-
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ment, the following conditions are defined for the control signal Ct

Ct =







0 when ψd ≤ −ψc and ψd ≥ ψc

1 when − ψc < ψd < ψc

(5.15)

Transformed DOA ψt at the output of the transformation block is obtained in terms

of ψr and is expressed as

ψt = sin−1(sin(ψr) + 1) (5.16)

Thus, for computation of the 2-D IIR beam filter coefficients and the optimal Apple-

baum weights, ψt is used as the design angle instead of the original DOA ψd.

5.2.3 Spectral Characteristics of Different Operational Modes

Fig. 5.4 shows the orientation of the signal spectra in the 2-D frequency domain fol-

lowing spatial re-orientation and linear transformation in each operating mode. The

primary objective of the re-orientation and transformation blocks is to bring the de-

sired frequency spectrum into a region where the beamforming subsystem (2-D IIR

beamfilter + Applebaum beamfomer) is able to obtain maximum SINR improvement

while preserving p-BIBO stability conditions of the 2-D IIR beam filter. Thus, fol-

lowing re-orientation and linear transform, the beamforming system requires that the

desired 2-D spectra lie inside the −+ quadrant of the 2-D light cone. This condi-

tion will also ensure to provide a design DOA ψt to calculate the filter parameters

for the Applebaum algorithm and 2-D IIR beam filters. As verified by the numeri-

cal simulations in Section 6.3, the NRPA-enhanced Applebaum beamformer, without

the linear transformation, performs well if the desired DOA is near the array end-
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fire direction (i.e. ψd ≥ ψc). Therefore, the control signals Cr and Ct are defined

in such a way that the desired signal spectrum appears near the endfire direction in

the −+ quadrant of light cone, prior to the 2-D IIR beam filter (see Fig. 5.4 last row).

When the desired beam direction is close to the positive endfire direction of the

antenna array (i.e. ψd ≥ ψc), the proposed system operates in mode 1 (Fig. 5.4(a)),

where re-orientation and transformation blocks pass their input signals without mod-

ifying them, thereby keeping the input frequency spectrum unchanged. For signals

near the positive broadside direction (i.e. ψd < ψc and in −+quadrant of (ωx, ωct)),

we employ linear transformation to improve the SINR gain. However, the transfor-

mation will place the desired signal spectra outside the light cone. Thus, we require a

spatial re-orientation prior to the linear transformation as shown in Fig. 5.4(b) (mode

2) to bring the desired spectra into the ++ quadrant before applying the transfor-

mation. Then the transformation brings back the signal spectra into the stable half

of the light cone and near to the endfire direction, where the SINR improvement is

maximum.

In mode 3 (see Fig. 5.4(c)), we only employ the linear transformation, which is suf-

ficient to place the desired spectra in stable near endfire region where SINR gain is

maximized. Fig. 5.4(d) describes mode 4, where only re-orientation is sufficient to

bring the desired spectra into the maximum SINR gain region of the proposed 2-D

filtering scheme. Note that in the last row in Fig. 5.4, it is clear that the proposed
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architecture modifies the array input signal to appear in the stable near endfire di-

rection at the input to the 2-D IIR beamfilter. Fig. 5.4 assumes ψc = 30◦ and desired

signals from 60◦,10◦, −10◦ and −60◦ for mode 1-4, respectively.
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Figure 5.5: Expected directivity improvement of the proposed method in terms of
the array factor of the beamformer.
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5.2.4 Beamforming Subsystem

Following re-orientation and linear transform according to the operating mode, the

2-D array signal is sent through two 2-D IIR beamfilters for I and Q channels, followed

by the Applebaum beamformer having optimal weights Cn. Note that, the Apple-

baum weights are calculated using the last N − 1 signals at the output of the linear

transformation block w̃t (nx, nct) = wIt (nx, nct)+ jwQt (nx, nct) ∈ C and the apparent

DOA ψt instead of the original DOA ψd. In the conventional method, information at

the QH (at B in Fig. 5.1(a)) is employed with the desired DOA ψd for the adaptive

coefficient calculation.

5.2.5 Array Patterns Reflecting the SINR Improvement

Improved spatial selectivity can be compared in the array factors of the Applebaum

adaptive array and the proposed NRPA enhanced Applebaum architectures. Apple-

baum array factor is computed by evaluating CTX for each spatial angle −π
2
< ψ < π

2
,

where X =
[
ejφ, ej2φ, ej3φ, ....., ejNφ

]T
and φ = 2π∆x

λ
sinψ. Note that, when ψ = ψd,

the array factor shows a maximum, leading to a beam pointing at the desired DOA ψd

at the temporal frequency f = c/λ. For the 2-D IIR digital pre-filter, the array fac-

tor is computed by evaluating the frequency response at a given temporal frequency

ωct0 as a function of the spatial angle ψ by setting zx = e−jωct0 sinψ and zct = ejωct0

in (5.5). Array factor of the complete system is given by (5.10). BPSK modulated

signals with 0.5π normalized frequency and 1% fractional bandwidth (Bf ) are con-

sidered for the simulation. Fig. 5.5(a-c) shows the comparison of the array factors
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between the Applebaum beamformer and the proposed system for ψd = 0◦, 20◦ and

40◦, for a ULA of 64 elements. Improved spatial selectivity in terms of reduced side-

lobe levels (while preserving the main beam selectivity) is depicted in Fig. 5.5 where

it shows a gradually increasing improvement when the beam direction moves towards

the end-fire direction of the antenna array. No improvement can be seen for the broad

side direction.

5.3 Enhanced Selectivity and SINR Improvement

In order to understand the significance of the four modes of operation, we analyze

the SINR improvement at the beamformed output for two simulation models (SMs)

defined as follows. In the SM1, only the spatial re-orientation block is considered

prior to the beamforming subsystem to flip the desired frequency spectrum into −+

quadrant. Control signal for spatial re-orientation is defined as Cr = 0 and Cr =

1 for positive (ψd ≥ 0) and negative (ψd < 0) angles of the beam direction ψd,

respectively. This system is identical to the case, where the control signal Ct = 0 for

every direction with the re-orientation block is in its typical operation. In the SM2

spatial transformation block is employed (Ct = 1) following to the re-orientation

block with the control signal Cr = 1 for ψd ≥ 0 and Cr = 0 for ψd < 0. Note that,

the re-orientation block flips the array signal even when the desired beam direction

is in the −+ quadrant. Furthermore, when the desired beam direction is in the ++

quadrant, re-orientation block passes the input signal without flipping it. Thus the

linear transformation block is responsible to bring the desired signal spectra into the
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Figure 5.6: Comparison of the SNR improvement of the propose NRPA enhanced
Applebaum array for SM1 and SM2 with (a) varying fractional bandwidth (Bf ) of
the input signal and (b) varying 2-D IIR beam filter parameter R.

stable −+ quadrant, while obtaining maximum possible SINR improvement. SINR

improvement of the proposed method, compared to the Applebaum beamformer, is

evaluated separately for both simulation models and presented in different curves

with respect to the desired beam direction ψd in Fig. 5.6 and Fig. 5.7.
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The critical angel ψc, which decides the boundaries for each operation mode,

is defined as the positive intersection angle of the two improvement curves (see

Fig. 5.7). The most appropriate mode of operation and their control signals for a

particular beam direction ψd are then determined based on the simulation model,

which corresponds to the highest SINR improvement (max{SM1, SM2}).

First, we measured the SNR improvement of the proposed architecture with

an input SNR of -10 dB and considering no interference. Fig. 5.6 shows the SNR

improvement corresponding to the two SMs for different fractional bandwidths of the

input signal. It is clear that the SNR improvement increases towards the endfire

direction and reduces near the broadside direction for SM1. The SNR improvement

for SM2 exhibits an opposite variation to the SM1, as expected. The introduction

of the linear transformation block in SM2 leads to better system gain around the

broadside direction. Thus we are able to use a combination of the two simulation

models to obtain the maximum possible SNR improvement for different regions of

the beam direction (selected SM curves are circled in red), provided that we select

control signals Ct and Cr accordingly as discussed in Section 5.2.

Desired angular regions for each operating mode are marked in Figs. 5.6 and

5.7, where region boundaries are defined based on the critical angle ψc and the broad-

side direction. For example, in ψd ≥ ψc region SM1 curve shows a higher improvement

than SM2 and in ψc < ψd ≤ 0 region SM2 curve exhibits a higher improvement than
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SM1. Thus the operation mode 1 and mode 2 are defined to select appropriate SMs

to obtain the maximum possible improvement. Table 5.1 summarizes the selection

of the appropriate SM for each region of the beam direction with their correspond-

ing control signals for spatial re-orientation and linear transformation. Fig. 5.6(b)

compares the SNR improvement variation with the 2-D IIR digital filter parameter

R, which shows increased SNR improvement for lower values of R (i.e. increased

sharpness of the 2-D IIR beam filter passband).

We then compute the improvement in the SINR obtained by the NRPA-

enhanced Applebaum array, for different simulation scenarios with -6dB input SIR

and -9dB input SNR values. Fig. 5.7(a) and (b) show the SINR improvement for the

desired beam direction ψd (−60 ≤ ψd ≤ 60) with two interference in the directions

ψd ± α, where α is selected as 10◦ and 20◦ respectively for the two graphs. For

Fig. 5.7(c), we consider the desired signal from DOA ψd with four interference in

ψd ± α and ψd ± β, where α = 10◦ and β = 20◦. Based on the desired beam

direction, the most appropriate operating mode is selected such that maximum SINR

improvement is achieved. For each beam direction the proposed system confirms a

better than 3 dB (upto 9 dB) improvement in terms of SINR.

5.4 Conclusions

A novel array processing architecture is proposed to enhance the SINR improvement

of the conventional Applebaum adaptive array beamformers. 2-D planar-resonant
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digital beamfilters combined with a spatial re-orientation and linear transformation

of the array signals are employed prior to the Applebaum beamformer to obtain im-

proved spatial selectivity. Insertion of the 2-D IIR beamfilter change the zero-manifold

only transfer function of the conventional beamformer by introducing complex man-

ifolds from the recursive beamfilter architecture at guaranteed stability. Proposed

beamforming architecture shows a significant improvement in SINR when the DOA

of the desired signal is off-axis from the broad side direction. A linear transforma-

tion block is proposed to further improve the performance of the proposed method

in terms of SINR improvement around the broadside direction of the antenna array.

Combination of the 2-D IIR beamfilter and transformation is able to achieve between

3 dB to 9 dB SINR improvement along every beam direction.
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CHAPTER VI

NETWORK-RESONANCE APPLEBAUM ADAPTIVE ARRAYS FOR

DIRECTIONAL SPECTRUM SENSING

Continuously expanding applictions of wireless communications networks results in

higher demands for RF spectrum, making it an increasingly scarse natural resource.

PUs are licensed to occupy narrow chunks of spectrum through a spectral licens-

ing process from authorities, such as as the FCC in the United States, for example.

In the presence of impending spectral scarsity, there is a need to maximize spec-

trum resources without affecting the licensed users (that is, the PUs) performance.

CR attempts to reduce scarcity by utilizing licensed frequency bands that are tem-

porarily left unused by their PUs. These transcient spectral openings are known as

white spaces. CRs create opportunistic communication links [60] for SUs who are

not licensed by the authorities, in a manner such that the operation of the SUs have

absolutely no impact on the performance and operation of the PUs. This requires a

level of “intelligence”, i.e., cognitive abilities, in the SUs, leading to CR algorithms

and the related process of discovering white spaces in the radio spectrum. The real-

time detection of white spaces is called spectrum sensing. Spectrum sensing plays a

major role in the CR implementation because the SUs can only operate when a white

space is detected with very high reliability.
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The precise real-time detection of frequency, modulation type, direction, and

location information of PU radios is critically important for CRs. Directional spec-

trum sensing is challenging in situations with high levels of noise and interference,

leading to false detection in spectral estimation and feature detection algorithms. PUs

can be located far away from the SUs, which implies that the PU’s signal strength

can be small at the spectrum sensor. Thus spectrum sensing requires robust algo-

rithms to work in situations with low SNR and high level of interference. Directional

spectrum sensing and feature detection exploits DOA of radio sources, in addition

to frequency and modulation type towards increasing the opportunistic spectral ac-

cess [61]. An adaptive antenna array [50, 57] processing based on the Applebaum

algorithm in conjunction with 2-D planar-resonant IIR beam filters and cyclosta-

tionary feature detection is proposed to perform directional spectrum sensing. The

Applebaum adative array does not require a priori knowledge of the statistical prop-

erties of the desired signal. Nor does it require a reference copy of the expected

wave-form. Because the Applebaum adaptive algorithm provides an optical set of

array weights when the direction of the main-beam is known, it is the algorithm of

choice for directional scanning of the radio environment under control of algorithms

that have the look-direction of the directional spectrum sensor as an independent

variable. By selecting a desired direction for sensing, and finding the set of optimal

array weights for that direction using the Applebaum algorithm, the optimal sensor

obtains the best SINR for the received signal.
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In an Applebaum adaptive phased-array directional spectrum sensor, direc-

tional information of sources are obtained employing antenna array beamformers as

shown in Fig. 6.1(a). At a particular direction, the occupied frequencies are de-

tected by analyzing the directionally enhanced output of the beamformer utilizing

algorithms, such as energy detection, cyclostationary feature detection and waveform

sensing [62]. The proposed directional spectrum sensor is shown in Fig. 6.1(b). Here,

the conventional directional spectrum sensor is modified by introducing a 2-D IIR

frequency-planar beam pre-filtering stage, which is shown to provide an improved

spatial selectivity (as discussed in Chapter 5). The insertion of the 2-D IIR beamfil-

ter modifies the zero-manifold-only transfer function of the Applebaum beamformer

by introducing complex-pole manifolds at guaranteed practical-BIBO stability [32].

The inclusion of pole-manifolds leads to additional directivity from the array pattern

that was not achievable from the traditional phased-array structure. The proposed

method improves the spatial selectivity of the array (i.e., reduced side lobes), which

in turn, improves SINR of the spectrum sensor. The improved SINR at the input

to the cyclostationary detector enhances the performance (accuracy) of the feature

detection by suppressing the detrimental effects of noise and directional interference

to a degree that is not achievable by using only an Applebaum adaptive array.

6.1 Signal Processing Model

A propagating 2-D plane wave wd (x, ct) received by a linear antenna array with

inter-antenna spacing ∆x, is denoted as w(nx, ct) = wd(nx∆x, ct), where nx =
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array processing with enhanced noise suppression capability.

0, 2, 3, ...., N − 1 is the antenna index and ct is time t that has been normalized

by the wave speed c. Digitized complex signal x̃ (nx, nct) = xI (nx, nct)+ jxQ (nx, nct)

of x(nx, ct) is obtained at the output of the analog-to-digital converters (at A in
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Fig. 6.1(a)), I and Q correspond to in-phase and quadrature components, respec-

tively.

6.1.1 Applebaum Adaptive Beamformer

According to the Chapter 5, Applebaum beamformer calculates the steering weights

αi based on the information in the received signal and the knowledge of the de-

sired DOA ψd. Consider the input signal vector X at the output of the ADCs

X = [w̃(1, nct), w̃(2, nct), ......, w̃(N, nct)]
T . The N × N complex covariance matrix

Φ is obtained using the signal vector X as Φ = E
(
X∗XT

)
. Here, E (.) is the

expectation operator. Desired DOA ψd is used to obtain the steering vector S =

[
ejφd, ej2φd, ej3φd, ....., ejNφd

]T
, where φd =

2π∆x
λ

sinψd and λ is the wavelength of the

desired signal. The optimum weight vector is calculated via the relation C = Φ−1S.

The optimum weights W maximizes the SINR at the ouput of the Applebaum array,

and has a theoretical maximum improvement of 10 log10N for AWGN [50, 52, 57].

This emphasis the requirement of increasing the number of antennas to obtain a

higher SINR improvement at increased implementation cost.

6.1.2 Cyclostationary Feature Detection

Recall from Chapter 3 that the features embedded in cyclostationary signals [47, 63],

including information about modulation scheme and the carrier frequency, can be

extracted by analyzing cyclostationary estimator SCF, which is obtained from the

CAF. SCF Sỹ (f, α) of the beamformer output ỹ (nct) (at B in Fig. 6.1(a)) expressed

as the Fourier transform of the CAF Rα
ỹ (k) [63].
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Sỹ (f, α) =
∞∑

k=−∞

Rα
ỹ (k)e

−j2πfk (6.1)

where

Rαỹ (k) = lim
M→∞

1

2M + 1

M∑

n=−M

[

ỹ(n+ k)e−jπα(n+k)
] [
ỹ(n)ejπαn

]∗
.

f and α are the temporal and cycle frequencies, respectively. The SCF provides

different peak profiles for each modulation, which leads to classify the modulation

scheme. Furthermore, the α = 0 line of the SCF[47] corresponds to the PSD of the

received signal which can be used to detect the carrier frequency of the signal.

6.1.3 Network-Resonant 2-D IIR Beamfilter

The concept of multi-dimensional network resonance [18] has been employed to design

p-BIBO stable [32] 2-D IIR digital filters for broadband beamforming applications

[19]. Such 2-D IIR filters have beam shaped filter passbands in the 2-D spatio-

temporal frequency domain (ωx, ωct), where ωx and ωct are the spatial and temporal

frequency variables, respectively. A beam shaped 2-D filter passband is required to

selectively encompass the spatio-temporal spectrum having a desired DOA ψd [19].

Recall from Chapter 3 that the 2-D z transform of the N element 2-D IIR beam filter

can be obtained as

T (zx, zct) =
Y (zx, zct)

W (zx, zct)
= P (zct)

[

R (zct)

N−2∑

k=0

Q (zct)
k z−(k+1)

x + 1

]

. (6.2)

where P (zct) =
1+z−1

ct

1+b01z
−1
ct

, Q (zct) =
−(b10+b11z−1

ct )
1+b01z

−1
ct

, R (zct) = 1 +Q (zct) ,

bij = R+(−1)i cos θ+sin θ(−1)j

R+cos θ+sin θ
with b00 = 0 [19]. Here θ = tan−1 (sinψd) [18, 19]. The
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multi-input-multi-output characteristic of the 2-D IIR beamfilter corresponds to the

(6.2), allows us to employ T (zx, zct) as a pre-filter to existing Applebaum adaptive

array (see Fig. 6.1(b)).

6.2 Proposed Directional Cyclostationary Feature Detector

Directional information pertaining to each signal source Si (DOA ψi) is obtained by

scanning the CR environment by producing an electronically steerable beam from the

beamforming front-end, and subsequently performing a peak energy detection. Fea-

ture detection is then applied to each detected DOA to estimate the carrier frequency

and modulation scheme. In the proposed spectrum sensor, discrete domain I-Q sig-

nals xI (nx, nct) and xQ (nx, nct) are sent through two separate 2-D IIR beamfilters as

shown in Fig. 6.1(b), followed by the Applebaum beamformer having optimal weights

Cn (as described in Chapter 5), which are calculated utilizing the last N − 1 signals

at the output of the ADCs x̃ (nx, nct). Here, 2-D IIR beam filter accepts signals from

each antenna in the N -element antenna array and the last N − 1 beam filter outputs

are fed into the Applebaum beamformer (see Chapter 5). Cyclostationary feature

detector is then employed on the bandpass filtered Applebaum beamformer output.

It is clear that the proposed method employs a 2-stage of array processing algorithms

to increase the spatial selectivity, in turn, leading to improve SINR at the input to

the feature detection algorithm. The SINR improvement obtained from the proposed

architecture reflects as an improvement of the accuracy of the spectrum sensing and

modulation detection algorithms.
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6.2.1 FPGA Implementation of the Proposed Architecture

In order to analyze the hardware complexity required to gain the projected SINR

improvement, proposed architecture is realized on Xilinx Virtex-6 XC6VSX475T

1FF1156 device for 64 element antenna array. Evaluation of hardware complexity

and real time performance considered the following metrics: the number of used con-

figurable logic blocks (CLB), flip-flop (FF) count, critical path delay (Tcpd), and the

maximum operating frequency (Fmax) in MHz. Results are shown in Table 6.1. In the

Applebaum array, one complex multiplier (realized using Gauss multiplication algo-

rithm which consumes three real multipliers and five adder/subtractors) is employed

for each antenna to multiply the complex signal with the adaptive coefficient. Fol-

lowing the (6.2) proposed method require 6 real multipliers and 12 adder/subtractors

per antenna (for both I and Q) to implement the 2-D IIR pre-filtering architecture.

6.2.2 Reduction of Side-lobe Levels and Main Beam Deviation

In the proposed approach, following the introduction of 2-D IIR beam filter, the

complete system transfer function TC (zx, sct) (from Chapter 5) is

TC (zx, sct) =
1

N

NA−1∑

l=0

α′
lP (sct)

[

R (sct)
l∑

k=0

Q (sct)
k z−(k+1)

x + 1

]

, (6.3)

Insertion of the 2-D IIR beamfilter leads to a transfer function with both poles and

zeros at guaranteed p-BIBO stability.

Improved spatial selectivity of the proposed array processing algorithm can

be visualized by comparing the array factors. Array factor is calculated by assuming
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Table 6.1: Hardware resource consumption using Xilinx Virtex-6 XC6VSX475T
1FF1156 device.

ArchitectureCLB FF Tcpd (ns) Fmax (MHz)

Proposed 29136 105144 9.911 100.89

an array of 64 elements with input SINR of -10 dB. Fig. 6.2(b) shows the expected

side-lobe level reduction capability where desired DOA ψd is 30◦ and Applebaum

beamformer coefficients are calculated based on frequency 2.4 GHz. It is clear that

the proposed 2-D IIR filter-based Applebaum adaptive arrays provide significant im-

provement in terms of side-lobe level reduction, which leads to a SINR improvement.

Fig. 6.2 shows the deviation of the main beam due to the variation of the signal

center frequency where Applebaum beamformer coefficients are calculated based on

frequency 2.4 GHz. Reduced main beam deviation lead to alleviate the spectrum sens-

ing over a wide range of frequencies around the pre-defined center frequency (which

is used to calculate the coefficients). For the DOA 30◦, proposed method shows a 1◦

deviation while the conventional method is 1.5◦. It is clear the the proposed method

exhibits a greater reduction in the beam direction deviation which is caused due to

the wide-band nature of the introduced 2-D IIR beam filter.

6.2.3 Performance Evaluation of the Proposed Method

In order to measure the performance of the proposed directional spectrum sensing

architecture, performance metric M is calculated utilizing two mean square error

measurements MA and MP , which correspond to Applebaum-beamformer-only and
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the proposed 2-D IIR filter based approach, respectively. Measurement MA is the

mean square error between the ideal SCF SαyI (f) of the signal with zero noise and the

SCF SαyA(f) measured at the directionally enhanced output of the Applebaum beam-

former (6.1(a)), where −0.5 ≤ f ≤ 0.5 and −1 ≤ α ≤ 1. It can be mathematically

expressed as

MA =
0.5∑

f=−0.5

1∑

α=−1

|SαyI (f)− SαyA(f)|
2. (6.4)

Note that MA is a measure of how close the SCF calculated using Applebaum beam-

former output to the ideal zero noise situation. MA with smaller values are desired for

accurate detection and sensing. Similarly, MP can be expressed as the mean square

error between the SαyI (f) and the SCF SαyP (f) measured at the beamformed output

of the proposed beamforming architecture (6.1(b)). MP is given by

MP =

0.5∑

f=−0.5

1∑

α=−1

|SαyI (f)− SαyP (f)|
2. (6.5)

The performance metric M is then calculated as

M = 10 log

(
MA

MP

)

. (6.6)

Since we are employing a bandpass filter prior to the cyclostationary feature detec-

tor in both architectures (Fig. 6.1(a) and (b)), performance metric M is a better

measurement of the noise removing capability (in the interested frequency band) of

proposed spectrum sensing architecture compered to the conventional method. Ob-

tained improvement in terms of the performance metric M for different simulation

scenarios is presented in section 6.3.
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Figure 6.3: Obtained results for DOA 20◦ with -30 dB SINR (a) SCF (b) PSD (α = 0
in the SCF) of the conventional method, (c) SCF (d) PSD of the proposed method.
Results for DOA 40◦ with -30 dB SINR (e) SCF (f) PSD of the conventional method,
(g) SCF (h) PSD of the proposed method. Results for DOA 60◦ with -30 dB SINR (i)
SCF (j) PSD of the conventional method, (k) SCF (l) PSD of the proposed method.

6.3 Spectrum Sensing Simulations and Results

Numerical simulations are carried out to demonstrate the performance enhancement

of the proposed directional spectrum sensing architecture, where frequency band in
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between 2.3 GHz and 2.5 GHz is selected for spectrum sensing and 3 dB cutoff

frequencies of the bandpass filter are selected accordingly. Appebaum beamformer

coefficients are calculated based on the center frequency 2.4 GHz. Three BPSK mod-

ulated signal sources with center frequencies 2.4 GHz, 2.3 GHz and 2.5 GHz are

placed at DOA 20◦, 40◦ and 40◦, respectively. QPSK modulated source is located at

DOA 60◦.

We assume that the source DOAs have already been estimated by employing a

direction estimation algorithm. Obtained SCF SαyA(f) and PSD S0
yA
(f) (α = 0 line

of the SCF) for DOA 20◦ are shown in Fig. 6.3 (a) and (b) for conventional method

and corresponding graphs for the proposed 2-D IIR filter based approach are shown

in Fig. 6.3 (c) and (d). Similarly, calculated results for the DOA 40◦ and 40◦ are

shown in Fig. 6.3 (e-h) and Fig. 6.3 (i-l) respectively. Noise reduction capability of

the proposed method is clearly visualized in the obtained SCF and PSD and corre-

sponding measurement values MA and MP also reflect the projected improvement in

noise suppression. This unique feature of the proposed method will lead to enhance

the accuracy and reliability of both spectrum sensing and modulation detection.

In order to evaluate the performance of the proposed spectrum sensing method in

terms of the metric M , BPSK modulated signal with fractional bandwidth 1% and

center frequency 2.4 GHz is assumed. Metrics MA and MP are obtained by varying

the input SNR value and desired beam direction ψd. Fig. 6.4(a) shows the results for

input SNR values -10 dB, -20 dB and -30 dB, where each graph is plotted with respect
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to the beam direction 0 ≤ ψ ≤ π/2. Fig. 6.4(b) shows the variation of the calculated

performance metric M for each input SNR values. It shows that the performance im-

provement of the proposed method increases with the beam direction and decreases

with input SNR value. These results show that the proposed method is desired for
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spectrum sensing and modulation detection in very poor SINR environments. For ex-

ample, spectrum sensing of a signal with 1% FB in a -30 dB SNR environment shows

a 10 dB improvement compared to the conventional method. Resulted performance

improvement is significant when compared to the implementation and operational

complexity of the hardware required to obtain the same improvement.

6.4 Conclusions

A novel array processing architecture is proposed for increasing the accuracy and

reliability of directional spectrum sensing and modulation detection in cognitive radio

networks. Proposed direction sensing and feature detection scheme employs a linear

antenna array equipped with a conventional Applebaum adaptive beamformer and

a recently proposed 2-D IIR planar-resonant beam filter to obtain improved spatial

selectivity. Proposed beamforming architecture shows a significant improvement in

SINR when the DOA of the desired signal is off-axis from the broad side direction. For

example, when the desired signal is at 40◦ from broadside, the proposed system lead

to an additional 8 dB improvement in the SINR compared to a similar system with a

traditional Applebaum adaptive array which will lead to enhance the accuracy of the

spectrum sensing operation. Performance metric which quantify the noise suppression

capability of the cycostationay estimator, exhibits more than 3 dB improvement

compared to the conventional architecture for very low SNR environments.
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CHAPTER VII

BEAM-ENHANCEMENT OF RECTANGULAR APERTURE DIGITAL STAP

BEAMFORMERS USING PARTIALLY-SEPARABLE 3-D IIR BEAM FILTERS

Applications of the rectangular aperture beamforming techniques can be found in

many emerging areas ranging from wireless/mobile communication [27], radar [64],

radio astronomy [65], and cognitive radio [66] for enhancement of the desired signal

from a particular DOA while eliminating interferences and random noise. SIR im-

provement at the output of the beamformer (compared to the input) quantify the

performance of the system where number of antenna elements in the array mainly

determine the upper limit for the SIR improvement. In this chapter, a novel archi-

tecture to enhance the directivity of the FFT based STAP beamformer is proposed

by introducing a 3-D IIR digital recursive filter architecture to the existing system as

shown in Fig. 7.1. Proposed system modify the zero-manifold-only transfer function

of the STAP beamformer by introducing complex-pole manifolds from the 3-D IIR

beamfilter which will result a transfer function with both zeros and complex-poles

manifolds. Manifold change in the proposed system reflect as a reduction in the side

lobe levels which leads to an enhancement of the output SIR. Proposed architectural

modification can be made without any significant change to the existing system and

is able to implement with a marginal increase in the hardware complexity.
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7.1 System Overview

Consider an uniform rectangular antenna array oriented in x− y plane with Nx×Ny

antenna elements (with same omnidirectional characteristics) as shown in Fig. 7.1,

where inter antenna spacing are ∆x and ∆y for x and y directions, respectively.

Output of each antenna element is sent through a low noise amplifier, bandpass filter

prior to the ADC which samples the signal in every ∆T seconds, where sampling

frequency Fs = 1
∆T

. Plane wave w (x, y, ct) = ws (sinψ cosφx+ sinψ sin φy + ct)

receiving from a DOA (ψ, φ) is sampled at each antenna to obtain 3-D discrete signal

w (nx, ny, nct)

w (nx, ny, nct) = ws (sinψ cosφ ∆x nx + sinψ sinφ ∆y ny + c∆T nct) , (7.1)

where ψ is the elevation angle, φ is the azimuth angle, ct is the time normalized by

the speed of the wave c, and ws (t) is the transmitted signal from the signal source.

Recall from Chapter 2 that the ROS of the 3-D plane wave can be determined by

taking the Fourier transform of w (nx, ny, nct). MD signal processing theory proves

that the ROS of the plane wave receiving from DOA (ψ, φ) is confined to straight line

in the (ωx, ωy, ωct) ∈ R3 3-D frequency domain which is passing through the origin,

has an angle θ to the ωct axis and an angle φ to ωx axis. Here tan θ = sinψ [18]. The

equation of the ROS line is given by

ωx
sin θ cos φ

+
ωy

sin θ sinφ
+

ωct
cos θ

= 0. (7.2)

Thus, wideband beamformer necessitates to have a line shaped passband described

by Eq. 7.2 to selectively enhance plane waves from DOA (ψ, φ).
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7.1.1 FFT based Wideband STAP - Block A

z domain transfer function TPA3D
(zx, zy, zct) of the ST narrowband phased array

operating at frequency ωct0 can be expressed as

TPA3D
(zx, zy, zct) =

Ny−1
∑

ny=0

Nx−1∑

nx=0

αNx−nx−1,Ny−ny−1z
−nx
x z−nyy (7.3)

where αnx,ny = e−jωct0∆xyT and ∆xyT = 1
c
(sinψ cosφ∆x nx + sinψ sinφ∆y ny) is the

time taken for plane wave to travel from origin of the x − y plane to any antenna

position (nx, ny). Note that the TPA3D
has only zero manifolds in the transfer function.

The wideband FFT based STAP beamformer is a frequency domain beamforming

technique [27, 26]. As shown in Fig. 7.1 block A, P-point FFT is employed at each of

the inputs to obtain signals correspond to each frequency bin W (nx, ny, ωcti), where

ωcti =
2π
P
i, P/2 ≤ i ≤ P/2−1. Collectively, outputs correspond to the same frequency

bin result a system similar to the narrowband phased array. Thus each frequency bin

correspond to ωcti is multiplied using the complex phasor e−jωctic∆xyT (delay the signal

with proper time). Phased rotated signals correspond to same frequency bin ωcti are

then summed to feed into the IFFT block. Directionally enhanced output y (nct) can

be obtained at the output of the IFFT block. Note that the system has multiple

inputs and a single output. Since the wideband FFT based STAP beamformer is

an extension of the narrowband phased array beamformers described by Eq. 7.3, the

complete system can be considered as FIR filter based beamformer which contains

only zeros manifolds in the z- domain transfer function HSTAP (zx, zy, zct).

119



x

y

T x
(z
x
, z
c
t
)

Rectangular antenna array

TIIR (zx, zy, zct)

(0,N)(0,0)

2-D IIR beamfilters

3-D IIR beam filter implementation using 2-D IIR beam filters

per antenna
3 multipliers

2-D IIR beamfilters
along x direction

2-D IIR beamfilters
along y direction

Output of the Beamformer

(Nx − 1, Ny − 1)

Ty (zy, zct)

y2 (Nx − 1, Ny − 1, nct)

y1 (Nx − 1, Ny − 1, nct)
y2 (Nx− 1, Ny − 1, nct)

Figure 7.2: System architecture of the partially-separable 3-D IIR beam filter.

7.1.2 ST Network Resonant Partially-Separable 3-D IIR Beamfilter

Resistively terminated passive prototype networks also known as Ramamoorthy-

Bruton networks (RBN) based on the concept of network resonance allows synthesis

of low-complexity wideband beamformers which are IIR in nature [18]. 2-D beam

filters have been proposed to enhance signals using an ULA where the beam filter

exhibits a beam-shaped passband in the (ωx, ωct) ∈ R2 spatio-temporal frequency

domain (antenna array is oriented at x direction). Prior to the introduction of the

operation in Block B in the proposed system, the concept of the partially separa-

ble 3-D IIR beam filter which is realized using 2 −D IIR beam filters is illustrated.

Consider a z domain transfer function of the first order 2-D IIR beam filter [18, 19]

Tx(zx, zct) =
(1 + z−1

x )
(
1 + z−1

ct

)

1 + b10xz
−1
x + b01xz

−1
ct + b11xz

−1
x z−1

ct

(7.4)

where coefficients bijx =
R+(−1)iLx+(−1)jLctx

R+Lx+Lctx
. Lx,Lctx values andR value set the angular

orientation and sharpness of the passband of the beam, respectively. Here zx and zct
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variables correspond to spatial dimension x and time dimension ct. Note that 7.4

does not take into account the number of antennas in the array and is applicable only

if the antenna array is infinite or the antenna array is sufficiently enough to stabilize

its impulse response.

Since the rectangular aperture can be considered as an array of Nx-element

ULAs oriented in x direction (has Ny such ULAs) as shown in Fig. 7.2, the underlining

transfer function for each ULA can be evaluated using

Lx = − cos[tan−1 (sinψ cosφ)] Lctx = sin[tan−1 (sinψ cos φ)], (7.5)

which leads to a planar-shaped passband in (ωx, ωy, ωct) ∈ R3 as shown in Fig. 7.3(a).

Similarly, rectangular array can be considered as an array of Ny-element ULAs ori-

ented in y direction (has Nx such ULAs) and the transfer function

Ty(zy, zct) =

(
1 + z−1

y

) (
1 + z−1

ct

)

1 + b10yz
−1
y + b01yz

−1
ct + b11yz

−1
y z−1

ct

(7.6)

can be evaluated by calculating the coefficients bijy =
R+(−1)iLy+(−1)jLcty

R+Ly+Lcty
using

Ly = − cos[tan−1 (sinψ sin φ)] Lcty = sin[tan−1 (sinψ sin φ)]. (7.7)

This leads to a planar-shaped passband as shown in Fig. 7.3(b). Beam shaped pass-

band in (ωx, ωy, ωct) space-time frequency domain which is passing through the origin,

has an angle θ to the ωct axis and has an angel φ to ωx axis (as shown in Fig. 7.3(c))

can be obtained by cascading two systems, where tan θ = sinφ. Thus the combined

transfer function can be expressed as
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TIIR (zx, zy, zct) =
(1 + z−1

x )
(
1 + z−1

ct

)

(
1 + b10xz

−1
x + b01xz

−1
ct + b11xz

−1
x z−1

ct

)×
(
1 + z−1

y

) (
1 + z−1

ct

)

(
1 + b10yz

−1
y + b01yz

−1
ct + b11yz

−1
y z−1

ct

) . (7.8)

However, note that (7.8) does not take into account the number of antenna elements

in the array.

System architecture of the partially separable 3-D IIR beam filter is shown in

Fig. 7.2 for a rectangular antenna array with Nx×Ny antenna elements and digitized

input signals wa (nx, ny, nct) where 0 ≤ nx ≤ Nx − 1 and 0 ≤ ny ≤ Ny − 1 are the

antenna indexes in x and y directions, respectively. Recall from Chapter 3 that the

array size dependent z domain transfer functions Tx (zx, zy, zct)

Tx (zx, zy, zct) = Px (zct)

[

Rx (zct)

Nx−2∑

k=0

Qx (zct)
k z−(k+1)

x + 1

]

(7.9)

and Ty (zx, zy, zct)

Ty (zx, zy, zct) = Py (zct)

[

Ry (zct)

Ny−2
∑

k=0

Qy (zct)
k z−(k+1)

y + 1

]

(7.10)

can be used to obtain the array size dependent transfer function for the 3-D IIR beam

filter where Px (zct) =
1+z−1

ct

1+b01xz
−1
ct

, Qx (zct) =
−(b10x+b11xz−1

ct )
1+b01xz

−1
ct

, Rx (zct) = 1 + Qx (zct),

Py (zct) =
1+z−1

ct

1+b01yz
−1
ct

, Qy (zct) =
−(b10y+b11y z−1

ct )
1+b01y z

−1
ct

and Ry (zct) = 1 + Qy (zct). During

the actual implementaion, directionally enhanced outputs y1 (Nx − 1, ny, nct) (last

output of the ULA) of each 2-D IIR beam filters in the first stage (2-D IIR beam

filters are oriented in x direction) ,where 0 ≤ ny ≤ Ny−1, are utilized to feed the final

2-D IIR beam filter oriented in y direction as shown in Fig. 7.2. All other outputs
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y1 (nx, ny, nct) are terminated, where 0 ≤ nx ≤ Nx − 2 and 0 ≤ ny ≤ Ny − 1. Then

the total transfer function can be expressed as

TIIR (zx, zy, zct) =
Y (zx, zy, zct)

W (zx, zy, zct)
= Px (zct)

[

Rx (zct)
Nx−2∑

k=0

Qx (zct)
k z−(k+1)

x + 1

]

× Py (zct)

[

Ry (zct)

Ny−2
∑

k=0

Qy (zct)
k z−(k+1)

y + 1

]

. (7.11)

Directionally enhanced output can be obtained at y2 (Nx − 1, Ny − 1, nct) and other

outputs are terminated.

The array factor produced by TIIR (zx, zy, zct) is obtained by evaluating the

3-D frequency response TIIR (ejωx , ejωy , ejωct) in (7.11) at a given temporal frequency

ωct0 as function of the elevation angle ψ and azimuth angle φ by setting ωx =

ωct0 sinψ cosφ and ωy = ωct0 sinψ sinφ where sinφ = tan θ [46]. The array factor

is given by ATIIR (ψ, φ, ωct0) =
∣
∣TIIR

(
ejωct0 sinψ cos φ, ejωct0 sinψ sinφ, ejωct0

)∣
∣. Fig. 7.4(a-

c) show the array factor variation of the 3-D IIR beam filter with the normalized

temporal frequencies ωct0 = 0.6π, ωct0 = 0.5π and ωct0 = 0.4π where desired beam

direction is φ = 50◦ and ψ = 30◦ and antenna array is 32× 32 element. Fig. 7.4 (d-f)

and (g-i) show the array factor variation of φ when ψ is fixed at 30◦ and variation of

ψ when φ is fixed at 50◦.

When analyzing the hardware complexity of the proposed partially separable

3-D IIR wideband beamformer, 3 real multipliers and 6 adders/substractors per an-

tenna are required to evaluate the underlining 2-D difference equation for the beam
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Figure 7.5: Modification of the beam filter to further enhance the directivity.

filters oriented in x direction. For the final beam filter (in y direction) requires 3Ny

multipliers and 6Ny adders, in total, for the calculation. Thus the total system

requires 3Ny (Nx + 1) real multipliers and 6Ny (Nx + 1) adders/substractors for the

digital realization.

7.2 Proposed Beam-Enhancement Architecture - Block B

Note that the 3-D IIR beam filter discussed the previous section accepts multiple

inputs (Nx ×Ny) and produces multiple outputs (Nx ×Ny), unlike the conventional

FFT based STAP , where it only produces a single output. In the proposed architec-

ture, each output of the first filtering stage of the 3-D IIR beam filter (2-D IIR beam

filters oriented in x direction) is used to feed the second filtering stage which has Nx

Ny-element ULAs oriented in y direction as shown in Fig. 7.5. Thus in the proposed

architecture, Nx × Ny outputs produced by the 3-D IIR beam filter are fed into the
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STAP beamformer. Here, 3-D IIR beam filter act as a pre-filter to the conventional

STAP as shown in Fig. 7.1. Introduction of the 3-D IIR beam filter changes the

zero-manifold-only transfer function of the STAP to a transfer function with both

zero and complex-pole manifolds. This change leads to a directivity enhancement of

the conventional FFT based STAP. In order to further improve the system perfor-

mance, modification to the beam filtering architecture is proposed by exploiting the

IIR nature of the beam filter which evaluate the transfer functions Tx (zx, zct) and

Ty (zy, zct) for additional L steps (per each direction) where each of the extra inputs

are fed with zeros as shown in Fig. 7.5. Nx × Ny antenna outputs are fed into the

uppermost inputs of the 3-D IIR beam filter and the last Nx × Ny outputs are then

fed into the FFT based STAP beamformer.

In order to obtain the array size dependent z domain transfer function of the

proposed architecture (in closed form), first consider an ULA oriented in x direction

with Nx number of antennas and L additional inputs which are fed by zeros. The

mixed domain expression of the 2-D IIR beam filter (see Chapter 3)

Ym (nx, zct) = Px (zct)Wm (nx, zct)+Px (zct)Wm (nx − 1, zct)+Qx (zct) Ym (nx − 1, zct) ,

(7.12)

with Px (zct) =
1+z−1

ct

1+b01xz
−1
ct

, Qx (zct) =
−(b10x+b11xz−1

ct )
1+b01xz

−1
ct

and Rx (zct) = 1 + Qx (zct) leads

to
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Ym (0, zct) = Px (zct)Wm (0, zct)

Ym (1, zct) = Px (zct) [Wm (1, zct) +Wm (0, zct)Rx (zct)]

Ym (2, zct) = Px (zct)

[

Wm (2, zct) +Wm (1, zct)Rx (zct)

+Wm (0, zct)Qx (zct)Rx (zct)

]

Ym (3, zct) = Px (zct)

[

Wm (3, zct) +Wm (2, zct)Rx (zct)

+Wm (1, zct)Qx (zct)Rx (zct) +Wm (0, zct)Qx (zct)
2Rx (zct)

]

...

Ym (N − 1, zct) = Px (zct)

[

Wm (N − 1, zct) +Wm (N − 2, zct)Rx (zct)

+Wm (N − 2, zct)Qx (zct)Rx (zct) + . . .

+Wm (0, zct)Qx (zct)
N−2Rx (zct)

]

Ym (N, zct) = Px (zct)Rx (zct)

[

Wm (N − 1, zct) +Wm (N − 2, zct)Qx (zct)

+Wm (N − 3, zct)Qx (zct)
2 + . . .

+Wm (0, zct)Qx (zct)
N−2

]

Ym (N + 1, zct) = Px (zct)Qx (zct)Rx (zct)

[

Wm (N − 1, zct) +Wm (N − 2, zct)

Qx (zct) +Wm (N − 3, zct)

Qx (zct)
2 + . . .+Wm (0, zct)Qx (zct)

N−2Rx (zct)

]

...
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Ym (N + L− 1, zct) = Px (zct)Qx (zct)
L−1Rx (zct)

[

Wm (N − 1, zct) +Wm (N − 2, zct)

Qx (zct) +Wm (N − 3, zct)

Qx (zct)
2 + . . .+Wm (0, zct)Qx (zct)

N−2Rx (zct)

]

which represent the mixed domain expressions for each beam filter outputs

y (nx, nct) where 0 ≤ nx ≤ N + L − 1. Following the inverse Fourier transform, z

domain representations Y (zx, zct) z
−(N+L−1−nx)
x of each output y (nx, nct) (0 ≤ nx ≤

N + L− 1) of the beam filter can be expressed in the matrix form Y = AxW where,
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Y =
[
z−(N+L−1)
x z−(N+L−2)

x z−(N+L−3)
x ....... z−1

x z0x
]T
Y (zx, zct) (7.14)

is the z domain representation of the outputs and

W =
[
z−(N+L−1)
x z−(N+L−2)

x z−(N+L−3)
x ....... z−1

x z0x
]T
W (zx, zct) (7.15)

is the z domain representation of the input vector W .

Now, consider an antenna array with Nx × Ny elements and L additional

inputs per each direction as shown in Fig. 7.5. The z domain representation of the

inputs can be expressed in the matrix form as
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where W is a (Nx + L)× (Ny + L) matrix. Then the z domain representation matrix

Y1 of the outputs at the first stage of the 3-D IIR beam filter (2-D IIR beam filters

oriented in x direction) can be obtained as a (Nx + L)× (Ny + L) matrix

Y1 = AxW (7.17)

According to Chapter 5, 2-D IIR beam filter requires N2D = 1 spatial steps to stabilize

the transient response of the numerator part of the 2-D IIR beam filter where N2D

is the order of the numerator function of the 2-D IIR beam filter. Thus the outputs

y1 (1, ny, nct) where 0 ≤ ny ≤ Ny+L− 1, are terminated and only remaining outputs

are processed at the second filtering stage which consisting with 2-D IIR beam filters

oriented in y direction. Let the corresponding (Nx + L− 1)× (Ny + L) matrix as Y ′
1 .

It can be shown that the z domain representation matrix Y2 of the outputs at the

3-D IIR beam filter can be expressed as

Y2 =
(
AyY

′T
1

)T
(7.18)

where
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T represents the transpose operation and Y2 is a (Nx + L− 1) × (Ny + L) matrix.

Similar to the previous stage, outputs y2 (nx, 1, nct) where 0 ≤ ny ≤ Ny + L − 2,

are terminated due to the stability requirement of the filter. Thus the correspond-

ing output matrix Y ′
2 at the output of the 3-D IIR beam filter has dimensions

(Nx + L− 1) × (Ny + L− 1). If L = 0, (Nx − 1) × (Ny − 1) outputs of the beam

filter are sent to the STAP beamformer, otherwise if L ≥ 1, last Nx × Ny outputs

y2 (nx, ny, nct) where L ≤ nx ≤ Nx +L− 1 and L ≤ ny ≤ Ny +L− 1 are fed into the

STAP beamformer. The final transfer function of the proposed system for L ≥ 1 can

be expressed as

T (zx, zy, zct) =
Nx−1∑

nx=0

Ny−1
∑

ny=0

Hnx,ny (zct) Y
′
2 (nx, ny) (7.20)

where Hnx,ny (zct) is the filter transfer function corresponding to the antenna branch

(nx, ny) of the STAP beamformer and Y ′
2 (nx, ny) is the matrix element at (nx, ny)

index of the Y ′
2 matrix. For the narrowband case Hnx,ny (zct) = αNx−nx−1,Ny−ny−1 and

T (zx, zy, zct) =

Nx−1∑

nx=0

Ny−1
∑

ny=0

αNx−nx−1,Ny−ny−1Y
′
2 (nx, ny) (7.21)

where αnx,ny = e−jωct0∆xyT and ∆xyT = 1
c
(sinψ cosφ∆x nx + sinψ sinφ∆y ny).

In order to compare the hardware complexity of the proposed system with

the 512-point FFT based STAP beamformer, consider the complexity of a single

antenna. FFT based STAP requires 3
2
512 log2 512 = 6912 real multipliers for the

FFT calculations and 512×3 real multipliers for the phase rotation where as 3-D IIR

beam filter requires 6 multipliers per antenna (3 multipliers per each beam filter). The
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Figure 7.6: SIR improvement of the proposed architecture compared to the digital
STAP beamformer.

proposed beam enhanced spate-time beam filter realization increases the hardware

complexity only by 0.5%, compared to the existing system, to obtain reduced sidelobe

levels for the same array size. In order to increase the array size, which is also an

option to enhance the directivity, require at least 6912 additional real multiplier per

each antenna (require hardware components for the RF front-end as well), which

consumes much more hardware than the proposed method.

7.3 Simulated Directivity Improvement Results

Directivity enhancement of the proposed architecture has verified through time do-

main simulations and SIR measurements. Consider a 64 × 64 rectangular antenna

array oriented in x − y plane. Gaussian modulated cosine signals with 15% frac-

tional bandwidth (wideband) and 0.5π center frequency is utilized for the simulation

where input SIR value is set to be -20 dB. Additional number of steps L of the 3-D

IIR beamfiler is chosen as 8, since the particular selection provides the maximum

improvement in terms of SIR.
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Figure 7.7: SIR improvement of the proposed architecture compared to the digital
STAP beamformer.

Two simulation scenarios with different interference settings are presented

to determine the projected SIR improvement of the proposed architecture. Fig. 7.6

(a-c) shows the SIR improvement of the STAP beamformer, proposed architecture,

and relative improvement compared to the conventional STAP, respectively, where

measurements are obtained for the region 0◦ ≤ ψ60◦ and 180◦ ≤ φ270◦. Two interfer-

ence are located at ψ = 20◦, φ = 40◦ and ψ = 80◦, φ = 20◦. Simulated results show

a maximum improvement of 12.1 dB, minimum improvement of 4.6 dB, and average

SIR improvement of 9.4 dB. Fig. 7.7 (a-c) depict the similar results for a situation

where interferences are located at ψ = 50◦, φ = 120◦ and ψ = 30◦, φ = 300◦. Ob-

tained results shows maximum improvement of 10.6 dB, minimum improvement of

2 dB and average improvement of 6.4 dB. Proposed beam enhancement rectangular

array architecture provides a significant SIR improvements for the same array size

with a marginal increase in the hardware complexity.
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7.4 Conclusion

Architectural modification to the existing rectangular array STAP beamformer is

proposed to enhance the directivity (SIR improvement). Network resonant ST 3-

D IIR beam filter is employed as a pre-filter to the STAP beamformer. Partially

separable architecture of the 3-D IIR beam filter is realized to minimize the hardware

complexity. Introduction of the beam filter change the zero-manifold-only transfer

function of the conventional beamformer to a transfer function with both zero and pole

manifolds. Side lobe level rejection capability of the proposed architecture is shown

in terms of the frequency response. Simulation results show better than 6 dB average

SIR improvement along every direction for an environment with -20 dB input SIR.

Realization of the proposed beam enhanced beamforming architecture marginally

increase the hardware complexity (< 0.5%) while providing significant improvement

in terms of SIR.
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CHAPTER VIII

ELECTRONICALLY STEERABLE DIRECTED ENERGY USING

SPACE-TIME NETWORK RESONANT DIGITAL SYSTEMS

Antenna array transmit beamforming allows directed energy for radar, communica-

tions and target illumination. Directionality enhances the SNR at the receiver and

enables interference rejection via spatial filtering. Applications of transmit beam-

forming includes array radar [67, 68] and mobile communications. Traditionally,

wideband transmit beamforming arrays are realized using phased/timed arrays. In

digital implementation, transmit arrays employ high-order FIR filters as phasing net-

works [69]. A transformative, novel alternative low-complexity approach that can

realize wideband transmit arrays is proposed using MD network resonant filters. The

proposed system achieves an order of magnitude lower digital processing complexity

while supporting a wide range of frequencies (ideally from DC to Nyquist in the digi-

tal domain) by exploiting recursive spatial-temporal signal flow graphs (SFGs) of MD

IIR filters. ULA examples for both single beam and multi-beam transmit beamform-

ing are presented to illustrate the concept. Simulations demonstrate the space-time

domain and 2-D frequency domain behavior of the transmit beamformer for example

input signals.
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8.1 Proposed Transmit Beamformer Model

MD network resonance enables synthesis of discrete domain transfer functions having

directive frequency responses in the spatio-temporal frequency domain [18]. MD

transfer functions having specific passband shapes in the frequency domain have been

exploited to design p-BIBO stable receive beamformers [32]. For example, a 2-D IIR

digital filter having a beam shaped passband in the 2-D frequency domain (ωx, ωct)

can be used for electronically steerable beamforming [70]. Here, ωx and ωct are the

normalized frequency variables along spatial and temporal dimensions, respectively.

Following the reciprocity properties of MD passive networks, we propose, for

the first time in the literature, to employ 2-D planar-resonant filters in transmit-mode

for RF directed energy apeture arrays.

Fig. 8.1(a) depicts the overview of the transmit array for a ULAs based on a 2-D

IIR space-time digital filter. The proposed 2-D IIR digital filter comprising of in-

terconnected digital processing modules (see Fig. 8.1(a)) has the 2-D z-transform

domain transfer function

T (zx, zct) =
(1 + z−1

x )
(
1 + z−1

ct

)

1 + b10z−1
x + b01z

−1
ct + b11z−1

x z−1
ct

(8.1)

where zx and zct are the z-transform variables along spatial and temporal dimen-

sions, respectively. Here, z−1
x implies a spatial delay (i.e. neighboring antenna)

whereas z−1
ct implies a temporal delay realized using clocked registers within the dig-

ital processing modules. Furthermore, the coefficients bij =
R+(−1)i cos θ+sin θ(−1)j

R+cos θ+sin θ
with
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Figure 8.1: (a) Proposed 2-D IIR digital filter based transmit array. Spatio-temporal
2-D (b) impulse response and (c) frequency response of transmit array digital filter
showing the directional response in the 2-D space-time domain. (d) Example 1-D
sinusoidal input signal and output 2-D wave-field .

b00 = 0 [70] set the beam direction ψ, where θ = tan−1 (sinψ). Free parameter R

should approximately equal to zero to maintain high Q-factor. Transfer function (8.1)

corresponds to the 2-D difference equation y (nx, nct) =
1∑

p=0

1∑

q=0

w (nx − p, nct − q) −
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1∑

p=0

1∑

q=0

bpqy (nx − p, nct − q), leading to an interconnected array processing SFG shown

in Fig. 8.1(a), where w (nx, nct) and y (nx, nct) are the 2-D discrete domain input and

output, respectively.

To explain transmit mode beamforming, consider the 2-D impulse response

of the filter obtained by setting w (nx, nct) = δ (nx, nct) in the difference equation,

where δ (nx, nct) is the 2-D dirac delta function. As shown in Fig. 8.1(b), the 2-D

impulse response indicates the emission of a directed wave from the output of the

2-D IIR filter, where the direction of the wave-front is set by the coefficients bij in

(8.1). Corresponding frequency domain output is shown in Fig. 8.1(c) which shows

the directional response of the 2-D filter. Because any 1-D signal can be represented

as a linear combination of weighted and delayed unit impulse signals, and (8.1) is a

linear shift-invariant system, by exciting the first module in the array processor with

a temporal intensity function Sin (nct) a corresponding directed out-going wave-front

can be obtained at the output of the 2-D IIR beam filter (see Fig. 8.1(a)).

142



−
π

ω
x

−
ππ

ωct

π
−
π

ω
x

−
ππ

ωct

π

6
4

0
1
2
8

0

n
x

n
c
t

(a
)

(b
)

(c
)

(d
)

6
4

0
1
2
8

0

n
x

n
c
t

(e
)

(f
)

(g
)

(h
)

6
4

0
1
2
8

0

n
x

n
c
t

6
4

0
1
2
8

0

n
x

n
c
t

B
ea
m

d
ir
ec
ti
o
n
=

4
0
◦

B
ea
m

d
ir
ec
ti
o
n
=

2
0
◦

Squarepulse

−
π

Gaussianpulse

ω
x

−
ππ

ωct
π

−
π

ω
x

−
ππ

ωct

π

F
ig
u
re

8.
2:

(a
)
2-
D

ou
tp
u
t
an

d
(b
)
fr
eq
u
en
cy

re
sp
on

se
fo
r
a
G
au

ss
ia
n
m
o
d
u
la
te
d
co
si
n
e
in
p
u
t
fo
r
20

◦
.
(c
)
an

d
(d
)
fo
r
40

◦
.

(e
)
2-
D

ou
tp
u
t
an

d
(f
)
fr
eq
u
en
cy

re
sp
on

se
fo
r
a
sq
u
ar
e
p
u
ls
e
in
p
u
t
fo
r
20

◦
.
(g
)
an

d
(h
)
fo
r
40

◦
.

143



That is, we set w (1, nct) = Sin (nct) and w (2 ≤ nx ≤ N, nct) = 0 and the

resulting 2-D IIR filter output y (nx, nct) is sent through digital to analog converters

(D/A) feeding power amplifiers (PAs). Fig. 8.1(d) shows sinusoidal excitation and

the resulting directed RF waves for direction ψ = 20◦.
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Figure 8.3: (a) Architecture for the dual-beam transmit beamformer (b) 2-D impulse
response and (c) frequency response of the 2-beam transmit beamformer.

Another important capability of the proposed network resonant beamform-

ing architecture is the ability of obtaining multiple beams without duplicating the

single-beam system. For the dual beam case, a 2-D IIR digital transmit beamformer
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architecture has the z-transform domain transfer function [71]

HB (zx, zct) =

2∑

i=0

2∑

j=0

aijz
−i
x z

−j
ct

2∑

p=0

2∑

q=0

bpqz
−p
x z−qct

(8.2)

where aij and bpq are proposed in [71] with b00 = 0. Signal flow graph of the dual

beam transmit beamformer, its space-time and frequency responses (beam directions

are 10◦ and 30◦) are shown in Fig. 8.3(a) and 8.3(b-c) respectively.

−π ωx
−π

π

ω
ct

π

64

0
128

0

Nx

Nt

−π ωx
−π

π

ω
ct

π

(d)(c)

(a)

64

(b)

0
128

0

Nx

Nt

Figure 8.4: (a) 2-D output and (b) frequency response for a Gaussian modulated
cosine input (c) 2-D output and (d) frequency response for a square pulse input for
the dual-beam architecture.
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8.2 Simulation Example

Fig.8.2 shows 2-D space-time domain and 2-D frequency domain transmit beamformer

outputs for two choices of the temporal intensity function (i.e. input data) Sin (nct)

and two different beam directions. We consider a ULA of 64 elements and R is 0.001.

Space-time response of a Gaussian-modulated cosine signal for beam directions 20◦

and 40◦ are shown in Fig. 8.2(a),(c) with their frequency responses in Fig. 8.2 (b) and

(d). Corresponding results for a square pulse is shown in Fig. 8.2(e-h). Dual-beam

space-time response for a Gaussian modulated signal and a square pulse are shown

in Fig. 8.4(a),(c) with their frequency responses in Fig. 8.4 (b) and (d). Assuming

32-tap FIR filters in a typical digital transmit aperture, the proposed method reduces

digital hardware to just 3 multipliers per antenna, leading to about 90.6% reduction

in digital multiplier circuit complexity compared to traditional methods.

8.3 Conclusion

An electronically steerable digital wideband transmit-beamforming method based on

space-time networkresonant infinite impulse response discrete systems is proposed for

directed energy applications. The method leads to order of magnitude lower digital

multiplier count compared to the FIR filter based transmit arrays. Both single- and

dual-beam architectures are introduced. Simulation results demonstrate the space-

time domain and 2-D frequency domain behavior of the proposed wideband transmit

beamformer for different input signals.
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CHAPTER IX

ADDITIONAL RESEARCH: TUNABLE MULTIBAND RF CMOS ACTIVE

FILTER ARRAYS

The advent of cognitive radio and reconfigurable radar necessitates wideband RF re-

ceivers to support multiple standards. Microwave integrated-circuit (IC) realizations

are important for such radio platforms that require multiple, precisely-defined pass-

bands. There is an interest in reconfigurable filter arrays via “FPGAs”[72, 73], which

may enable arbitrary RF filters with agile passband characteristics. However, the

design of reconfigurable circuits that allow complete tunability in terms of number

of passbands, their relative locations and quality factors, is challenging at microwave

frequencies. With the growing demand for multi-band, portable RF devices, fully

reconfigurable filters in an IC form factor are highly desirable. Traditionally, such

tunable microwave filters have been realized using passive microwave circuits[74] and

RF-microelectromechanical system (MEMS)[75].

This need for reconfigurable filters has been recognized by off-the-shelf component

manufacturers [76] and by researchers [77, 78, 79]. A common approach to implement-

ing an on-chip tunable filter is to tune inductors and/or capacitors of L-C networks

[77]. The tuning of passive components is often accomplished by employing varac-

tors: however inductor tuning can also be used[80] by using varactors or switches.
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Recently, a new tunable bandpass filter architecture has been introduced, which ex-

plores the impedance-transformation property of passive mixing [78]. This approach

is promising because it shifts the RF filter design challenges to the base-band circuits.

However, the design complexity of the tunable multi-phase oscillator increases with

this design.

In this chapter, an all-pass filter based-synthesis method for the RF-IC realization

of multi-band analog bandpass filters is proposed. Proposed filters operate in small-

signal mode and support independently tunable passbands (both center frequency

and bandwidth) under digital control. The tunable analog filters use first-order all-

pass networks Φ(s) = 1−sT/2
1+sT/2

as a building block, that approximates an ideal delay

of duration T . All-pass filter-based synthesis allows highly flexible tuning of center

frequency and bandwidth of each passband, using a small number of control variables.

Fig. 9 shows the overview of the proposed bandpass filter, which employs scaling,

summing, and all-pass filtering as building blocks. The filter requires the adjustment

of a gain parameter k1 to tune the center frequency. Similarly, the bandwidths are

tuned by adjusting another gain k2. The synthesis starts from an available digital

IIR bandpass filter prototype Hbp(z) that uses the tunable second-order all-pass fil-

ter A(z) = k2+k1(1+k2)z−1+z−2

1+k1(1+k2)z−1+k2z−2 proposed by Vaidyanathan, Mitra and Regalia [81].

The digital prototype Hbp(z) [81] is reviewed here as Hbp(z) = 0.5 (1− A(z)), where

k1 = − cosω0 (sets the center frequency) and k2 = 1−tan(Ω/2)
1+tan(Ω/2)

(sets the bandwidth).

The realization of a similar filter, albeit in the analog domain, requires the replace-
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Figure 9.1: Overview of the proposed frequency-tunable bandwidth-adjustable RF
analog bandpass filter, including a multi-band filter realization, to support multiple
bands with different center frequencies and bandwidths.

ment of a sampled delay z−1 with a corresponding analog delay T , having a Laplace

domain representation e−sT . This ideal behavior is difficult, if not impossible, to

achieve in practice – over GHz of bandwidth – using available RF-IC realization

methods.

In this chapter, a first-order all-pass network, Φ(s), is employed in place of an ideal de-

lay, with appropriate modifications to original digital prototype filter parameters, k1

and k2, thereby allowing a close approximation to the desired response with a practical

complementary metal-oxide semiconductor (CMOS) RF-IC implementation. Fig. 9

shows the SFG of the proposed analog bandpass filter derived using Hbp (z). All-pass
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filters ease the implementation of the SFG by employing variable gain current mirrors,

which combine the required adders and variables k1, k2 into one analog circuit cell.

Digital reconfigurability may be achieved via control bit streams interfaced through

digital to analog converters.

9.1 Tunable Analog RF Bandpass Filter Synthesis

9.1.1 Synthesis using Ideal All-Pass Filters

First, the synthesis of a single analog bandpass filter (for the kth sub-band) is discussed

in the multi-band configuration shown in Fig. 9. For the given center frequency ωc

and bandwidth Ωc specifications, we consider the digital IIR prototype Hbp (z), and

subsequently replace z−1 terms with the ideal first-order all-pass transfer function

Φ (s) leading to

H ideal
k (s) = 0.5







1− k2 + k1(1 + k2)Φ (s) + [Φ (s)]2

1 + k1(1 + k2)Φ (s) + k2 [Φ (s)]2
︸ ︷︷ ︸

A(Φ(s))







, (9.1)

where k1 and k2 are the filter coefficients from the original digital prototype [81]. Due

to the change of basis from a polynomial of z to a polynomial of Φ(s), H ideal
k (s) un-

dergoes frequency warping (i.e. inverse bi-linear warping), which in turn, changes the

center frequency and bandwidth from the original design specifications. Fig. 9.3(a)

shows the magnitude frequency response of the digital prototype |Hbp (e
jω)| for de-

sign specifications of center frequency fc = 2.5 GHz (ωc = 2πfc) and bandwidth

Bc = 30 MHz (Ωc = 2πBc), and
∣
∣H ideal

k (jω)
∣
∣ corresponding to (9.1) showing the cen-
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ter frequency and bandwidth deviations due to all-pass delay approximation. The

modification of the coefficients, k1 and k2, is proposed to obtain k1c and k2c, respec-

tively, given by

k1c =
(ωcT/2)

2 − 1

(ωcT/2)
2 + 1

(9.2)

k2c =
2
(
(ωcT/2)

2 + 1
)
− ΩcT

2
(
(ωcT/2)

2 + 1
)
+ ΩcT

(9.3)

in order to compensate for the center frequency shift and bandwidth variation due

to all-pass approximation Φ (s) in (9.1). As shown in Fig. 9.3(b), with the new

coefficients, k1c and k2c, the proposed H ideal
k (s) provides exact center frequency and

bandwidth as the original design specifications.

9.1.2 The Effect of Parasitic Low-Pass Poles

Despite the ideal all-pass behavior of Φ(s), practical realizations will be unavoidably

subject to the effects of parasitic capacitance, which causes higher-order low-pass

poles in the all-pass transfer function Φ (s). To accommodate such non-ideal effects

in CMOS RF-ICs, each all-pass network is modeled as Ψ(s) = ρΦ(s) · 1
1+s/Bp1

, where

Bp1 is a dominant low-pass pole and ρ is a non-ideal all-pass gain parameter (ideally

ρ = 1). For the kth band in the multi-band configuration, the modified transfer

function is obtained as

Hk (s) = 0.5







1− k2c + k1c(1 + k2c)Ψ (s) + [Ψ (s)]2

1 + k1c(1 + k2c)Ψ (s) + k2c [Ψ (s)]2
︸ ︷︷ ︸

A(Ψ(s))







, (9.4)
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which corresponds to the SFG shown in Fig. 9. Due to parasitic effects, frequency

response, Hk (jω), corresponding to (9.4) undergoes slight changes in the center fre-

quency and bandwidth. The coefficients, k1c,2c, in (9.3) can be modified to include

the effect of the low-pass pole to compensate for such deviations, and it is reserved

for future work.
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Figure 9.3: Magnitude frequency responses |Hbp (e
jω)| and

∣
∣H ideal

k (jω)
∣
∣ with (a) orig-

inal coefficients, k1,2, in the digital prototype and (b) modified coefficients, kc1,c2,
which compensate the inverse bi-linear warping effect.

The realization of Ψ(s) using both current- and voltage-mode CMOS RF-

IC implementations have been successfully completed [82, 83]. The availability of

a current-mode CMOS all-pass filter Ψ(s) with T ≈ 40 ps and Bp1 = 27 GHz is
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assumed. The 130-nm CMOS all-pass filter has been designed [82], fabricated and

measured with aid of an RF probe station and vector network analyzer.

9.1.3 Multi-Band Filter Topology

As shown in Fig. 9, a filterbank configuration of Hk (s) for k = 1, 2, ..., N is employed

to produce a multi-band RF analog bandpass filter having the transfer function

HT (s) =
N∑

i=k

GkHk (Ψ (s)) , (9.5)

where the gain controllers, Gk, in each sub-band are employed to maintain a constant

gain in each of the passbands at the output of the filter bank. Note that each band,

Hk (Ψ (s)) of HT (s), is independently tunable for center frequency and bandwidth

via the coefficients, k1c,2c, leading to highly-agile multi-passband RF analog filter

architecture. This property will become important for emerging radio front-ends

and RF-FPGA fabrics, which are expected to work with different communication

standards simultaneously.

9.2 Closed-Form Filter Response

Transfer functions H ideal
k (jω), Hk (jω), and HT (jω) are examined using all-pass

group delay T ≈ 40 ps and two choices for the low-pass pole at 27 GHz and 45 GHz.

These parameters were selected based on the available current-mode CMOS all-pass

filter.
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9.2.1 Frequency and Bandwidth Tunability

Achieving a wide range of tunability in both center frequency and bandwidth is

the key expectation of the proposed scheme. Fig. 9.2(a) and (b) show the magnitude

frequency response of the ideal realization
∣
∣H ideal

k (jω)
∣
∣ for different center frequencies

in the range of 0-4 GHz and different bandwidths, respectively. Fig. 9.2(c) shows the

multi-band response for 6 sub-bands using H ideal
k (s), where the sub-bands k = 1, 2, 3

are centered around 1 GHz, k = 4, 5 are centered around 2.5 GHz, and k = 6 is

centered at 3 GHz, with equal 30 MHz bandwidth. As an alternative approach to

bandwidth tuning, one can employ a set of equally selective sub-band filters with

closely located center frequencies to produce highly selective tunable passbands over

a frequency range with a sharp pass-to-stop band transition. This is illustrated in

Fig. 9.2(c) for k = 1, 2, 3 sub-bands. Fig. 9.2(d) shows the magnitude response

|Hk (jω)| depicting the center frequency tunability for low-pass pole located at 27 GHz

155



and 45 GHz. Similarly, for a given center frequency, bandwidth tunability via k2c is

shown in Fig. 9.2(e). The multi-band filter response |HT (jω)|, including the effect of

low-pass parasitic pole, is shown in Fig. 9.2(f).

9.2.2 Transfer Function Sensitivity to All-Pass Gain

Due to the parasitic effects, the magnitude response of the all-pass network Ψ (s)

deviates from its ideal unity gain response as a function of frequency. Therefore, in a

multi-band configuration, the sub-band filters, Hk (s), require gain controllers, Gk, to

adjust for the non-ideal gain fluctuations. With respect to the non-ideal all-pass gain

ρ, the first order sensitivity function S
|Hk(jω)|
ρ (ω) = Re

[
∂Hk(jω)

∂ρ
ρ

Hk(jω)

]

quantifies the

gain variation of the bandpass filter as a function of frequency [84]. Fig. 9.4(a) shows

S
|Hk(jω)|
ρ (ω) for center frequency of 2 GHz. Fig. 9.4(b) shows the bandpass filter gain

variation for varying ρ. High sensitivity allows fast tuning with small control voltages,

but also requires precise calibration, and perhaps a feedback mechanism to maintain

operating points.

9.3 Response with CMOS All-Pass Simulation

9.3.1 First-Order Current-Mode CMOS All-Pass Filter

The current-mode all-pass filter, used in this work, was first described in [82]. The

pargeted pole/zero frequency of the filter was 10 GHz, and therefore, only a few

number of active components were allowed to reduce the number of parasitic poles.

156



0
4

3
1

f
[G

H
z]

|HT(f)|[dB]

2

-1
0

-2
0

-3
0

-4
0

-5
0

0

2
3

1
0

f
[G

H
z]

4

|HT(f)|[dB]

|HT(f)|[dB]

-1
0

-2
0

-3
0

-4
0

0 0
4

2
1

f
[G

H
z]

3
-5
0

-1
0

-2
0

-3
0

-4
0

(d
)

(e
)

(f
)

f
c
=

0
.7
5
G
H
z

f
c
=

1
.5

G
H
z

f
c
=

3
G
H
z

f
c
=

2
.2
5
G
H
z

f
c
=

3
.7
5
G
H
z

(a
)

su
b
-b
a
n
d
s
k
=

4
,5

(fi
x
e
d
)

V
d
d

M
2

M
3

M
1

R
2

i i
n

L

iout

R
1
=

1

g
m

2

su
b
-b
a
n
d
k
=

6
(fi

x
e
d
)

su
b
-b
a
n
d
s
k
=

1
,2
,3

(fi
x
e
d
)

su
b
-b
a
n
d
s

su
b
-b
a
n
d

k
=

6
(t
u
n
in
g
)

k
=

3
,
4
(fi

x
e
d
)

B
c
=

5
M

H
z

B
c
=

2
0
M

H
z

B
c
=

5
0
M

H
z

su
b
-b
a
n
d
s
k
=

1
,2
,3

(t
u
n
in
g
)

su
b
-b
a
n
d
s

k
=

1
,
2
,
3
(fi

x
e
d
)

(t
u
n
in
g
)

su
b
-b
a
n
d
s
k
=

4
,5

(fi
x
e
d
)

su
b
-b
a
n
d
k
=

6

0

|Hk(f)|[dB]

2
3

1
0

f
[G

H
z]

(b
)

4

0

|Hk(f)|[dB]

(c
)

f
[G

H
z]

2
.4
5

-1
0

-2
0

-3
0

-5
0

-4
0

-1
0

-2
0

-3
0 1
.4
5

2
1
.8

0

F
ig
u
re

9.
5:

(a
)
S
ch
em

at
ic

an
d
la
yo
u
t
of

th
e
cu
rr
en
t-
m
o
d
e
C
M
O
S
al
l-
p
as
s
fi
lt
er
.
(b
)
ce
n
te
r
fr
eq
u
en
cy

an
d
(c
)
b
an

d
w
id
th

tu
n
ab

il
it
y
of

th
e
b
an

d
p
as
s
fi
lt
er

co
m
p
u
te
d
u
si
n
g
C
M
O
S
al
l-
p
as
s
re
sp
on

se
.
(d
)-
(f
)
N
=
6
m
u
lt
i-
b
an

d
fi
lt
er

re
sp
on

se
co
m
p
u
te
d

u
si
n
g
C
M
O
S
re
sp
on

se
,
w
h
ic
h
sh
ow

s
th
e
in
d
ep

en
d
en
t
tu
n
ab

il
it
y
of

ea
ch

su
b
-b
an

d
.

157



With this constraint, an inductive source-degenerated topology was adopted

(see Fig. 9.5(a)).The output current is taken with a current mirror (M2-M3), which

presents resistance, R1, at the metal-oxide-semiconductor field-effect transistor drain

node. The current-mirror allows cascading of the filter. R2 provides gate biasing,

which extends the all-pass frequency response to DC, and permits the cascading of

multiple stages without the need of level shifters.

9.3.2 Frequency Response Simulations

Measured frequency response of the 130-nm CMOS current-mode all-pass filter shown

in Fig. 9.5(a) is used to compute the frequency response of the proposed bandpass

filter, Hk (s), and the multi-band configuration, HT (s), for N=6 bands. Figs. 9.5(b)

and (c) show the single band response |Hk (jω)| for tunable center frequency and

bandwidth, respectively, computed by replacing Ψ (s = jω) in (9.4) with measured

data from the all-pass RF-IC circuit. Figs. 9.5(d)-(f) show the multi-band filter

response, showing the ability of independent tuning of each sub-band. For example,

Fig. 9.5(d) shows a scenario where sub-bands k = 5, 4 are fixed around 2.5 GHz,

sub-band k = 6 is fixed around 3 GHz while sub-bands k = 1, 2, 3 are tuned for five

different center frequencies. Similarly Figs. 9.5(e) and (f) show independent tuning

of sub-bands k = 4, 5 and k = 6, respectively, for five different center frequencies.
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9.4 Conclusions

Frequency and bandwidth agile, multi-passband analog filter array is proposed to-

wards potential applications in emerging “RF-FPGA” type reconfigurable radio front-

ends. The proposed analog filter is based on a novel transfer function synthesis tech-

nique employing first-order all-pass filters. Independent tunability of center frequency

and bandwidth are achieved via two closed-form filter coefficients that compensate

for inverse bi-linear frequency warping effect caused by all-pass filter synthesis. The

frequency response and tunability of the proposed multi-band filter is verified up to

4 GHz using available measured data from a 130-nm current-mode CMOS all-pass

filter. Future work includes modification of filter coefficients to include parasitic low-

pass effects, investigation of transfer function sensitivity to filter coefficients, and

CMOS RF-IC circuit design of the proposed analog SFG.
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CHAPTER X

CONCLUSION AND FUTURE WORK

10.1 Conclusion

The research presented in this thesis explores the characteristics of network-resonant

beam digital filters, such as low hardware and computational complexity, wideband

nature, MIMO handling capability, electronic steerability and inherent ST recursive

structure towards enhancing the performance of the existing beamforming techniques

and applications.

Chapter 3 Cognitive radio relies on accurate spectrum sensing for increas-

ing the spectral efficiency of wireless networks. A novel array processing scheme is

proposed based on a ULA of circularly-polarized spiral antennas having a frequency

range 2-6 GHz, which is used in conjunction with digital beam filters having 2-D IIR

transfer functions for accurately and efficiently placing radio sources in a wireless en-

vironment. Algorithms, such as cyclostationary feature extraction, are employed at

the beamformer to measure energy and realize feature/modulation detection, which,

in turn, allows classification of a wireless environment. Simulation examples are

provided for demonstrating the low-complexity directional feature detector with ap-

plications towards enhancing access to the radio spectrum. Examples showing the

160



classification of sources by direction, frequency channels and modulation type in the

2-4 GHz band at SNR=6 dB are given.

Chapter 4 A planar antenna array-based feature detection scheme is pro-

posed to estimate the directional, location and modulation information pertaining to

radio sources in a cognitive radio environment. The proposed system employs multi-

ple direction estimation stations and a fusion station. Planar antenna arrays and 3-D

IIR digital filters are employed to perform volume scanning of the radio environment,

leading to a spatial power profile, which is subjected to peak detection in order to

estimate the direction of arrival corresponding to each source. Cyclosationay feature

detection is then performed along each direction to estimate the frequency and mod-

ulation information. Two simulation examples are provided to verify the feasibility

of the proposed approach.

Chapter 5 An architectural modification to conventional Applebaum adap-

tive array beamformers is proposed to achieve significant improvements in SINR.

Applebaum adaptive arrays optimize the beamformer weights in real time to achieve

optimum output SINR. Conventional Applebaum array transfer function is modified

by introducing pre-processing digital filters based on 2-D planar-resonant beam fil-

ters. The proposed architectural modification introduces complex pole manifolds into

the Applebaum array transfer function at guaranteed stability, which in turn leads

to better selectivity (i.e. reduced side lobe levels) reflected by SINR improvement.

A spatial linear transform of the input 2-D array signal is employed to increase the

SINR gain near the broadside direction. Compared to Applebaum adaptive arrays,
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the proposed system can provide better than 3 dB (upto 9 dB) additional gain in

terms of SINR at the beamformed output at a marginal increase in system complexity

of 6 multipliers per antenna for both in-phase (I) and quadrature (Q) channels. For

example, 8 dB and 5 dB SINR improvements are reported for desired beam directions

of (ψd) 20
◦ and 60◦, respectively, where interference is located at ψd ± 20◦ (input SIR

of -6 dB) for a 64-element uniform linear array.

Chapter 6 CR depends on the accurate detection of frequency, modula-

tion, and direction pertaining to radio sources, in turn, leading to spatio-temporal

directional spectrum sensing. False detections due to high levels of noise and inter-

ference may adversely impact the CR’s performance. To address this problem, a

novel system architecture that increases the accuracy of directional spectrum sens-

ing in situations with low SNR is proposed. This work combines adaptive arrays,

multidimensional filter theory and cyclostationary feature detection. A linear ar-

ray Applebaum beamformer is employed in conjunction with a 2-D planar-resonant

beam filter to perform highly directional receive mode wideband beamforming with

improved spatial selectivity. A Xilinx Virtex-6 based FPGA prototype of the im-

proved beamforming front-end verifies a clock frequency of 100.9 MHz. The proposed

network-resonant Applebaum array provides 6 dB, 5.5 dB and 5 dB noise suppres-

sion capability reflected in the spectral correlation function for input SNRs of -20 dB,

-25 dB, and -30 dB, respectively, for an RF beam direction 50◦ degrees from array

broadside.
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Chapter 7 Directivity enhancement of rectangular aperture digital STAP

beamformer is proposed by employing a 3-D IIR beam filter as a pre-filter to the

conventional beamformer. The multiple input multiple output nature of the 3-D IIR

beam filter enables the placement of a beam filter in between the antenna array and

the STAP beamformer. The proposed 3-D IIR beam filter is realized as a partially

separable architecture where a 2-D IIR beamfilter is utilized as the elementary unit.

Insertion of the beam filter introduces complex-pole manifolds to the zero-manifold-

only array transfer function of the STAP beamformer, which leads to a significant side

lobe level reduction. Directivity improvement is determined by analyzing the array

factor, the frequency response of the STAP beamformer and the proposed architec-

ture. The proposed architecture shows a better than 6 dB average SIR improvement

compared to the conventional beamformer for a less than 0.5% increase in the hard-

ware complexity.

Chapter 8 The ability to electronically steer a RF beam to “illuminate” a

target is fundamental to radar. Transmit beamformers are also needed in wireless

communications. Wideband systems, based on direct bits-to-RF apertures, where dig-

ital streams are converted to RF using high-bandwidth data converters, that, in turn,

drive power amplifiers at each array element, is important for emerging wideband,

multi-frequency, multi-waveform applications. An electronically steerable transmit-

beamformer based on space-time network-resonant infinite impulse response discrete

systems is proposed for wideband directed energy applications. The proposed method

leads to an order-of-magnitude lower digital multiplier count compared to the FIR
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filter-based transmit arrays. Single-beam architectures are introduced. Simulations

demonstrate the space-time domain and 2-D frequency domain behavior of the trans-

mit beamformer for example input signals.

Chapter 9 RF-FPGAs and field-programmable filter arrays require tunable

analog filters that can be digitally reconfigured in real-time to have several user-

selected passbands and stopband notches. Such reconfigurable analog filters must

operate in the microwave frequencies up to several GHz in order to meet the needs

of emerging cognitive radio and reconfigurable radar front-ends. Tunable passive fil-

ters based on RF-MEMS, surface acoustic wave- and planar-technologies have been

explored in the recent past to achieve this goal. In this chapter, a novel RF-IC

approach to design microwave filterbanks having multiple bands, each having inde-

pendently tunable center frequency and quality factors, is proposed. The proposed

technique is based on transfer function synthesis using first-order all-pass filters as

building blocks. Using measured data from a current-mode 130-nm CMOS all-pass

filter implementation, the feasibility of multi-band, tunable filter arrays is simulated

with a tuning range of 4 GHz.

10.2 Future Work

Potential future extensions related to the work presented in this thesis, could be

highlighted as follows:
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1. We could analyze the array factor performance of the 3-D IIR beam filter and

the beam enhancement architecture proposed in Chapter 7 through closed form

expressions.

2. The 2-D/3-D IIR beam filters that we discussed in this thesis can be realized

in hardware architectures, such as “reconfigurable open architecture computing

hardware (ROACH)”, along with the aperture arrays and RF front ends to

verify the results in Chapter 3 and 4 for directional spectrum sensing and feature

detection algorithms.

3. The beam enhancement results that we obtained in Chapters 5, 6 and 7 can be

verified using the actual implementation of the proposed architectures in the

ROACH platform.

4. The 2-D network resonant transmit beamformer proposed in Chapter 8 could

be extended to 3-D space using the theory of 3-D IIR beam filters.

5. The filter coefficients of the bandpass filter proposed in Chapter 9 can be mod-

ified to compensate for parasitic low-pass effects. CMOS RF-IC circuit could

be designed for the proposed analog SFG.
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