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Abstract

The prediction of the muon neutrino flux from a 71.0 cm long beryllium target for the MiniBooNE experiment is based on a measured pion production cross section which was taken from a short beryllium target (2.0 cm thick - 5% nuclear interaction length) in the Hadron Production (HARP) experiment at CERN. To verify the extrapolation to our longer target, HARP also measured the pion production from 20.0 cm and 40.0 cm beryllium targets. The measured production yields, $d^2N^\pi^\pm(p, \theta)/dpd\Omega$, on targets of 50% and 100% nuclear interaction lengths in the kinematic rage of momentum from 0.75 GeV/c to 6.5 GeV/c and the range of angle from 30 mrad to 210 mrad are presented along with an update of the short target cross sections. The best fitted extended Sanford-Wang (SW) model parameterization for updated short beryllium target $\pi^+$ production cross section is presented. Yield measurements for all three targets are also compared with that from the Monte Carlo predictions in the MiniBooNE experiment for different SW parameterization. The comparisons of $\nu_\mu$ flux predictions for updated SW model is presented.
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Part I

Introduction
Chapter 1

Overview of Neutrinos

1.1 A brief history of neutrinos

Insight into the mystery surrounding the neutral particle named “neutrino” began after the discovery of the radioactivity. In the year 1896, Henri Becquerel discovered the radioactivity from uranium salt. Then Pierre and Marie Curie discovered polonium and radium which is more radioactive than pure uranium. In 1899, Rutherford discovered that there were two types of emitting radiations, $\alpha$ and $\beta$. In 1900 Villard discovered the third type of radiation emitting from radium which he named as $\gamma$-rays. Later experiments on radioactivity showed that three types of radiations, $\alpha$, $\beta$ and $\gamma$ could be recognized as $^4$He, electron and photons respectively.

In 1914, James Chadwick showed that the energy spectrum of $\beta$ is continuous and not discrete as the spectra of $\alpha$ and $\gamma$ radiation. This surprising measurement led to postulate the existing of a new particle to conserve the energy of the process. In the year 1930, Wolfgang Pauli proposed [1] the existing of a neutral and weakly interacting fermion which is emitted in the $\beta$ decay process from the radioactive element. This proposed particle was named as “neutron” at first and then it was re-named as “neutrino” after discovering today’s “neutron” by J. Chadwick in 1932. With the help of Pauli’s proposed particle, in 1934, Enrico Fermi proposed a theory for the $\beta$ decay
process now called “Fermi Theory”. This was the first theoretical description of weak interactions.

The possibility of detecting a neutrino was calculated by H. Bethe and R. Peierls \cite{2} by using Fermi theory and the rate of of the beta decay in 1934. Since the calculated neutrino-matter interaction cross section, $\sigma < 10^{-44}$ cm$^2$, was very small, they claimed that neutrinos might never be observed. In 1936, the muon was discovered \cite{3} by Seth Neddermeyer and Carl Anderson during the studies of cosmic particles at Caltech. In 1937, the existence of muon was further confirmed by J. C. Street and E. C. Stevenson in a cloud chamber experiment. In addition to that, the discovery of muon was helpful to extend the Fermi’s weak interaction theory further. In 1935, H. Yukawa had theoretically predicted the existence of intermediate “mesons” as carrier particles which is responsible for nuclear strong forces. Initially, the muon was suggested as the Yukawa’s predicted intermediate meson but later experiments showed that the muon was not involved for strong nuclear interactions. In 1947, the charged pion, the first meson, was discovered by the collaboration of C. Powell, C. Lattes, G Occhialini \textit{et al.}, at the University of Bristol, England. In 1946, Pontecorvo suggested a radiochemical process to detect neutrino-matter interactions which is based on hitting a Chlorine nucleus with a neutrino. In this process, the Chlorine nucleus turns into an Argon nucleus by emitting an electron as,

$$\nu_e + ^{37}\text{Cl} \rightarrow ^{37}\text{Ar} + e^-.$$  \hspace{1cm} (1.1)

In 1956, Frederick Reines, Clyde Cowan and collaborators were able to show the first experimental observation \cite{4} of neutrino-matter interaction at the Savannah River Plant in South Carolina. This process was the inverse $\beta$ decay process that turns a proton into a neutron as:

$$\bar{\nu}_e + p \rightarrow n + e^+.$$  \hspace{1cm} (1.2)

\footnote{Nuclear rector has produced antineutrinos from the beta decay.}
The first idea of neutrino mixing and oscillation was proposed by B. Pontecorvo in 1957, soon after the discovery of the parity violation in $\beta$-decay (Wu, et al.). His phenomenological idea was based on $K^0 \rightleftharpoons \bar{K}^0$ oscillation. Since there were only one type of known neutrino ($\nu_e$) in 1950s, he proposed the possibility of $\nu_e \rightleftharpoons \bar{\nu}_e$ transition in vacuum. A few decades after the discovery of muon, in 1962, Leon M. Lederman, Melvin Schwartz and Jack Steinberger at Brookhaven National Laboratory (BNL) discovered the second type of neutrino named as “muon neutrino”, $\nu_\mu$. After discovering $\nu_\mu$, a new model of neutrino flavor mixing was proposed by Maki, Nakagawa and Sakata in the same year. In 1968, Ray Davis was able to detect solar neutrinos by using Pontecorvo suggested radiochemical process (Cl-Ar process) at Homestake Gold Mine in Lead, South Dakota. This measurement of the total number of solar neutrinos was only about 1/3 of the number predicted by Standard Solar Model (SSM) of J. Bahcall. That discrepancy was called as “Solar Neutrino Problem”. This discrepancy was confirmed by several high energy and low energy solar neutrino experiments.

After discovering tau ($\tau^-$) particle, a third charged lepton, in 1975 by Martin Lewis Perl with his colleagues in the SLAC-LBL group, the existence of the another neutrino that associates with $\tau^-$ lepton was assumed. This third neutrino, $\nu_\tau$, was discovered by the collaboration of DONUT (Direct Observation of NU Tau) experiment at Fermi National Accelerator Laboratory (FNAL) in 2000. The “Solar Neutrino Problem” has been resolved after discovering three flavor neutrinos and also understanding their propagation through the space. A theoretical framework to explain this problem was developed by Mikheyev-Smirnov-Wolfenstein known as “MSW effect” which takes account the propagation of neutrinos through the dense solar matter.
1.2 Neutrinos in the Standard Model

1.2.1 Standard Model overview

The Standard Model (SM) \cite{16, 17, 18} describes the fundamental building blocks of known matter. Their interactions governed by forces: the strong, the electromagnetic (EM) or the weak. The mathematical framework for the SM is provided by Quantum Field Theory (QFT).

According to the Standard Model, the fundamental building blocks can be divided into two types of elementary fermions (spin 1/2): quarks and leptons. This model contains six types of known flavor quarks, six types of leptons and four types of force carrier bosons (spin = 1) as shown in the Fig. 1.1. In the SM model, u, c and t quarks have +2/3 of electric charge ($e$) and d, s and b quarks have -1/3 of e. All charged leptons have $-e$ charge and all neutrinos are neutral and massless particles. These elementary particles have a corresponding anti-particle partner in the SM.

Force carrier bosons are called "gauge bosons" in the SM. They are the gluons, $g$, in the strong interactions, virtual photons, $\gamma$, in EM interactions and weak bosons, $W^\pm$ and $Z^0$, involved in weak interactions. The Higgs boson, $H$, was confirmed as a
fundamental particle in the SM after the discoveries \cite{19, 20} reported by CMS \cite{21} and ATLAS \cite{22} experiments at LHC (Large Hadron Collider), CERN.

The SM is a gauge theory based on the local symmetry group $SU(3)_C \times SU(2)_L \times U(1)_Y$ where $SU(3)_C$ represents eight color charged gluons involves in strong interactions, $SU(2)_L$ corresponds to three vector bosons ($W^\pm$ and $Z^0$) of weak interactions and the $U(1)_Y$ represents the massless photon in the electromagnetic interactions. In addition to that, the subscripts C, L and Y represent color charge, left-handed chirality and weakly hypercharge respectively. This weak hypercharge operator is related to the electric charge, $Q$, and the third component (z-component) of weak isospin, $I_3$, as in the Gell-Man-Nishijima relation:

$$Q = I_3 + \frac{Y}{2} \quad (1.3)$$

This implies the unification of electromagnetic and weak interactions. In SM, the gauge symmetry group $SU(2)_L \times U(1)_Y$ represents the electroweak interactions.

1.2.2 Weakly interacting neutrinos

The spontaneous symmetry breaking of the gauge group $SU(2)_L \times U(1)_Y$ in SM describes the weak and electromagnetic interactions. Since neutrinos do not carry color or electromagnetic charge, they are interacting weakly by exchanging intermediate vector bosons, $W^\pm$ and $Z^0$. The weak interactions are described by the theory of electroweak interaction (called GWS model) which was formulated by Sheldon Lee Glashow, Abdus Salam and Steven Weinberg in between 1961-1967 \cite{16, 17, 18}.

The helicity, $H$, of a particle is defined as the projection of a spin vector, $\vec{S}$ along the momentum, $\vec{p}$ as $H = \vec{p} \cdot \vec{S} / |\vec{p}|$. According to the Dirac field theory, $\mathcal{L}_D = \bar{\psi} (i\gamma^\mu \partial_\mu - m) \psi$, of fermions with $\psi$ ($\bar{\psi} = \psi^\dagger \gamma^0$) spinor field and $4 \times 4 \gamma^\mu$-matrices\footnote{where \( \mu = 0, 1, 2, 3 \) and $\gamma^0 = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}$ and $\gamma^i = \begin{bmatrix} 0 & \sigma^i \\ -\sigma^i & 0 \end{bmatrix}$ with Pauli matrices $\sigma^i (i = 1, 2, 3)$}, the chirality operator is defined by $\gamma^5 = i\gamma^0 \gamma^1 \gamma^2 \gamma^3$ matrix. The $\gamma^5$ is
a pseudoscalar Hermitian operator with the eigenvalues of \( \pm 1 \) which denoted the eigenfunctions of \( \psi_L \) and \( \psi_R \) as:

\[
\gamma^5 \psi_L = +\psi_L \text{ and } \gamma^5 \psi_R = -\psi_R.
\] (1.4)

Now the representation of the spinor field \( \psi \) can be written as:

\[
\psi = \psi_L + \psi_R.
\] (1.5)

Therefore the chirality projection operators \( P_L \) (left-handed) and \( P_R \) (right-handed) can be defined as:

\[
\psi_L = \frac{1 - \gamma^5}{2} \psi = P_L \psi
\]

\[
\psi_R = \frac{1 + \gamma^5}{2} \psi = P_R \psi.
\] (1.6)

The spin direction of neutrinos are parallel to their momentum while that for anti-neutrinos are opposite to the momentum (antiparallel to the momentum). Therefore, the helicity of neutrinos is given as left-handed \((H = -1)\) and that for anti-neutrinos is given as right-handed \((H = +1)\). The observation of the maximal parity violation of \( \beta \)-decay weak charged current interactions (exchange \( W^\pm \) bosons) led to formulate the \( V - A \) theory \([23, 24, 25]\) where \( V \) stands for “vector” and \( A \) stands for “vector axial” as the field operator:

\[
\gamma^\mu - \gamma^\mu \gamma^5 = \gamma^\mu (1 - \gamma^5).
\]

### 1.3 Neutrino oscillations in vacuum

The neutrino oscillation describes the transition of one neutrino flavor into another flavor after propagating through space. According to SM, neutrinos are massless and therefore cannot oscillate into another flavor. The observations of neutrino oscillation imply that neutrinos have mass. The phenomenon of neutrino flavor oscillation can be described by quantum mechanics.
1.3.1 General formalism

A general theory for neutrino oscillation can be developed by introducing $n$ number of flavor eigenstates $|\nu_\alpha\rangle$ (where $\alpha = e, \mu, \tau$) which are combinations of the orthonormal mass eigenstates of $|\nu_i\rangle$ where $i = 1, 2, 3$. Introducing a $n \times n$ unitary mixing matrix of $U$, one can write any $\alpha$ flavor eigenstate as a superposition of mass eigenstates:

$$|\nu_\alpha\rangle = \sum_i U^*_{\alpha i} |\nu_i\rangle.$$  \hspace{1cm} (1.7)

This unitary matrix satisfies the property $UU^\dagger = 1$ and also the orthonormal eigenstates satisfy $\langle \nu_\alpha | \nu_\beta \rangle = \delta_{\alpha\beta}$ and $\langle \nu_i | \nu_j \rangle = \delta_{ij}$. Furthermore, any $i^{th}$ mass eigenstate can be written as a combination of flavor states as:

$$|\nu_i\rangle = \sum_\alpha (U^*_{\alpha i})^\dagger |\nu_\alpha\rangle = \sum_\alpha U_{\alpha i} |\nu_\alpha\rangle.$$  \hspace{1cm} (1.8)

The massive neutrino state $|\nu_i(t)\rangle$ at time $t$ is an eigenstate of Hamiltonian operator, $\mathcal{H}$, with a definite mass $m_i$ and a definite energy $E_i$ as:

$$i \frac{\partial}{\partial t} |\nu_i(t)\rangle = \mathcal{H} |\nu_i(t)\rangle = E_i |\nu_i(t)\rangle,$$  \hspace{1cm} (1.9)

where natural units $c = \hbar = 1$ are used.

Therefore the time evolved mass eigenstate can be written as:

$$|\nu_i(t)\rangle = e^{-iE_i t} |\nu_i(t = 0)\rangle = e^{-iE_i t} |\nu_i\rangle.$$  \hspace{1cm} (1.10)

Now the time evolved flavor eigenstate can be written as a combination of all flavor states by replacing mass eigenstates as:

$$|\nu_\alpha(t)\rangle = \sum_i U^*_{\alpha i} e^{-iE_i t} |\nu_i\rangle = \sum_\beta \left( \sum_i U^*_{\alpha i} e^{-iE_i t} U_{\beta i} \right) |\nu_\beta\rangle.$$  \hspace{1cm} (1.11)
Eq. 1.11 implied the $\alpha$ flavor state at $t > 0$ is a superposition of all flavor states after propagation despite being created as pure $\alpha$ state at $t = 0$.

The probability of finding $\beta$ flavor neutrino after time $t$ can be obtained by taking the square of the inner product of $\langle \nu_\beta | \nu_\alpha(t) \rangle$ which is the probability of the transition $\nu_\alpha \rightarrow \nu_\beta$.

$$P_{\nu_\alpha \rightarrow \nu_\beta}(t) = |\langle \nu_\beta | \nu_\alpha(t) \rangle|^2 = \sum_i \sum_j U_{\alpha i}^* U_{\beta i} U_{\alpha j} U_{\beta j} e^{-i(E_i - E_j)t}. \quad (1.12)$$

Since neutrinos are relativistic (the momentum $p >> m_i$), the energy $E_i$ can be simplified by,

$$E_i = \sqrt{p_i^2 + m_i^2} \simeq p_i + \frac{m_i^2}{2p_i} \simeq E + \frac{m_i^2}{2E} \implies E_i - E_j = \frac{\Delta m^2_{ij}}{2E} \quad (1.13)$$

where $\Delta m^2_{ij} = m_i^2 - m_j^2$. Taking account the travelled distance, $L$, of the neutrino from the birth to time $t \simeq L$, the transition probability $1.12$ can be written as:

$$P_{\nu_\alpha \rightarrow \nu_\beta}(t) = \sum_i \sum_j U_{\alpha i}^* U_{\beta i} U_{\alpha j} U_{\beta j} \exp \left( -i \frac{\Delta m^2_{ij} L}{2E} \right). \quad (1.14)$$

In addition to that, the standard version of the neutrino flavor oscillation from one flavor state to another flavor can be simplified by introducing trigonometric identities into Eq. 1.14 as:

$$P_{\nu_\alpha \rightarrow \nu_\beta}(t) = \delta_{\alpha \beta} - 4 \sum_{i \neq j} \mathcal{R}[U_{\alpha i}^* U_{\alpha j} U_{\beta i} U_{\beta j}] \sin^2 \left( \frac{\Delta m^2_{ij} L}{4E} \right) + 2 \sum_{i \neq j} \mathcal{I}[U_{\alpha i}^* U_{\alpha j} U_{\beta i} U_{\beta j}] \sin \left( \frac{\Delta m^2_{ij} L}{2E} \right) \quad (1.15)$$

The probability of finding the same neutrino flavor state after propagating $L$ distance is given by,

$$P_{\nu_\alpha \rightarrow \nu_\alpha} = 1 - \sum_{\alpha \neq \beta} P_{\nu_\alpha \rightarrow \nu_\beta}. \quad (1.16)$$
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The formalism of neutrino oscillation implies that the oscillation probability is depending on $L/E$ and also implies that neutrino mass difference is a non-zero quantity if the oscillations are observed.

1.3.2 Two flavour neutrino oscillation

Defining the unitary matrix of neutrino mixing with the mixing angle, $\theta$, analogous to the Cabibbo matrix [26], the eigenstates of two flavor neutrinos of $\nu_\alpha$ and $\nu_\beta$ are with two mass eigenstates of $\nu_1$ and $\nu_2$ can be written as:

$$
\begin{pmatrix}
|\nu_\alpha\rangle \\
|\nu_\beta\rangle
\end{pmatrix}
= \begin{pmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{pmatrix}
\begin{pmatrix}
|\nu_1\rangle \\
|\nu_2\rangle
\end{pmatrix}
$$

(1.17)

After simplifying Eq. 1.15 for two neutrino mixing matrix with including useful experimental units of $E, L$ and $\Delta m^2$ and including the ignored factors of $\hbar$ and $c$, the oscillation probability of finding $\nu_\beta$ from $\nu_\alpha$ after traveling $L$ distance can be described by:

$$
P_{\nu_\alpha \rightarrow \nu_\beta} = \sin^2 \theta \sin^2 \left( 1.267 \frac{\Delta m^2 [eV^2]}{E [MeV]} \right),
$$

(1.18)

and the probability of finding same $\nu_\alpha$ after $L$ distance is given by,

$$
P_{\nu_\alpha \rightarrow \nu_\alpha} = 1 - \sin^2 \theta \sin^2 \left( 1.267 \frac{\Delta m^2 L}{E} \right).
$$

(1.19)

The Eq. 1.18 and 1.19 have useful features for experiments making of neutrino oscillation measurements. The experimental observations of flavor oscillation can be divided into two type of experiments. The first type is the neutrino “appearance” experiments using Eq. 1.18. In this type, the experiment is observing the appearance of $\nu_\beta$ in the beam of $\nu_\alpha$. The next type is the “disappearance” experiments which probability corresponds to Eq. 1.19. The second type of experiments are looking for disappeared number of $\nu_\alpha$ neutrinos in the $\nu_\alpha$ beam.

The practical features of neutrino flavor oscillation equations 1.18 and 1.19.
• if the neutrino mixing angle $\theta = 0$, the then there is no flavor oscillation and that flavor eigenstates are identical to the mass eigenstates.

• the term $\Delta m^2 \neq 0$ should satisfy to observe a flavor neutrino oscillation. The neutrino oscillation can be happened only if neutrinos have different mass states with at least one neutrino mass needs to be non-zero.

• the parameter $L/E$ let experimentalists to control their experiments. To construct an experiment with the maximal sensitivity for flavor oscillation, the last $\sin^2$ term should close to 1 as $\sin^2(1.267\Delta m^2 L/E) \sim 1 = \sin^2(\pi/2)$. Therefore $L/E \sim \pi/(2.54\Delta m^2)$ implies the flexibility to change the distance $L$ or the beam energy $E$ to observe maximal probability. However in solar neutrino experiments, the $L/E$ has been fixed in the nature and the parameter space ($\Delta m^2, \theta$) can be determined.

1.3.3 Evidences of neutrino oscillations

After Davis’s first observations of oscillations from Homestake experiment, the solar neutrino oscillations have been observed in number of experiments such as Kamiokande [27], Super-Kamiokande (Super-K) [28], Soviet-American Gallium Experiment (SAGE) [29 [30], GALLium EXperiment (GALLEX) [31 [32], Sudbury Neutrino Observatory (SNO) [33] etc. The SNO experiment observed neutral current solar neutrino interactions and proved that the total neutrino flux was what was expected from theory. The absence of electron type neutrinos could then only be explained by oscillations.

The interactions of primary cosmic particles with the upper atmospheric nuclei produce secondary hadrons $\pi^\pm$ and $K^\pm$ that decay into neutrinos. These neutrinos are called atmospheric neutrinos. The evidence of atmospheric neutrino oscillations are observed by Kamiokande [27], Super-Kamiokande (Super-K) [34 [35] and IMB [36] detectors.

The neutrino flavor oscillations have been confirmed by using accelerator based neutrino experiments. The neutrino beam is created by colliding protons with a fixed
target to produce secondary charged mesons which decay into neutrinos. The flavor oscillation observations from the accelerator based long baseline neutrino experiments of MINOS (Main Injector Neutrino Oscillation Search) \cite{37}, T2K (Tokai to Kamioka) \cite{38,39} and K2K (KEK to Kamioka) \cite{40} are consistence with Super-K atmospheric neutrino oscillation results.

According to Particle Data Group 2014 edition, current values of the neutrino oscillation parameters are presented in the Tab. 1.1. The table has the best fitted

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Best fit ±1σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sin^2 \theta_{12}$</td>
<td>0.308 ± 0.017</td>
</tr>
<tr>
<td>$\sin^2 \theta_{23}, \Delta m^2 &gt; 0$</td>
<td>0.437$^{+0.0.33}_{-0.023}$</td>
</tr>
<tr>
<td>$\sin^2 \theta_{23}, \Delta m^2 &lt; 0$</td>
<td>0.455$^{+0.039}_{-0.031}$</td>
</tr>
<tr>
<td>$\sin^2 \theta_{13}, \Delta m^2 &gt; 0$</td>
<td>0.0234$^{+0.0020}_{-0.0019}$</td>
</tr>
<tr>
<td>$\sin^2 \theta_{13}, \Delta m^2 &lt; 0$</td>
<td>0.0240$^{+0.0019}_{-0.0022}$</td>
</tr>
<tr>
<td>$\Delta m^2_{21}[eV^2]$</td>
<td>7.54$^{+0.26}_{-0.22} \times 10^{-5}$</td>
</tr>
<tr>
<td>$</td>
<td>\Delta m^2</td>
</tr>
</tbody>
</table>

Table 1.1: Current neutrino mixing parameters of ($\Delta m^2, \sin^2 \theta$) from the PDG data released in 2014. Here $\Delta m^2 = m_3^2 - (m_2^2 + m_1^2)/2$. Therefore, if $m_1 < m_2 < m_3$ then $\Delta m^2 > 0$ and if $m_3 < m_1 < m_2$ then $\Delta m^2 < 0$

3-neutrino oscillation parameters from the latest experimental data \cite{41,42} including the measurements from Daya Bay \cite{43}, RENO \cite{44}, MINOS \cite{45,46} and T2K \cite{47,48}.
Chapter 2

MiniBooNE Experiment (E898)

The Mini Booster Neutrino Experiment (MiniBooNE) at the Fermi Accelerator Laboratory (FNAL) in Batavia, Illinois was designed to verify or to reject the observed signature of $\bar{\nu}_\mu \rightarrow \bar{\nu}_e$ oscillation ( $\bar{\nu}_e$ appearance ) [49] by the Liquid Scintillator Neutrino Detector (LSND) experiment at Los Alamos National Laboratory. In this chapter, we briefly describe the motivation of the MiniBooNE experiment and the experimental setup.

2.1 Overview of experiment

The LSND experiment observed evidence of $\bar{\nu}_\mu \rightarrow \bar{\nu}_e$ oscillation with the oscillation probability of $(0.264 \pm 0.067 \pm 0.045)\%$. The excess of $87.9 \pm 22.2 \pm 6.0 \bar{\nu}_e$ events in the $\bar{\nu}_\mu$ beam was observed. This observed excess was fitted with the two neutrino flavor oscillation model in the parameters space of $\Delta m^2$ vs $\sin^2(2\theta)$. Figure 2.1 shows the LSND observed event distribution [49] in $L/E$ parameter space.

In the three neutrino oscillation model, the square mass difference of three mass eigenstates should satisfy the relationship of $\Delta m^2_{12} + \Delta m^2_{23} + \Delta m^2_{31} = 0$, where $\Delta m^2_{ij} = m_i^2 - m_j^2$. The best fitted square mass differences of the atmospheric neutrino, $\Delta m^2_{\text{atm}}$ and the solar neutrino, $\Delta m^2_{\text{sol}}$ are approximately fitted as $\Delta m^2_{\text{atm}} \approx 3 \times 10^{-3}$

$^1$created from $\mu^+$ decay
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Figure 2.1: The LSND measured beam excess distribution in $L/E$ parameter space. The plot shows the backgrounds and the expected neutrino oscillation.

eV$^2$ and $\Delta m^2_{sol} \approx 3 \times 10^{-5}$ eV$^2$ respectively. However, the LSND allowed region of the square mass difference, $\Delta m^2_{LSND}$, as shown in the Fig. 2.2 makes an inequality with the sum of $\Delta m^2_{LSND} \gg \Delta m^2_{atm} + \Delta m^2_{sol}$. That inequality indicates an existence of a fourth type of neutrino mass eigenstate to explain the LSND anomaly in the flavor oscillation model. Therefore this LSND anomaly motivated to design the MiniBooNE experiment with the same $L/E \sim 1$ m/MeV parameter space as LSND to verify the LSND observed signal.

2.2 Booster Neutrino Beamline at Fermilab

The Booster Neutrino Beamline (BNB) at Fermilab is the muon neutrino ($\nu_\mu$ or $\bar{\nu}_\mu$) source with an average energy of $\sim 800$ MeV for booster neutrino oscillation experiments such as MiniBooNE. The extracted accelerated protons from the booster ring with the kinetic energy of 8 GeV (8.9 GeV/c momentum) collide with beryllium target, which is placed inside the magnetic focusing horn. These collisions produce secondary mesons. These secondary mesons are focussed into a decay region by the toroidal magnetic field of the horn. The secondary mesons in the decay region decay in flight (DIF) to
give tertiary neutrinos and charged leptons. The remaining charged leptons (muons and electrons) and hadrons are absorbed by the absorber located at the end of the decay region. That process leaves only a beam of neutrinos for BNB experiments.

2.2.1 Booster proton beam

The Fermilab LINAC injects bunches of $H^-$ ions with the kinetic energy of 400 MeV into the Booster synchrotron through the stripping foil placed between a series of dipole magnets. This foil strips electrons from the $H^-$ ions and the resulting protons are accelerated up to the kinetic energy of 8 GeV through the Booster. The booster accelerated protons are extracted with the pulse width of 1.6 $\mu$s at the maximum rate of 5 Hz with $5 \times 10^{12}$ protons per pulse. The extraction line of the booster accelerated protons for BNB at the Fermilab facility is shown in Fig. 2.3. These primary proton beam pulses are focused onto the beryllium target to produce secondary particles from the p-Be interactions.
Figure 2.3: A schematic sketch of the Booster proton beam extraction.
2.2.2 Beryllium target

The 71.1 cm long beryllium target, which is placed inside the magnetic focusing horn, is comprised of seven cylindrical slugs each with 10.2 cm long and 0.48 cm radius. These cylindrical slugs are supported by three symmetrically attached beryllium "fins". In the Fig. 2.4 (Ref. [50]), the top figure shows a detail sketch of the target and the other components assembly as an "exploded" view and the bottom figure shows the assembled version of the components. Since the proton-Be interaction deposits \( \sim 600 \) W of heating power under the standard operating conditions, the target must be cooled. Therefore the entire target is cooled by circulating helium within the target with the help of the fins. The helium flow rate through the target length is \( 8 \times 10^{-3} \) m\(^3\)s\(^{-1}\). The beryllium was chosen as the target material to minimize the radioactivity issues and the energy loss issues during the beamline in operations.

2.2.3 Magnetic focusing horn

The magnetic focusing horn is made of aluminum alloy. In Fig. 2.5 shows a schematic sketch of the focusing horn components. The horn is operated in the peak current of \( \pm 170 \) kA with a 143 \( \mu \)s long pluses. The average pulse rate of the current is 5 Hz. The current flows through the inner conductor and back along the outer conductor (current flow direction depends on the selection of the electrical polarity) generating a toroidal magnetic field in the horn. The magnetic horn focuses secondary charged particles which have the desired electrical charge (\(+/-\)) into the decay region while defocusing the opposite electrical charge. Hence the running mode of the BNB (\(\nu_\mu\) beam or \(\bar{\nu}_\mu\) beam) can be selected by choosing the direction of the current flow in the horn. In this magnetic focusing process, the neutrino flux is increased by six times more than the no focusing rate.

The azimuthal component of the magnetic field, \( B_\phi \), inside the horn is inversely proportional to the distance \( (B_\phi \propto 1/R) \), where R is the distance from the cylindrical symmetric axis of the horn. In Fig. 2.6 (from the reference [51]) shows that the
Figure 2.4: A schematic sketch of the target components taken from [50].
measured azimuthal component of the magnetic field is consistent with the expected field of $\mu_0 I/2\pi R$. The horn is cooled by spraying water onto the inner conductor through the nozzles attached around the outer conductor.

Figure 2.5: A schematic sketch of the magnetic focusing horn components.

Figure 2.6: The behavior of the azimuthal magnetic field divided by the peak current in the horn. The points are represented as the measured magnetic field as a function of distance $r$ from the horn axis and the dashed-line shows the expected $1/R$ behavior. The vertical line represents the inside edge of the outer conductor.
2.2.4 Mesons decay region and tertiary neutrino beam

Secondary mesons focussed in the horn pass through a collimator, which located downstream of the horn. This collimator eliminates wide angle particles. The decay region is a 45 m long and 90 cm in radius air filled corrugated steel pipe surrounded by dolomite (CaMg(CO$_2$)$_3$). A steel and concrete wall located at the end of the decay region is used to absorb any charged leptons or hadrons left in the beamline.

This process results a pure neutrino beam for BNB detector volume. Several decay channels of mesons ($\pi^\pm$, $K^\pm$ and $K^0_L$) and charged leptons ($\mu^\pm$) are contribute for the final state neutrino beam. Most of them come from the pion decay. According to the branching ratios of the decay channels, some fraction of electron neutrinos ($\nu_e$ and $\bar{\nu}_e$) are contributed in both neutrino and antineutrino modes. The details of the flux being presented in chapter 3.

2.3 MiniBooNE setup overview

The MiniBooNE setup can be divide into two sections: the neutrino beam source and the MiniBooNE detector volume. A detailed description about the neutrino source for MiniBooNE experiment was discussed in chapter 2.2. In Fig. 2.7 shows the apparatus arrangement of neutrino beam production for MiniBooNE experiment. The MiniBooNE detector volume shown in Fig. 2.8 is located at 541 m downstream

![Figure 2.7: A schematic sketch of booster neutrino beamline for MiniBooNE experiment.](image)

of the beryllium target as shown in Fig. 2.7 and also the detector has placed around
3 m underground to reduce the cosmic particle interactions. A detail description of the MiniBooNE detector can be found in [52]. The spherical MiniBooNE tank with the diameter of 12.2 m is made of carbon steel and the tank is filled with 800 tons of ExxonMobil Marcol 7 mineral oil. The oil serves both as the target for neutrino-matter interactions and as a scintillation and Cherenkov light producing medium for outgoing charged particles. The low density\(\rho = 0.86\text{g/cm}^3\) and the high refractive index \(n = 1.47\) at \(\lambda = 589.3\text{ nm and } T = 20.0\text{ }^0\text{C}\) of mineral oil causes charged particles to produce a considerable amount of light.

The tank has been separated into two regions, an inner signal and outer veto region, by an optical barrier at the radius of 574.6 cm. The inner tank region has an array of 1280 8-inch photomultiplier tubes (PMTs) to detect light from the neutrino interaction within the fiducial volume. The outer veto region contains an array of 240 PMTs to collect light from background events, such as cosmic particle interactions.

Figure 2.8: A schematic sketch of the MiniBooNE detector volume.
Chapter 3

Booster neutrino flux prediction

In this Chapter, the prediction of the neutrino beam fluxes for MiniBooNE experiment is briefly presented. The neutrino flux predictions are modeled using GEANT4 based Monte Carlo simulation [53]. The simulation uses incident proton beam profile, the beamline components geometry and materials information. A detail description of the neutrino flux prediction simulation can be found in the article [50].

3.1 Secondary particle production simulation

In the first place, the geometry and the material compositions of the beryllium target, aluminum horn and the components of the air filled decay volume including absorbers are defined in the GEANT4 simulation. In Fig. 3.1, taken from [51], shows a 3D geometrical view of the beamline components in the simulation.

3.1.1 Primary protons

In the simulation, the initial position and the initial kinematical variables of primary protons are defined to match the booster proton beam profile. The phase space profiles of the booster neutrino beam taken from beam optics measurements are listed in table 3.1.

In the GEANT4 simulation, the position, \((x, y, z)\), of a primary proton with 8
### Table 3.1: Primary proton beam profile parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{x}$</td>
<td>0.0 (mm)</td>
</tr>
<tr>
<td>$\sigma_x$</td>
<td>1.51 (mm)</td>
</tr>
<tr>
<td>$\bar{y}$</td>
<td>0.0 (mm)</td>
</tr>
<tr>
<td>$\sigma_y$</td>
<td>0.75 (mm)</td>
</tr>
<tr>
<td>$\bar{\theta}_x$</td>
<td>0.0 (mrad)</td>
</tr>
<tr>
<td>$\sigma_{\theta_x}$</td>
<td>0.66 (mrad)</td>
</tr>
<tr>
<td>$\bar{\theta}_y$</td>
<td>0.0 (mrad)</td>
</tr>
<tr>
<td>$\sigma_{\theta_y}$</td>
<td>0.40 (mrad)</td>
</tr>
</tbody>
</table>

These listed parameter limits are selected from the beam optics measurements. In the simulation, proton profiles are drawn using listed parameters and Gaussian distributions of mean 0 and width one.

GeV kinetic energy are randomly drawn by Gaussian distributions using the parameter limits listed in the table above. Particularly, the initial coordinates are defined as:

$$
\begin{align*}
    x &= \bar{x} + \sigma_x \cdot r_1 \\
    y &= \bar{y} + \sigma_y \cdot r_2 \\
    z &= z_{in}
\end{align*}
$$

where $r_1$ and $r_2$ are random numbers chosen from a Gaussian of mean zero and variance one and $z_{in}$ is the user defined initial longitudinal position of the proton.

The momentum space, $(p_x, p_y, p_z)$, of the simulated proton is defined as:

$$
\begin{align*}
    p_x &= \sqrt{E_p^2 - m_p^2} \cdot (\bar{\theta}_x + \sigma_{\theta_x} \cdot r_3) \\
    p_y &= \sqrt{E_p^2 - m_p^2} \cdot (\bar{\theta}_y + \sigma_{\theta_y} \cdot r_4) \\
    p_z &= \sqrt{E_p^2 - m_p^2 - p_x^2 - p_y^2}
\end{align*}
$$

where $r_3$ and $r_4$ are random numbers chosen from a Gaussian of mean zero and variance one, $E_p = K_p + m_p$ is the proton total energy where $K_p = 8.0$ GeV and $m_p$ is the proton mass.

#### 3.1.2 Secondary mesons

The secondary hadrons are produced by allowing randomly chosen protons to interact with beryllium nuclei. Every inelastic interaction has an ability to produce secondary

---

1In general, the longitudinal position is defined in terms of the target’s initial position relative to the center plane ($z = 0$).
hadrons. Therefore the simulation uses the double differential hadron production cross section measurements to predict the secondary mesons. The prediction of secondaries are determined by using several data fitted parameterizations of different models such as Sanford-Wang (SW) model and Feynman scaling model.

The experimental data taken from Hadron Production Experiment (HARP) at CERN \cite{54} and BNL E910 \cite{55} are used to predict $\pi^\pm$ productions in the simulation. A detail description of HARP experiment is given in Chapters \pageref{chap:beamline}. The HARP has measured $\pi^\pm$ data for the beam proton momentum, $p_B = 8.9$ GeV/c, and the BNL E910 has taken data for $p_B = 6.4, 12.3$ GeV/c \cite{55} on a short beryllium target. The $K^0$ production simulation is based on E910 measured data for $p_B = 12.3, 17.6$ GeV/c and Abe, et al., \cite{56} at KEK experimental data for $p_B = 12.0$ GeV/c. These three particle ($\pi^\pm$ and $K^0$) productions are modeled with nine fitted parameters of Sanford-Wang model. The $K^+$ production simulation is based on data measured from eight production experiments and this simulation is modeled with seven fitted parameters.
of a Feynman scaling model. The other type of possible hadrons could be produced from the inelastic interactions are protons, neutrons and $K^{-}$. Therefore $p$, $n$ and $K^{-}$ are modeled by using MARS15 Monte Carlo package \cite{57,58}.

**Sanford-Wang Model for $\pi^{\pm}$ and $K^{0}$**

The measurements of double differential cross sections, $d^{2}\sigma/(dpd\Omega)$ for secondary meson production ($\pi^{\pm}$ and $K^{0}$) can be described by using a 9 parameterized ($c_{1}$ to $c_{9}$) Sanford-Wang (SW) model as:

$$
d^{2}\sigma/dpd\Omega = c_{1}p^{c_{2}} \left( 1 - \frac{p}{p_{B} - c_{9}} \right) \exp \left[ -c_{3}\frac{p^{c_{4}}}{p_{B}^{c_{5}}} - c_{6}\theta(p - c_{7}p_{B}\cos\theta) \right]
$$

(3.3)

where $p$ and $\theta$ are the momentum and the angle of outgoing secondary mesons.

The fitted SW parameters for HARP and E910 measured data for $\pi^{\pm}$ and $K^{0}$ are shown in the Tab. 3.2. This list of parameter values are taken from the references of \cite{50,59} and \cite{60}. A detailed description of SW fitting parameterization can be obtained by \cite{51,50} and \cite{59}.

<table>
<thead>
<tr>
<th>Particle type</th>
<th>$c_{1}$</th>
<th>$c_{2}$</th>
<th>$c_{3}$</th>
<th>$c_{4}$</th>
<th>$c_{5}$</th>
<th>$c_{6}$</th>
<th>$c_{7}$</th>
<th>$c_{8}$</th>
<th>$c_{9}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi^{+}$</td>
<td>220.7</td>
<td>1.080</td>
<td>1</td>
<td>1.978</td>
<td>1.32</td>
<td>5.572</td>
<td>0.08678</td>
<td>9.686</td>
<td>1</td>
</tr>
<tr>
<td>$\pi^{-}$</td>
<td>213.7</td>
<td>0.9379</td>
<td>5.454</td>
<td>1.210</td>
<td>1.284</td>
<td>4.781</td>
<td>0.07338</td>
<td>8.329</td>
<td>1</td>
</tr>
<tr>
<td>$K^{0}$</td>
<td>15.13</td>
<td>1.975</td>
<td>4.084</td>
<td>0.9277</td>
<td>0.7306</td>
<td>4.362</td>
<td>0.04789</td>
<td>13.3</td>
<td>1.278</td>
</tr>
</tbody>
</table>

Table 3.2: Best fitted SW parameters for $\pi^{+}$, $\pi^{-}$ and $K^{0}$ production data.

In the SW parameter fitting, $c_{9}$ has been fixed to 1.0 for pions and $c_{3}$ has been fixed to 1.0 for $\pi^{+}$ and to 5.454 for $\pi^{-}$. Fig. 3.2 and Fig. 3.3, taken from Ref. \cite{59}, show the production cross section measurements of $\pi^{+}$ and $\pi^{-}$ secondaries from HARP short target data for the momentum range of (0.75 GeV/c - 6.5 GeV/c) and the angular range of (30 mrad - 210 mrd). The SW model fitted function with the $K^{0}$ production measurements is shown in the Fig. 3.4 (from Ref. \cite{59}).
Figure 3.2: $\pi^+$ production cross section measurements from HARP short Be target data. This plot is taken from Ref. [59].

Figure 3.3: $\pi^-$ production cross section measurements from HARP short Be target data. This plot is taken from Ref. [59].
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Figure 3.4: $K^0$ production data fitted with SW model from Ref. [59].

**Feynman Scaling model for $K^+$**

A Feynman Scaling (FS) model is used to describe the $K^+$ production data. It fits the data well to model secondary $K^+$ production in the BNB simulation. In Fig. 3.5 (Ref. [59]) shows fitted FS parameterization with $K^+$ data from 7 experiments. In the FS hypothesis, the model function depends only on the transverse momentum, $p_T$, and Feynman scaling factor, $x_F$, which is the ratio of the longitudinal momentum, $p_{CM}^{CM}$, to the the maximum longitudinal momentum, $p_{CM}^{CM(max)}$, in the center of mass frame.

$$x_F = \frac{p_{CM}^{CM}}{p_{CM}^{CM(max)}}$$

According to the FS model the invariant cross section can be written as:

$$E \frac{d^3\sigma}{dp^3} = c_1 (1 - |x_F|) \exp[-c_2 p_T - c_3 |x_F|^{c_4} - c_5 p_T^2 - c_7 |p_T \cdot x_F|^{c_6}]$$

(3.5)

where $E$ is the total energy. The invariant differential cross section term can be expanded as $E d^3\sigma/dp^3 = E d^2\sigma/(p^2 dp d\Omega)$. Units of $p$, $p_T$ are expressed in GeV/c and $E$ is expressed in GeV. Tab. 3.3 shows the best fitted FS parameterization for $K^+$...
production data which is scaled to $p_B = 8.9$ GeV/c.

<table>
<thead>
<tr>
<th>FS</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$c_3$</th>
<th>$c_4$</th>
<th>$c_5$</th>
<th>$c_6$</th>
<th>$c_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K^+$</td>
<td>11.70</td>
<td>0.88</td>
<td>4.77</td>
<td>1.51</td>
<td>2.21</td>
<td>2.17</td>
<td>1.51</td>
</tr>
</tbody>
</table>

Table 3.3: Best fitted Feynman scaling parameters for $K^+$ production data.

Figure 3.5: $K^+$ production data with the best fit of FS model (solid line) and the error limits from the covariance matrix (dashed-lines) taken from Ref. [59].

3.2 Neutrino Flux

The neutrino beam for MiniBooNE is a mix of $\nu_\mu$, $\bar{\nu}_\mu$, $\nu_e$ and $\bar{\nu}_e$ neutrinos from the decays of mesons and charge leptons of $\pi^\pm, K^0_L, K^\pm$ and $\mu^\pm$. The corresponding decays of positively charged parent are listed in the Tab. 3.4 with their branching ratios and lifetimes. Similarly, flux simulation has been modeled with negatively charged parent particle decays.

To model neutrino flux correctly, the simulation requires all secondary particles to propagate through the BNB components. Therefore inelastic/quasi-elastic interaction cross sections of $\pi^\pm$/$K$-Be/Al and $p/n$-Be/Al are taken account the particle interactions.
<table>
<thead>
<tr>
<th>Parent particle</th>
<th>Lifetime (ns)</th>
<th>Decay mode</th>
<th>Branching ratio(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>π⁺</td>
<td>26.03</td>
<td>µ⁺νµ, e⁺νₑ</td>
<td>99.9877</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0123</td>
</tr>
<tr>
<td>K⁺</td>
<td>12.385</td>
<td>µ⁺νµ, π⁰e⁺νₑ, π⁰µ⁺νµ</td>
<td>63.44</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.98</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.32</td>
</tr>
<tr>
<td>K⁺⁰</td>
<td>51.6</td>
<td>π⁻e⁺νₑ, π⁺e⁻νₑ, π⁻µ⁺νµ, π⁺µ⁻νµ</td>
<td>20.333</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>20.197</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>13.551</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>13.469</td>
</tr>
<tr>
<td>µ⁺</td>
<td>2197.03</td>
<td>e⁺νₑ, ¯νµ</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Table 3.4: Positively charged meson and leptons decay modes with their lifetimes and branching ratios to produce neutrinos.

The simulation of BNB was modeled using measured data (inelastic p+Be/Al), and with Glauber, Shadow and Geant4 default models. A detail description of the secondary particle propagation can be found in Ref. [59] and [50].

In the neutrino flux simulation, the neutrino kinematics are estimated by using kinematics of parent particles in four-momentum space. The neutrino energy in the lab frame is obtained by applying Lorentz boosts on neutrino energy calculated from the rest frame of parent particles.

The predicted total flux from the simulation for neutrino mode (Ihorn = +174 kA) is shown in Fig. 3.6 and the contribution of parent particle decay modes for each neutrino meson decay is shown in Fig. 3.7. Similarly, the predicted total neutrino flux and the predicted neutrino channels from the parent decay modes for anti-neutrino mode (Ihorn = −174 kA) are shown in Fig. 3.8 and Fig. 3.9 respectively.
Figure 3.6: Total predicted neutrino flux for neutrino mode ($I_{horn} = +174$ kA). Taken from Ref. [50].

Figure 3.7: Predicted flavor neutrino channels in the neutrino mode. Here the distributions of $\nu_\mu$ (top-left), $\bar{\nu}_\mu$ (top-right), $\nu_e$ (bottom-left) and $\bar{\nu}_e$ (bottom-right) are taken from Ref. [50].
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Figure 3.8: Total predicted neutrino flux for anti-neutrino mode ($I_{\text{horn}} = -174$ kA). taken from Ref. [50].

Figure 3.9: Predicted flavor neutrino channels in the anti-neutrino mode. Here the distributions of $\nu_\mu$ (top-left), $\bar{\nu}_\mu$(top-right), $\nu_e$ (bottom-left) and $\bar{\nu}_e$(bottom-right) are taken from Ref. [50].
Part II

Analysis
Chapter 4

The Study of Hadron Production

The main objective of the study of charged pion production yield from the proton-Be interactions in long targets is to reduce the systematic errors on neutrino flux prediction for MiniBooNE experiment. That flux is predicted from a Sanford-Wang parameterized cross sections based on a 2.0 cm thick (5/\(\lambda_I\)) cylindrical beryllium target measurements. The prediction of \(\pi^\pm\) production yield from the MiniBooNE Monte Carlo will be compared with the \(\pi^\pm\) production yield of the long targets data (50/\(\lambda_I\) and 100/\(\lambda_I\)) at 8.9 GeV/c. This study on long targets data tests our extrapolation to the actual \(\pi^\pm\) production from the 71 cm long beryllium target.

4.1 HARP experiment

The Hadron Production (HARP) experiment (PS214) at CERN [61] was designed to perform systematic and accurate measurements of production cross sections of secondary hadrons for low energy neutrino experiments. It was constructed to take secondary particle production data at the CERN Proton Synchroton (PS). It has been used to predict the neutrino flux for many low energy accelerator based neutrino experiments including K2K [62] at KEK, SciBooNE [63] and MiniBooNE [64] at FNAL. The incident beam, the CERN T9 beam, for HARP is extracted from the production
of secondaries by colliding the 28 GeV proton beam\(^\text{[1]}\) (extracted from PS) with a
fixed target at CERN. It produces a mixture of protons, pions, kaons, muons and
electrons but the experiment chose to record data for pion and proton collisions. The
momentum of the beam can be varied from 1.5 GeV/c to 15 GeV/c. HARP has a
wide solid angular acceptance (4\(\pi\) acceptance) for particle detection.

4.2 HARP apparatus

This section gives a brief introduction to the HARP apparatus, the tracking system of
incoming beam particles and the targets used for MiniBooNE experiment.

4.2.1 Overview

The HARP apparatus shown in Fig. 4.1 consists of three major detector systems:

- Upstream of the target chambers, Cherenkov counters and scintillation counters,
  which track the incoming beam and identify the particle type,
- A large angle spectrometer which tracks and momentum analyzes the outgoing
  large polar angle particles with a Time Projection Chamber (TPC), and
- A forward angle spectrometer which provides the particle trajectory and the
  particle type of outgoing particles covering the polar angle up to \(\theta < 250\) mrad.

The target material is located inside the TPC volume. The solenoid magnet located
around the TPC volume is used to bend the large-angle secondary tracks in the angular
range \(20^\circ - 160^\circ\) relative to the z-axis. A detail explanation about the large-angle
spectrometer is given in [65]. However this large-angle measurements in the TPC
volume are not used for the MiniBooNE targets data analysis.

The forward spectrometer is built around a dipole magnet used to measure the
secondary particle momentum as shown in Fig. 4.1. Five drift chambers (NDC1-5)
track the secondary particle trajectories. A Cherenkov detector (CHE), a time-of-flight
wall (TOFW) and an electromagnetic calorimeter ECAL are used to identify the

\(^{1}\)Proton beam is delivering a 400 ms long spill of \(2 \times 10^{11}\) protons in every 2.4 s.
Figure 4.1: Schematic sketch of the HARP detector at CERN. The solenoid magnet apparatus which includes the target, time projection chamber (TPC) and the resistive plate chamber (RPC), Five drift chambers ($NDC_{1-5}$), the bending magnet, Cherenkov detector, Time of Flight (TOF) wall and electromagnetic calorimeter are shown.
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4.2.2 Tracking and identifying incident beam particles

The system upstream of the target used to track and identify the incoming particles is shown in Fig. 4.2. This upstream apparatus has two pressure adjustable nitrogen gas filled Cherenkov counters (BCA and BCB), two time-of-flight scintillator counters (TOFA and TOFB) and a circular disk of target-defining scintillator (TDS) which provides an extra timing information (combining the timing information from all three counters, provides enough accuracy to identify particles in the low momentum range). The Beam Scintillator (BS) provides a start for the event triggering. The trajectory of an incident particle is tracked by four multiwire proportional chambers (MWPCs). Two HALO scintillation counters (HALO-A and HALO-B) with central holes are used to veto particles outside the beam axis. The accepted beam particles have no veto signal in HALO counters. The position and the direction of the incident particles are measured by the MWPCs with the accuracy of $\sim 1.0$ mm and $\sim 0.2$ mrad. The MWPC information is used to extrapolate the position of the incoming beam particles, $(x_0, y_0)$, at the center plane $(z = 0)$ of the target region and to measure...
the angle of the incoming particles. Incident beam particle types are identified by using two Cherenkov counters (BCA and BCB) for higher momentum particles. The separation of identifying protons and pions through the Cherenkov counters BCA and BCB are shown in Fig. 4.3. The identity of lower momentum (\(< 3 \text{ GeV}/c\)) particles is determined by the measurements of time-of-flight hits of two identical scintillators, TOFA and TOFB, and of TDS. This timing information of the beam particles is given by the time difference of particle traveling through 21.4 m distance between TOFA-TOFB scintillator counters and the time difference of traveling through 24.3 m distance between TOFA - TDS counters (see Fig. 4.2). The averaged arrival time, \(t_0\), of the beam particles at the center plane is estimated by using the measured particle velocity \((\beta)\), particle ID and the known momentum from the T9 beam. This \(t_0\) is an important factor in measuring the time-of-flight of secondary particles to the TOF-wall in the forward spectrometer.

### 4.2.3 Targets for MiniBooNE

HARP has taken measurements on 2 cm (5\%\(\lambda_I\)) long beryllium target, Be5, which was used to analyze the secondary production cross sections as described in [59]. In order to check effects of the pion production on long targets, HARP also took data.

![Figure 4.3: BCB vs BCA Cherenkov counts: The separation of the 8.9 GeV/c incoming beam pions and protons identification by Cherenkov counters BCA and BCB.](image)
on a one interaction length, 40 cm (100%\(\lambda_I\)), long beryllium target of 0.48 cm radius named as MB100 and a half interaction length, 20 cm (50%\(\lambda_I\)), long beryllium target named as MB50 with the same radius of 0.48 cm. The cross sections of MB100 and MB50 targets are the same as the actual MiniBooNE target. Fig. 4.4 shows the cross sectional geometries of MB100 and MB50 targets with their three cooling fins on it, and also the Be5 short target. To reduce the edge effects, we have made a radius cut of 0.4 cm on the incident T9 beam for MB100 and MB50 targets. The geometries of the target and the radius cuts of the incident beam used for the analysis are shown in Table 4.1.

<table>
<thead>
<tr>
<th>Target</th>
<th>Beam radius cut (cm)</th>
<th>thickness (cm)</th>
<th>target radius (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Be5</td>
<td>1.0</td>
<td>2.0</td>
<td>1.5</td>
</tr>
<tr>
<td>MB100</td>
<td>0.4</td>
<td>40.0</td>
<td>0.48</td>
</tr>
<tr>
<td>MB50</td>
<td>0.4</td>
<td>20.0</td>
<td>0.48</td>
</tr>
</tbody>
</table>

Table 4.1: Geometries of three targets and the corresponding beam radius selections on each target.
4.3 Tracking secondary particles

The forward spectrometer has five drift chambers, NDC1-5, located as shown in Fig. 4.5. These measure the secondary particles trajectory through out the detector. The cross sectional dimension $3 \text{ m} \times 3 \text{ m}$ of each NDC module provides a large solid angular coverage for secondaries. A detailed description of the properties of chambers can be found in Ref. [66]. The dipole magnet with the aperture size of $(x \times y \times z = 2.41 \text{ m} \times 0.88 \text{ m} \times 1.72 \text{ m})$ is located in between NDC1 and NDC2. The mapping of the $B_y$ magnetic field is described in the reference [67]. The momentum of a secondary particle is reconstructed by matching reconstructed segments of tracks downstream of the magnet with either the center of the target (VERTEX2 algorithm) or with the track segment in NDC1 (VERTEX4 algorithm).

4.3.1 Track reconstruction algorithm

Secondary particles are tracked as they pass through the forward spectrometers as shown in Fig. 4.6. Every NDC chamber contains four modules each with three wire
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planes $(-5^\circ, 0^\circ, +5^\circ)$. All together, each NDC chamber has 12 wire planes. More details about wire plane modules in NDC chambers can be found in [67]. The momentum of the particle is determined by combining a track the downstream of the dipole magnet with the track in the upstream region. First, all particle track segments have to satisfy the plane 2D condition and the track 3D condition for each NDC chamber as described below:

- **Plane (2D) segment**: Needs at least three hits out of four in the same projection $(u, x, or v) (-5^\circ, 0^\circ, +5^\circ)$ compatible with being aligned.

- **Track (3D) segment**: The intersection of two or three plane segments on different projections is defined as 3D straight line. If only two plane segments are found then an additional hit from the remaining projection is required to define the 3D straight line. Segment needs to have at least 7 hits out of 12 planes on the same NDC module.

After passing the above requirements in each individual module, that track segments can be combined with the other NDC module track segments to develop the extended long 3D track. Finally the momentum of the particle is measured by combining downstream long 3D track with either the 3D vertex point on the center plane $(z = 0)$ of the target or the 3D segment of NDC1 module in the upstream of the dipole magnet. The former track is called “VERTEX2-tracks” and the estimated momentum is called “$p_2$ - momentum” and the later track is named “VERTEX4-tracks” and the reconstructed momentum is called “$p_4$ - momentum”. The momentum of a VERTEX2 track is estimated by minimizing the matching $\chi^2_{v2}$ of the extrapolated target center position with the actual position measured with the beam spectrometer.

For VERTEX4 tracks, the momentum is estimated by minimizing the matching $\chi^2_{v4}$ of measured 3D NDC1 module segment with the extrapolated 3D coordinate at the NDC1 module by the 3D track segment of downstream. In Fig. 4.7 illustrates this two track reconstruction algorithms. All these procedures for momentum reconstruction are done by using a sophisticated HARP developed package named RecPack [68],
CHAPTER 4. THE STUDY OF HADRON PRODUCTION

Figure 4.6: Schematic drawing of a positive track which is passing through NDC chambers, bending magnet, Cherenkov detector and back plane chambers, which is based on the Kalman filter fitting technique [69].

Figure 4.7: Sketch of the illustration of track reconstruction by VERTEX2 and VERTEX4 algorithms. Here the downstream track combine to the center plane coordinates to reconstruct the VERTEX2 type tracks and also the downstream tracks combine with NDC1 3D segments to reconstruct the VERTEX4 type tracks.
4.3.2 Resolution of $p_2$ and $p_4$ tracks

The performance of both track reconstruction algorithms can be compared by looking at the correlation between the reconstructed and the generated momentum ($p_{true}$) of the long target Monte Carlo data. Figure 4.8 compare reconstructed $p_2$ and $p_4$ momenta with the generated momentum ($p_{true}$); they are highly correlated in each case. The correlation of resolution of $p_2$ and $p_4$ momenta with the interaction vertex is also shown in Fig. 4.8.

![Figure 4.8](image)

Figure 4.8: $p_2$ and $p_4$ correlations with the generated momentum and the interaction vertex for positive particles. This measurements are taken in the range of $-270 \leq \theta_x \leq 0$. (a) $p_2$ vs $p_{true}$ (b) $p_2 - p_t$ vs interaction vertex-$z$ (c) $p_4$ vs $p_{true}$ (d) $p_4 - p_t$ vs true interaction vertex-$z$.

The VERTEX2 track reconstruction process assumes that the particle originated at the center plane ($z = 0$) of the target as described. The reconstructed $p_2$ momentum is lower than the actual momentum when they are produced in the upstream of the
target center \((z < 0)\) as shown in Fig. 4.9. In the same way, the reconstructed \(p_2\) momentum is higher than the actual when the particle is produced in the downstream \((z > 0)\). The asymmetry of the \(p_2\) momentum resolution through the interaction vertex measurements of secondary tracks\(^2\) is seen very clearly in Fig. 4.8 (b). In Fig. 4.8 (d) shows a symmetric behavior of the reconstructed \(p_4\) momentum along the interaction vertex for same event sample. As an example of the difference between VERTEX2 and VERTEX4 fitting algorithms, the resolution of reconstructed \(p_2\) and \(p_4\) with the truth momenta in the upstream on the target center ranging \(-170 \leq z_{\text{true}} \leq -140\) mm is shown in Fig. 4.10. Figure 4.10 (a) clearly depicts an asymmetry for the \(p_2\) tracks. This asymmetry is absent in the \(p_4\) fits (Fig. 4.10 (b)). To avoid the momentum asymmetry and the vertex position dependency we use VERTEX4 type tracks in this whole analysis.

### 4.3.3 Kinematical variables

Eventually, the production yield of the secondary particles will be reported in terms of momentum, \(p\), and the angle with respect to the beam axis (z-axis), \(\theta\). However,

\(^2\)Positive charged tracks that pass in the negative half of the x-z plane \((-270 \leq \theta_x \leq 0 \text{ mrad})\) have been selected to see this correlation.
because of the rectangular shaped geometry of the drift chambers and the Cherenkov
detector volume, measurements are carried out on the 3D space of \((p, \theta_x, \theta_y)\) as
kinematical variables where \(\theta_x = \tan^{-1}(p_x/p_z)\) and \(\theta_y = \tan^{-1}(p_y/p_z)\). These are later
summed into \(p, \theta\) bins.

4.4 Particle identification

The particle identification algorithm uses the Cherenkov counters and the time of
flight wall, TOFW. The Cherenkov detector located downstream of the magnet is filled
perfluorobutane \(\text{C}_4\text{F}_{10}\) which has high refractive index. The Cherenkov detector has
the cross section of 6 m × 3 m opening. The references \cite{67, 59} provides more details
about the Cherenkov detector. The TOFW detector covers the area of 6.5 m × 2.5 m
with the approximated resolution of \(\sigma \sim 250\) ps. It can separate pions from protons
up to 3.5 GeV/c. A detailed description of TOFW counter is given in Ref. \cite{70}.

Combining Cherenkov and TOFW detector performances and defining a proba-
bility density function (PDF), the pions, proton and kaons are separated from each
other. The secondary particle identification algorithm for long targets is similar to
the short target Be5 analysis as described in \cite{59}. Since the pion production cross
section from the short target analysis is small above the 6.5 GeV/c, the upper bound
of the long target analysis is set to 6.5 GeV/c, the same as the short target analysis.
The fractional contribution of kaons to the pion yield is a negligible factor in this momentum range.

The performance of the C\textsubscript{4}F\textsubscript{10} gas filled Cherenkov detector in the HARP setup has been studied by a 12.9 GeV/c pion beam on a short Aluminum target as described in the [59]. Figure 4.11 shows the number of photoelectrons as a function of momentum measured from MB100 target data. The pion Cherenkov threshold is clearly visible at 2.6 GeV/c. The Cherenkov thresholds for kaons and protons are 9.3 GeV/c and 17.6 GeV/c respectively. Therefore the pions are separated from protons and kaons by Cherenkov detector for the momentum \( p > 2.6 \) GeV/c. In addition to that, the Cherenkov detector response in momentum \( p < 2.6 \) GeV/c is used to veto electrons in the particle identification process. This electron events are clearly visible at number of photoelectrons \( N_{\text{phe}} \sim 20 - 40 \) for events below the pions Cherenkov threshold. Therefore rejecting tracks in the momentum \( p < 3 \) GeV/c with \( N_{\text{phe}} > 15 \) (called e-veto cut) remove electrons from the data sample. Detailed analysis on electron veto cut and the Cherenkov detector response can be found in [71]. Combining beam time-of-flight system (TOFA, TOFB and TDS) and TOFW hits, the time-of-flight measurements of secondary tracks are used to estimate the velocity, \( \beta \), for each track and to perform the separation of pions-kaon and pion-proton in the low momentum range up to 3.0 GeV/c. The resolution study of the \( \beta \) distribution separation on pions

![Figure 4.11: \( N_{\text{phe}} \) as a function of momentum for MB100. Pions are visible above \( p > 2.6 \) GeV/c. Electron veto events are visible at below \( p < 3 \) GeV/c with \( N_{\text{phe}} \sim 20 - 40 \).]
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from proton and kaons are described in the [59]. And also more detail description of the particle identification studies can be found in the reference [71].

4.4.1 Particle ID probability

Combining the probability distribution of TOFW measurements and Cherenkov response, the particle ID probability is estimated by using Bayesian technique,

\[
P_\alpha = \frac{P(\beta, N_{\text{phe}} \mid \alpha, p, \theta) \cdot P(\alpha \mid p, \theta)}{P(\beta, N_{\text{phe}} \mid \pi, p, \theta) \cdot P(\pi \mid p, \theta) + P(\beta, N_{\text{phe}} \mid p, p, \theta) \cdot P(p \mid p, \theta)}(4.1)
\]

where \( P(\beta, N_{\text{phe}} \mid \alpha, p, \theta) = P(\beta \mid \alpha, p, \theta) \cdot P(N_{\text{phe}} \mid \alpha, p, \theta) \) is the combination of TOFW-Cherenkov PDFs that contains the reconstructed velocity, \( \beta \), and the number of associated photoelectrons, \( N_{\text{phe}} \), for each \( \alpha \) type track in the \((p, \theta)\) space. \( P(\alpha \mid p, \theta) \) is the prior probability of the \( \alpha \) type track in \((p, \theta)\) space. Assuming a no prior knowledge of the particle type, the prior probability of pions and protons is taken to be \( P(\alpha \mid p, \theta) = 1 \). After applying this simplifications on (4.1), the final particle ID estimator is written as a combination of TOFW probability, \( P(\beta \mid \alpha, p, \theta) \), and the Cherenkov probability, \( P(N_{\text{phe}} \mid \alpha, p, \theta) \), of \( \alpha \) type track which are assigned to be independent,

\[
P_\alpha = \frac{P(\beta \mid \alpha, p, \theta) \cdot P(N_{\text{phe}} \mid \alpha, p, \theta)}{P(\beta \mid \pi, p, \theta) \cdot P(N_{\text{phe}} \mid \pi, p, \theta) + P(\beta \mid p, p, \theta) \cdot P(N_{\text{phe}} \mid p, p, \theta)}(4.2)
\]

This normalized probability (4.2) satisfy the condition of total probability \( P_\pi + P_p = 1 \).

The pions are selected by the cut \( P_\pi > 0.6 \) and the protons are selected by \( P_p > 0.6 \) (or \( P_\pi < 0.4 \)).

4.5 Interaction vertex reconstruction

The reconstruction of p-Be interaction is performed by taking account the projection of incoming beam and the outgoing particle tracks in x-z and y-z planes as shown in Fig. 4.12. As described in the Sec. 4.2.2, the MWPC is used to extrapolate the incoming
track to the center plane of the coordinate system. The outgoing track is determined from the downstream chambers. Fig. 4.12 shows the reconstructed positions and the angles of the incoming beam track and the outgoing secondary track while they pass through the center plane. General equations for $x$ and $y$ coordinates of the beam, $(x_{beam}, y_{beam})$, and $x$ and $y$ coordinates of the secondary track $(x_{sec}, y_{sec})$ are written as

$$x_{beam} = x_0 + z \cdot \tan(\theta_x) \quad (4.3)$$

$$x_{sec} = x_4 + z \cdot \tan(\theta_x), \quad (4.4)$$

and

$$y_{beam} = y_0 + z \cdot \tan(\theta_y) \quad (4.5)$$

$$y_{sec} = y_4 + z \cdot \tan(\theta_y). \quad (4.6)$$

where the various variables are defined in Fig. 4.12. In order to obtain the coordinates of the interaction vertex, we define the $\chi^2_{int}$ as a function of $z$ as,

$$\chi^2_{int}(z) = \frac{(x_{beam} - x_{sec})^2}{\sigma_{sec-x}^2} + \frac{(y_{beam} - y_{sec})^2}{\sigma_{sec-y}^2}. \quad (4.7)$$

The best $z$ coordinate of the interaction position, $z_{int}$, is obtained by minimizing $\chi^2_{int}(z)$. The comparison of reconstructed MC event vertices of 2.0 cm and 40.0 cm long targets with the generated vertices is shown in Fig. 4.13. The tails of the reconstructed distribution depend on the resolution of the reconstructed track. The correlation of the reconstructed and generated interaction vertices for MB100 MC events is shown in Fig. 4.13. Fig. 4.14 shows the distributions of interaction vertices for real data of three targets: Be5 (2.0 cm target), MB50 and MB100.
Figure 4.12: Schematic sketch of the reconstruction of interaction vertex of the event on (a) x-z and (b) y-z projection planes.
Figure 4.13: The comparison of reconstructed interaction vertex (black solid lines) with the truth (blue dashed lines) for MC: Be5 (a) and MB100 (b). (c) The correlation of reconstructed vertex with truth vertex for MB100 MC.

Figure 4.14: The reconstructed vertex from HARP data normalized to proton on target (POT): Red lines - MB100, green lines - MB50 and the blue lines - Be5.
Chapter 5

Particle production measurements

In this chapter, we describe the procedure used to measure secondary particle production cross section on short beryllium target (Be5) and the production yields of three targets (Be5, MB50 and MB100). The reconstructed variables of the VERTEX4 tracking algorithm are used for production measurements. The cross section measurements on short beryllium target (Be5) using VERTEX4 algorithm are compared with the cross section measured in VERTEX2 algorithm \[59\]. The results presented in the thesis on beryllium targets measurements are in the kinematic range \( p \in [0.75, 6.5] \text{ GeV/c} \) and \( \theta \in [30, 210] \text{ mrad} \) similar to the short target cross section analysis described in \[59\].

5.1 Unfolding production yield

The normalized double differential production yield, \( N^\alpha(p, \theta) \), of secondary \( \alpha = \pi^\pm, p \) type particles for MiniBooNE targets by 8.9 GeV/c incident protons is measured in the lab frame by using the expression:

\[
\frac{d^2 N^\alpha(p, \theta)}{dpd\Omega} = \frac{1}{\Delta p \cdot \Delta \Omega} \cdot \frac{1}{N_{POT}} \cdot M^{-1}_{p\theta\alpha\, p'\theta'\alpha'} \cdot N^\alpha(p', \theta'),
\]

(5.1)

where:
• $\Delta p = p_{i+1} - p_i$ and the $\Delta \Omega = 2\pi \cdot (\cos(\theta_j) - \cos(\theta_{j+1}))$ are the bin widths of $i^{th}$ momentum bin and the solid angular width of the $j^{th}$ angular bin respectively.

• $N_{POT}$ is the number of protons on the target after the beam radius cuts.

• $M_{p\theta_{x},p'\theta'_{y}}^{-1}$ is the correction matrix elements.

• $N_{\alpha'}(p', \theta')$ observed raw yield.

The non-interacted primary protons can interact with the material outside the target and can produce a background for the yield. Therefore to remove this effect we have subtracted the production yield measured from empty target data, $N_{E(norm)}^{\alpha'}$, which has been normalized\(^1\) to the target P.O.T. This raw production yield can be written as $N_{\alpha'} = N_T^{\alpha'} - N_{E(norm)}^{\alpha'}$ after subtracting the normalized empty data from the target data, $N_T$. A details of the empty target data subtraction will be described in the Sec. 5.3. The empty target subtracted differential production yield in the lab frame can be written as,

$$d^2N_{\alpha'}(p, \theta) = \frac{1}{\Delta p \cdot \Delta \Omega} \cdot \frac{1}{N_{POT}} \cdot M_{p\theta_{x},p'\theta'_{y}}^{-1} \cdot [N_T^{\alpha'}(p', \theta') - N_{E(norm)}^{\alpha'}(p', \theta')]. \quad (5.2)$$

Here the true hadron yield $N_{\alpha}(p, \theta)$ in the lab frame is estimated by unfolding the observed yield $N_{\alpha'}(p', \theta')$ with the inverse correction matrix $M_{p\theta_{x},p'\theta'_{y}}^{-1}$. This matrix can be split into a combination of several correction terms as follow:

$$M_{p\theta_{x},p'\theta'_{y}}^{-1} = 1 - \varepsilon^{-\text{veto}}(p', \alpha') \cdot 1 - \eta^{\text{absorb}}(p', \theta'_{x}, \theta'_{y}, \alpha') \cdot M_{p\theta_{x}}^{-1}(\theta') \cdot (1 - \eta^{\text{tert}}(p', \theta'_{x}, \theta'_{y}, \alpha')) \cdot \frac{1}{\varepsilon^{\text{acc}}(\theta')} \cdot \frac{1}{\varepsilon^{\text{rec}}(p', \theta'_{x}, \theta'_{y})} \cdot M_{\alpha,\alpha}(p). \quad (5.3)$$

where these correction terms can be defined as:

• $\varepsilon^{-\text{veto}}(p, \alpha)$: the efficiency of the electron veto cut which is used to remove electrons from the $\alpha$-type tracks as described in the section 4.4.

• $\eta^{\text{absorb}}(p, \theta_{x}, \theta_{y}, \alpha)$: the fraction of the secondary $\alpha$-type particles which are

\(^1\) $N_{E(norm)}^{\alpha'} = N^{\alpha'}_E \cdot N_{POT} / N_{E(POT)}$ where $N^{\alpha'}_E$ is the unnormalized empty target production.
absorption or decay before they hit the flight of time wall;

- \( \eta_{\text{tert}}(p, \theta_x, \theta_y, \alpha) \): the fraction of tertiary particles generated from the re-interactions of \( \alpha \)-type secondary particles\(^2\);

- \( M_{p,p'}^{-1}(\theta') \): momentum migration matrix which is used to correct for events that were generated in one momentum bin but reconstructed in another;

- \( \varepsilon^{\text{acc}}(\theta') \): the geometric acceptance efficiency which is calculated analytically;

- \( \varepsilon^{\text{rec}}(p', \theta'_x, \theta'_y) \): the total track reconstruction efficiency through out the chambers; and

- \( M_{\alpha,\alpha'}^{-1}(p) \): the particle identification migration matrix.

The PID matrix for pion-proton migration can be written as,

\[
M_{\alpha,\alpha'} = \begin{pmatrix}
M_{\pi\pi} & M_{\pi p} \\
M_{p\pi} & M_{pp}
\end{pmatrix},
\]

where \( M_{\pi\pi} \) and \( M_{pp} \) are the pions and protons identification efficiencies respectively. \( M_{p\pi} \) and \( M_{\pi p} \) are the correction of the misidentification of pion as protons and the misidentification of proton as a pion respectively.

A detailed descriptions of each above correction terms will be discussed in the following subsections.

### 5.2 Unfolding cross section on Be5

The double differential production cross section of \( \alpha \)-type secondary particles, \( d^2\sigma^\alpha(p, \theta)/(dpd\Omega) \), for short target (Be5) by an incident proton beam of 8.9 GeV/c is obtained by multiplying the measured yield (Eq. 5.1) by a derived cross sectional factor for short target.

\(^2\)The re-interactions of secondaries with the matter outside the target volume is used for production rate measurements. The tertiary particle production from the target and the outside the target volume is used for production cross section measurements.
approximation as shown below:

\[
\frac{d^2\sigma^\alpha(p, \theta)}{dpd\Omega} = \frac{A}{N_A \cdot \rho \cdot t} \cdot \frac{d^2N^\alpha(p, \theta)}{dpd\Omega}, \tag{5.5}
\]

where:

- \(A/(N_A \cdot \rho)\) is the reciprocal of the number density of target nuclei \((\approx 1.2349 \times 10^{23} \text{ cm}^{-3})\), calculated from atomic mass of beryllium, \(A = 9.012 \text{ g/mole}\), of the target material, Avogadro’s number, \(N_A\), and the density of the target \(\rho = 1.85 \text{ g \cdot cm}^{-3}\).
- \(t \approx 2.046 \text{ cm}\) is the thickness of the target along the beam axis.
- \(d^2N^\alpha/(dpd\Omega)\) is the normalized differential secondary particle production yield as described in Eq. 5.2 except for the tertiary particle correction. The tertiary particle production from the target and the material outside the target volume is used to measure the production cross section measurements.

### 5.3 Empty target subtraction

The measurement of the interaction vertex in Be5 short target data shows a small peak at around 330 mm as shown in Fig. 5.1 (a). The locations of the apparatus material indicates that the small peak has been generated from the interaction of particles with the end plate of the inner field cage (see Fig. 5.2). Much more detail description of inner field cage could be obtained from the reference [67]. This end plate effect is clearly visible in the empty target run in Fig. 5.1 (b). Subtracting empty target data from the production can be eliminate this source of background data. Figure 5.1 (c) shows the distribution of the interaction vertex after subtracting empty target.

This empty target subtraction needs to perform with care. To perform the background subtraction correctly, first the empty target data needs to normalized to counted POT for the beam radius cuts used for each different targets. Next the proton attenuation through the target needs to be taken into account.
Figure 5.1: Reconstructed interaction vertex distributions of (a) Be5 data (b) empty target data and (c) Be5 data after subtracting empty measurements. The small peak at 330 mm is from the interactions of protons with the end plate of the inner field cage.
For 40.0 cm long (one interaction length) target, the fraction of the non interacted protons pass through the target is $e^{-1}$. Therefore 0.37 is used as the subtraction factor of the normalized empty data subtraction for MB100. In the same way we could estimate the subtraction factor for 20 cm long MB50 target by taking the proton attenuation as $e^{-0.5}$. The factor used for the subtraction of normalized empty data from the MB50 data analysis is 0.61. Since the short Be5 target has 2.0 cm ($5/\lambda_I$) thickness, the subtraction of the normalized empty data is performed without applying any fractional reduction. Figure 5.3 (a) and (b) distributions show the reconstructed interaction vertex of three beryllium targets before and after subtracting the empty target data.

### 5.4 Target shift

Comparing of the interaction vertex for real data with the MC shows a shift of the target position in data towards the forward spectrometer from the center plane ($z = 0$) as shown in Fig. 5.4. A set of MB100 MC events generated within the first half of the interaction vertex (-200.0 - 0.0 mm) is used for MB50 MC events. The precise measurements on this target shift is carried out by defining a $\chi^2(z_0)$ as in the Eq. (5.6) to match the shifted and normalized data distributions with MC distribution in each bin.

$$
\chi^2(z_0) = \sum_j \frac{(DATA(z_j + z_0) - MC(z_j))^2}{\sigma_j^2(DATA) + \sigma_j^2(MC)},
$$

(5.6)

where the $\sigma_j^2(DATA)$ and $\sigma_j^2(MC)$ are estimated by taking the sum of the squared errors in the bins.

To obtain the target shift, the $\chi^2(z_0)$ distribution is fitted using the equation:

$$
F(z) = p_0 + p_2(z - p_1)^2.
$$

(5.7)
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Figure 5.2: Schematic diagram of the inner field cage in the TPC drift volume.

Figure 5.3: Reconstructed interaction vertex distributions of three targets of MB100, MB50, and Be5 in dotted red, dashed green and solid blue colors respectively. (a) without subtracting empty data and (b) with subtracting empty data.
Figure 5.4: Comparison of the target position from DATA with MC in the reconstructed interaction vertex distribution. The red colored dash-dot-dot lines are for MC and the black colored dash-dot-dash distributions are for data. (a) short target Be5 (b) long target MB50 and (c) long target MB100.
In Fig. 5.5 shows the fitted $\chi^2$ distribution of the target position shift by using MB100 long target data. Here the $\chi^2$ minimum occurs at $z_0 = 65.34$ mm ($p_1$ in Table in Fig. 5.5).

Figure 5.5: $\chi^2(z_0)$ distribution of target shift study in solid red and the fitted curve in solid black line.

The shifted data distributions are compared with the MC distributions in Fig. 5.6. Since the short target, Be5, cross section studies have been carried out by using VERTEX2-type center plane based tracks, a study is needed to determine the effect of the target shift on measurements. Taking the advantage of the independence of the VERTEX4 tracks from the center plane, the measurement of the ratio of $\tan\theta_{4x}$, angle from the VERTEX4 tracks, to $\tan\theta_{2x}$, angle from the VERTEX2 tracks, is used to estimate the correlation as a percentage of the angular shift. Fig. 5.7 (a) shows the ratio of $\tan\theta_{4x}$ to $\tan\theta_{2x}$ with the target interaction position. There is a dark area at around 300 mm that corresponds to the end plate of the field cage. In figure. 5.7 (b) shows the distribution of the ratio of $\tan\theta_{4x}$ to $\tan\theta_{2x}$ after subtracting the empty target data. This figure shows that the production angle is 2.6% low if the nominal target position is used as in the VERTEX2 analysis and by extension, the momentum is 2.6% high. Figure 5.7 (c) shows the 2D correlation distribution of the ratio of $\tan\theta_{4y}/\tan\theta_{2y}$ vs. the interaction vertex in the non-bending. The distribution of $\tan\theta_{4y}/\tan\theta_{2y}$ in Fig. 5.7 (d) shows the value of the ratio as 1.0 and that indicates
Figure 5.6: Comparison of the position of the target from the 65.34 mm shifted MC with data in the interaction vertex distribution. Here the red colored dash-dot-dot lines are for MC and the black colored dash-dot-dash distributions are for data. (a) Short target, Be5 (b) long target MB50 and (c) long target MB100.
the target shift does not effect on the non-bending plane measurements.

![Figure 5.7: The target shift correlation study using Be5 short target. (a) The correlation of the ratio $\tan \theta_{4x} / \tan \theta_{2x}$ with the interaction vertex $z_{int}$. (b) The distribution of the ratio of $\tan \theta_{4x} / \tan \theta_{2x}$ after subtracting empty data. (c) The correlation of the ratio $\tan \theta_{4y} / \tan \theta_{2y}$ with the interaction vertex $z_{int}$. (d) The distribution of the ratio of $\tan \theta_{4y} / \tan \theta_{2y}$ after subtracting empty data.](image)

### 5.5 Event selection

In the production yield and the cross section measurements, incoming beam protons are selected by testing the following criteria through the upstream detectors.

Each 8.9 GeV/c proton event must have

- time-of-flight counter hits in TOF-A, TOF-B and/or TDS,
• Cherenkov detector counts in BCA and BCB,
• a beam position (extrapolated from the MWPC) at the nominal target center within the beam radius 1.0 cm for Be5 and 0.4 cm for MB50 and MB100.
• extrapolated beam angle less than 5 mrad, and
• no HALO detector hits

to accept the incoming beam event.

The angular condition guarantees that the beam particles are passing through the whole target volume.

The Forward Trigger Plane (FTP), a scintillation counter with a central hole of 60 mm diameter on it, was used in the trigger to select interacting events for the Be5 target run. The efficiency of FTP is above 99%. Figure 4.2 shows the location of the FTP trigger plane in the downstream of the TPC volume. For the Be5 run, an unbiased trigger was also defined. It was a trigger that required only an incident particle. This trigger was downscaled by a factor of 64. The number of protons on the target (POT) was taken as 64 times the number of unbiased triggers which passed the beam selection criteria. The POT for long targets is equivalent to the number of good protons passing through the target. The FTP counter was not used in the trigger for these data. The POT counts on short Be5 target and empty target data sets for 1.0 cm beam radius cut is shown in Table 5.1. Table 5.1 also shows the POT counts for

<table>
<thead>
<tr>
<th>DATA</th>
<th>Proton on target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Be5 (1.0 cm)</td>
<td>13,074,880</td>
</tr>
<tr>
<td>Empty target (1.0 cm)</td>
<td>1,990,400</td>
</tr>
<tr>
<td>MB100 (0.4 cm)</td>
<td>622,791</td>
</tr>
<tr>
<td>MB50 (0.4 cm)</td>
<td>814,749</td>
</tr>
<tr>
<td>Empty target (0.4 cm)</td>
<td>475,776</td>
</tr>
</tbody>
</table>

Table 5.1: Number of protons on target for MB100, MB50, Be5 and empty targets with 0.4 cm and 1.0 cm beam radius cuts.

0.4 cm radius cut for the MB50, MB100, and empty target data sets.
5.6 Track selection

In the production yield measurements of three targets, the reconstructed VERTEX4 type secondary tracks should satisfy the following criteria:

i. a combination of the downstream track segments on NDC2 or back plane (NDC3, NDC4 or NDC5) and the NDC1 track segment which formed a track,

ii. number of hits in the road around the track in NDC2 $\geq 7$,

iii. number of hits in the road around the track in NDC3-5 $\geq 6$,

iv. number of hits in the road around the track in NDC1 $\geq 7$ and the averaged $\chi^2$ for hits with respect to the track in NDC1 chamber: $\chi^2_{\text{NDC1}} \leq 20$, and,

v. the match-$\chi^2_{\text{vd}}$ for the full track reconstruction by combining downstream 3D track on NDC1 3D segment $\leq 10$.

These above cuts eliminate badly reconstructed tracks through the downstream chambers.

The VERTEX4 tracks reconstructed efficiency in the lower range $-10 < \theta_x < 10$ mrad was affected by primary beam hits on the NDC1 chamber. Therefore to eliminate these effects, positive tracks are selected in the region $-210 \leq \theta_x \leq -10$ mrad and negative tracks are selected in the region $10 \leq \theta_x \leq 210$ mrad. The yield measurements are corrected by taking account this angular selection into the geometric acceptance correction term. An angle cut of $|\theta_y| \leq \pm 80$ mrad cuts are applied for secondary track selections to eliminate the edge effects of the bending magnet and chambers on the non-bending plane. This is the same cut for short (5\%) target data set that was used in [59] and [72]. Since the cutting boundaries of $\theta_y$ is a target length dependent factor, the starting position of long targets are used to estimate these $\theta_y$ boundary limits for long targets. Therefore the distance to the first chamber, $NDC1_z = 237.0$ cm from the center plane to the target $z=0$ plane, and the acceptance limits of $\theta_y = \pm 80$ mrad from the $z=0$ plane which was selected for short target analysis are used to estimate the $\theta_y$ cuts on long targets. Since both MB50 and MB100 targets are starting at the
same position (10.5 cm upstream the target center) along the z-axis, the y direction angular cut of $\theta_y$ can be calculated as $\theta_y = \tan^{-1}(237 \times \tan(0.08)/247.5) \approx 0.0767$ rad.

- MB100 : $-76 \leq \theta_y \leq 76$ mrad,
- MB50 : $-76 \leq \theta_y \leq 76$ mrad,
- Be5 : $-80 \leq \theta_y \leq 80$ mrad.

Each secondary positive or negative track has to pass through this fiducial volume to be counted as a good track.

<table>
<thead>
<tr>
<th>Target</th>
<th>Be5</th>
<th>Empty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proton on target</td>
<td>13,074,880</td>
<td>1,990,400</td>
</tr>
<tr>
<td>Total events processed</td>
<td>4,682,911</td>
<td>413,095</td>
</tr>
<tr>
<td>Events with accepted beam protons</td>
<td>2,277,657</td>
<td>200,310</td>
</tr>
<tr>
<td>Events with FTP trigger</td>
<td>1,518,683</td>
<td>91,690</td>
</tr>
<tr>
<td>Total good tracks in fiducial volume (pos)</td>
<td>158,287</td>
<td>4,674</td>
</tr>
<tr>
<td>Total good tracks in fiducial volume (neg)</td>
<td>19,510</td>
<td>481</td>
</tr>
</tbody>
</table>

Table 5.2: Total number of selected events for Be5 data and empty target data with 1.0 cm radius cut.

The short Be5 target data is measured with the 1.0 cm beam radius cut. Events are filtered with FTP trigger selection as described in Sec. 5.5. Therefore the empty target data is also measured following the same Be5 short target event selection criteria. In Table 5.2 shows the total event selection for Be5 data and empty data. After applying above cuts, the number of filtered events are described in Table 5.3 on MB100, MB50 long MiniBooNE targets data and the empty target data for thick trigger selection.

### 5.7 Geometric Acceptance Correction

Figure 5.8 illustrates the 3D trajectory of the particle passing through the NDC1 chamber. Here $z_{NDC1}$ is the distance between the $z = 0$ reference frame and the NDC1 chamber. According to the fiducial volume cuts, the 2D representation of tracks passing through the first chamber can be divided into three regions as shown...
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<table>
<thead>
<tr>
<th>Target radius cut : 0.4cm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Target</strong></td>
</tr>
<tr>
<td>Proton on target</td>
</tr>
<tr>
<td>Total events processed</td>
</tr>
<tr>
<td>Events with accepted beam protons</td>
</tr>
<tr>
<td>Total good tracks in fiducial volume (pos)</td>
</tr>
<tr>
<td>Total good tracks in fiducial volume (neg)</td>
</tr>
</tbody>
</table>

Table 5.3: Total number of selected events for MB100, MB50 data and empty target data with 0.4 cm radius cut.

in Fig. 5.9 The limits of \( \theta_y \), \( \theta_y^{\text{min}} \) and \( \theta_y^{\text{max}} \) as shown in Fig. 5.9 are described in the Sec. 5.6 for different targets. The angular limit \( \theta_x^{\text{max}} = -10 \text{ mrad} \) (\( \theta_x^{\text{min}} = 10 \text{ mrad} \)) for positive (negative) tracks is used for all three targets. The angular limit of \( \theta' \) in the region II is estimated by,

\[
\theta' = \tan^{-1} \left( \frac{\sqrt{\alpha_x^2 + \alpha_y^2}}{z_{\text{NDC1}}} \right),
\]

\[
= \tan^{-1} \left( \sqrt{\tan^2 \theta_x^{\text{max}} + \tan^2 \theta_y^{\text{limit}}} \right).
\]
Figure 5.9: Schematic drawing of the geometric acceptance limits for positive particles. This limits can be divide into three regions: region I - $\theta < |\theta_x^{\text{max}}|$, region II : $|\theta_x^{\text{max}}| < \theta < \theta'$ and region III : $\theta \geq \theta'$.

**region I : $\theta < |\theta_x^{\text{max}}|$**

Particles with $\theta \leq 10$ mrad are not accepted into the yield measurement. Therefore the geometric acceptance correction, $\varepsilon_{\text{acc}} = 0$.

**region II : $|\theta_x^{\text{max}}| < \theta < \theta'$**

In this region the acceptance correction can be calculated by referring the dashed arc $AB$ for general event hit on the plane. Now the angle $A\hat{O}E$ is defined as $\alpha_{A\hat{O}E} = \cos^{-1}(a_x/r_{OA})$ with the terms $r_{OA} = (z_{ndc1} - z) \cdot \tan \theta$ and $a_x = (z_{ndc1} - z) \cdot \tan |\theta_x^{\text{max}}|$. The acceptance correction $\varepsilon_{\text{acc}}$ is calculated as,

$$\varepsilon_{\text{acc}} = \frac{1}{\pi} \cdot \cos^{-1}\left(\frac{\tan |\theta_x^{\text{max}}|}{\tan \theta}\right).$$

(5.9)
region III : $\theta \geq \theta'$

Any general event representation in this final region can be drawn as the $CD$ arc. Now the angle $C\hat{O}E$ is defined as $\alpha_{C\hat{O}E} = \sin^{-1}(a_y/r_{OC})$ with the terms of $r_{OC} = (z_{ndc1} - z) \cdot \tan \theta$ and $a_y = (z_{ndc1} - z) \cdot \tan \theta_{y}^{\max}$. Now the acceptance correction term can be calculated as

$$\varepsilon_{\text{acc}} = \frac{1}{\pi} \cdot \sin^{-1}\left(\frac{\tan |\theta_{y}^{\max}|}{\tan \theta}\right).$$

As a summary, the geometric acceptance correction can be written as:

$$\varepsilon_{\text{acc}}(\theta) = \begin{cases} 
\frac{1}{\pi} \cdot \cos^{-1}\left(\frac{\tan |\theta_{x}^{\max}|}{\tan \theta}\right) & \text{for } |\theta_{x}^{\max}| < \theta < \theta'; \\
\frac{1}{\pi} \cdot \sin^{-1}\left(\frac{\tan |\theta_{y}^{\max}|}{\tan \theta}\right) & \text{for } \theta \geq \theta';
\end{cases}$$

where the acceptance limit of $\theta_{y}^{\max} = 0.076$ rad is used for MB100 and MB50 long targets and also $\theta_{y}^{\max} = 0.08$ rad is used for Be5 short target. According to the above analytical description, the calculated geometric acceptance in the three regions for a randomly simulated event sample is shown in Fig. 5.10. This is simulated through a same geometric fiducial volume as the HARP detector volume.

![Figure 5.10: The variation of the calculated geometric acceptance correction as a function of angle for all three regions.](image-url)
5.8 Track reconstruction efficiency

The performance of the chambers and the tracking algorithm is an important factor for the particle production yield measurements. The total track reconstruction efficiency depends on individual module efficiencies as described in this section.

In the track reconstruction algorithm as described in the Sec. 4.3.1, the NDC2 or the back plane (combination of NDC3-5 chambers) hits (or both hits) and the TOF wall hits are combined with the NDC1 measurements to reconstruct a secondary track. The criteria to accept as a good secondary track for the analysis is described in Sec. 5.6.

In general, the track reconstruction efficiency, \( \varepsilon_{\text{track}} \) is defined as a fraction of total number of particles that pass through the fiducial volume of the HARP spectrometers, \( N_{\text{parts}} \), and the number of tracks which pass all track reconstruction algorithm in the parameter space \( p, \theta_x \) and \( \theta_y \), \( N_{\text{track}} \).

\[
\varepsilon_{\text{track}}(p, \theta_x, \theta_y) = \frac{N_{\text{track}}(p, \theta_x, \theta_y)}{N_{\text{parts}}(p, \theta_x, \theta_y)}. \tag{5.11}
\]

Here, all efficiencies are measured in the 3D parameter space \( (p, \theta_x, \theta_y) \) where \( \theta_x \) and \( \theta_y \) are the angular measurements in the horizontal plane and vertical plane respectively. Taking advantage of having two independent momentum reconstruction algorithms, VERTEX2 and VERTEX4, for secondary tracks, one type of track can be used as a control sample to measure the tracking efficiency through the chambers of the other type. Therefore, a good sample of VERTEX2 type tracks which have the matching \( \chi^2_{c2} < 5 \) and \( r_{c2} < 200 \) mm (reconstructed vertex radius of VERTEX2 tracks) is used to measure the chamber efficiencies of VERTEX4 type track reconstruction. In Fig. 5.11 shows the correlation between reconstructed VERTEX4 parameters with the reconstructed VERTEX2 parameters, (a) \( p_2 \) vs \( p_4 \), (b) \( \theta_x 2 \) vs \( \theta_x 4 \) and (c) \( \theta_y 2 \) vs \( \theta_y 4 \) measured in a good sample of VERTEX2 tracks of MB100 data. The following subsections detail the final track reconstruction efficiency combining individual chamber
efficiencies. The chamber module efficiency measurements using negatively charged tracks for MB50 and MB100 targets are measured by combining the data sets of MB50 and MB100 to decrease the statistical uncertainty. The efficiency plots presenting in this chapter are 1D projections along the axis of $p, \theta_x$ and $\theta_y$ from the 3D efficiency measurements for all three targets.

5.8.1 NDC2 and back-plane efficiencies

Chamber efficiency calculations downstream of the bending magnet start by selecting a good sample of VERTEX2 tracks.

**NDC2 chamber efficiency, $\varepsilon^{NDC2}$:**

NDC2 chamber efficiency is estimated by taking the ratio of the number of reconstructed tracks which pass through the NDC2 and the back-plane to the number of tracks pass through the the back-plane in the selected good VERTEX2 sample. Here the VERTEX2 sample is cleaned by making additional cuts: $\chi^2_{NDC1} \leq 20$ and the TOFW hit ($\beta > 0$).

---

3Track should reach NDC3 or NDC4 or NDC5 chambers
\( \varepsilon^{NDC2} \) is estimated as:

\[
\varepsilon^{NDC2} = \frac{N[\exists p_2(\text{good}); \chi^2_{NDC1} \leq 20; \beta > 0; \exists \text{NDC2}_\text{seg}; \exists (\text{NDC3} \lor \text{NDC4} \lor \text{NDC5})_\text{seg}]}{N[\exists p_2(\text{good}); \chi^2_{NDC1} \leq 20; \beta > 0; \exists (\text{NDC3} \lor \text{NDC4} \lor \text{NDC5})_\text{seg}]}
\]

Here \( \exists p_2(\text{good}) \) assure that the control sample pass cuts \( \chi^2_{v2} < 5 \) and \( r_{V2} < 200 \text{ mm} \) to select a good VERTEX2 sample.

The efficiency of NDC2 chamber measured with positively and negatively charged tracks as a function of momentum, \( \theta_x \) and \( \theta_y \) for targets of Be5, MB50 and MB100 are shown in Fig. 5.12 and Fig. 5.13 respectively. This shows a disagreement between data and MC in the low momentum range and the large angular range due to the edge effects.

**Back plane efficiency, \( \varepsilon^{\text{back--plane}} \):**

The back-plane efficiency is estimated taking the ratio of number of VERTEX2 tracks which should pass through NDC2 and back-plane to the number of tracks which pass through NDC2. This is the opposite of the NDC2 efficiency measurement. Here also the VERTEX2 sample is selected with the \( \chi^2_{NDC1} \leq 20 \) and the TOFW hit \( (\beta > 0) \). The control sample is also satisfied the cuts as described in (5.8.1) to select the good VERTEX2 track sample. In addition to that the track needs to have a signal in the electromagnetic calorimeter (ECAL) to confirm the track pass the back plane of chambers. The numerator of the efficiency is the number of events with any back plane chamber segment with the cut of number of hits in the road around the track, \( \text{hit}_{NDC3-5} \geq 6 \):

\[
\varepsilon^{\text{back--plane}} = \frac{N[\exists p_2(\text{good}); \chi^2_{NDC1} \leq 20; \beta > 0; \exists \text{NDC2}_\text{seg}; \exists (\text{NDC3} \lor \text{NDC4} \lor \text{NDC5})_\text{seg}]}{N[\exists p_2(\text{good}); \chi^2_{NDC1} \leq 20; \beta > 0; \exists (\text{NDC2})_\text{seg}]}
\]

In the figure 5.14 and 5.15 show the back-plane efficiency measured as a function of 3D parameter \((p, \theta_x, \theta_y)\) for all three targets with positively and negatively charged tracks respectively.
Figure 5.12: NDC2 chamber efficiency measured by positively charged tracks as a function of momentum, $p$ (left), $\theta_x$ (middle) and $\theta_y$ (right). The dark line represents the MC efficiency which compares to the dark dotted DATA estimation. (a) represents the Be5, the (b) row is from MB50 and the (c) row is from MB100 measurements.
Figure 5.13: NDC2 chamber efficiency measured by negatively charged tracks as a function of momentum, $p$ (left), $\theta_x$ (middle) and $\theta_y$ (right). The dark line represents the MC efficiency which compares to the dark dotted DATA estimation. Top row represents the Be5 and the bottom row is from the combination of MB50 and MB100 measurements.

5.8.2 VERTEX4 efficiency

The first chamber measurements of the forward spectrometer (NDC1) has been affected by the primary proton beam. Therefore the sample needs to be carefully selected to avoid contamination. The VERTEX4 efficiency is measured by using a control sample of VERTEX2 tracks. The computation of the efficiency is performed by counting the number of tracks which satisfy the matching condition of VERTEX4 algorithm in the selected VERTEX2 track sample.

First, a clean VERTEX2 control sample is obtained by selecting cuts $\chi^2_{v2} \leq 5$, 

\[ 10 \leq \theta_x \leq 210 \text{ mrad} \]

\[ 40 \leq \theta_y \leq 60 \text{ mrad} \]

\[ 0.75 \leq p \leq 6.50 \text{ GeV/c} \]

\[ 0 \leq \theta_y \leq 210 \text{ mrad} \]
Figure 5.14: Back-plane efficiency from positive tracks as a function of $p$ (left), $\theta_x$ (middle) and $\theta_y$ (right). The dark line represent the MC estimation compare to the dark dotted DATA estimation. (a) is representing the Be5, the (b) row is from MB50 and the (c) row is from MB100 measurements.
Figure 5.15: Back-plane efficiency from negative tracks as a function of $p$ (left), $\theta_x$ (middle) and $\theta_y$ (right). The dark line represent the MC estimation compare to the dark dotted DATA estimation. Top row is representing the Be5 and the bottom row is from the combination of MB50 and MB100 data.

$r_{V2} \leq 200$ mm and requiring NDC2 and back plane hits. The averaged $\chi^2_{NDC1}$ relative to reconstructed hits in NDC1 chamber from Be5 data is compared with data and the background free Monte Carlo distributions in Fig. 5.16. This comparison shows the MC distribution is falling down faster than data in $\chi^2_{NDC1} > 20$. This effect is recognized as a background in the data due to the primary beam effect. To estimate this background in addition to the first cut on VERTEX2 sample was made the sample should have $\chi^2_{NDC1} \leq 20$ or $\chi^2_{V4} \leq 10$. In Fig. 5.16 (b) shows the VERTEX2 control sample distribution (black) after applying $\chi^2_{NDC1} \leq 20$ or $\chi^2_{V4} \leq 10$ cut and that is compared with the distribution of before cut (blue).
Figure 5.16: The normalized $\chi^2_{NDC1}$ relative to reconstructed hits in NDC1 from Be5 data has been plotted in the log scale. (a) The comparing the black dash-dotted data distribution with the red dotted MC distribution, data shows a background in $\chi^2_{NDC1} > 20$ due to the primary beam effect. (b) The dash-dotted black distribution shows the controlled sample data after applying $\chi^2_{NDC1} \leq 20$ or $\chi^2_{V4} \leq 10$ and that compared with the distribution of before cuts as blue dotted.

The numerator of the efficiency measurement is the subset of the above controlled sample that satisfy the VERTEX4 good track selection condition. Furthermore this sample subset which has track segments on NDC1 and also cuts $\chi^2_{NDC1} \leq 20$ and $\chi^2_{V4} \leq 10$ and the number of hits in the road around the track on NDC1, $hr_{NDC1} \geq 7$, is the accepted numerator for the VERTEX4 efficiency calculation.

$$\epsilon_{\text{VERTEX4}} = \frac{N[\exists p_2(\text{good}); \exists p_4; \chi^2_{NDC1} \leq 20; \chi^2_{V4} \leq 10; hr_{NDC1} \geq 7]}{N[\exists p_2(\text{good}); (\chi^2_{NDC1} \leq 20 \lor \chi^2_{V4} \leq 10)]}$$

The VERTEX4 efficiencies measured with positively and negatively charged tracks for all three targets are shown in Fig. 5.17 and Fig. 5.18 respectively. The VERTEX4 efficiency is affected by the inefficiency of the NDC1 chamber at around $\theta_x = 0$ due to the primary beam as shown in the middle of these figures. This dip also affects the overall efficiency on other distributions of $p$ and $\theta_y$ as shown in the left and right figures respectively.
Figure 5.17: VERTEX4 efficiency from positive tracks as a function of $p$ (left), $\theta_x$ (middle) and $\theta_y$ (right). The dark line represents the MC estimation compared to the dark dotted DATA. (a) is representing the Be5, the (b) row is from MB50 and the (c) row is from MB100 measurements.
5.8.3 Total reconstruction efficiency

The complete reconstruction efficiency of secondary tracks depends on several pieces of chamber efficiencies as described in the above sections. Therefore we can write the $\varepsilon_{\text{track}}$ as:

$$\varepsilon_{\text{track}} = \varepsilon_{\text{down}} \cdot \varepsilon_{\text{vertex}}.$$

(5.12)
The downstream track reconstruction efficiency, $\varepsilon_{\text{down}}$, is defined in terms of the efficiencies of NDC2 and the back-plane which is the combination of NDC3, NDC4 and NDC5 chambers.

$$\varepsilon_{\text{down}} = \varepsilon_{\text{NDC2}} + \varepsilon_{\text{back-plane}} - \varepsilon_{\text{NDC2}} \cdot \varepsilon_{\text{back-plane}}$$  \hspace{1cm} (5.13)

where the subtraction of $\varepsilon_{\text{NDC2}} \cdot \varepsilon_{\text{back-plane}}$ term is correcting the double counting of the events that belongs to $\varepsilon_{\text{NDC2}}$ and $\varepsilon_{\text{back-plane}}$ sets. The downstream track reconstruction efficiency measured with positively and negatively charged tracks as a function of variable $p$, $\theta_x$ and $\theta_y$ are shown in Fig. 5.19 and Fig. 5.20 respectively. The downstream efficiency shows high efficiency except at larger angles where the acceptance is limited.

The total track reconstruction efficiency is measured by combining $\varepsilon_{\text{down}}$ with the VERTEX4 efficiency in the upstream as described in Sec. 5.12. Figure 5.21 shows the the 1D projections of total positively charged track reconstruction efficiency along the coordinates of $p$, $\theta_x$ and $\theta_y$. Following the same procedure, Fig. 5.22 shows the projections of total negatively charged track reconstruction efficiencies for all three targets.

In the process of the secondary particle identification, particles should have to pass through the time-of-flight wall, TOFW. The reconstruction of track hits $(x, y)$ on TOFW is performed by using Kalman Filter fitting package. The studies on particle velocity, $\beta$, show that there exists a non-Gaussian tail in the $\beta$ distribution. This non-Gaussian tail of greater than 5\(\sigma\) from the peak which contains pions and protons could not use for particle identification. These events are called $\beta - \text{outliers}$. Studies shows that many of $\beta - \text{outliers}$ are generating low signal in the slab. The number of minimum ionizing particles, MIPs, distribution for MB100 target data is shown in the left panel of Fig. 5.23. Since $\beta - \text{outliers}$ are associating lower MIPs, they can reduce by selecting tracks of $MIPs > 1.5$. Furthermore the best match-$\chi^2 \leq 6$ (see the right panel of Fig. 5.23) cut of reconstructed position of the track along the scintillator and the actual hit on TOFW scintillator slab is also applied to enhance the quality of the
Figure 5.19: Downstream efficiency from positive tracks as a function of $p$ (left), $\theta_x$ (middle) and $\theta_y$ (right). The dark line represent the MC estimation compare to the dotted DATA. (a) is representing the Be5, the (b) row is from MB50 and the (c) row is from MB100 measurements.
Figure 5.20: Downstream efficiency from negative tracks as a function of $p$ (left), $\theta_x$ (middle) and $\theta_y$ (right). The dark line represent the MC estimation compare to the dotted DATA. Top row is representing the Be5 and the bottom row is from the combination of MB50 and MB100 measurements.

TOFW measurements. Here, the two PMT timing information is used to obtain the position of the particle hit on the slab.

The loss of small amount of tracking efficiency of secondaries through the TOFW hit selection criteria is corrected by defining the complete reconstruction efficiency calculation.

$$\varepsilon_{recon} = \varepsilon_{track} \cdot \varepsilon_{TOF-match}. \quad (5.14)$$

To compute the TOF-match efficiency, $p2$ tracks those pass the back-plane and $\chi^2_{v2} \leq 5$ count in the denominator and any track in the sample that show up hits on TOF wall
Figure 5.21: Total track reconstruction efficiency by VERTEX4 as a function of \( p \) (left), \( \theta_x \) (middle) and \( \theta_y \) (right). The dark line represent the MC calculation compare to the dark dotted DATA calculation. (a) is representing the Be5, the (b) row is from MB50 and the (c) row is from MB100 measurements.
Figure 5.22: Total VERTEX4 track reconstruction efficiency from negative tracks as a function of $p$ (left), $\theta_x$ (middle) and $\theta_y$ (right). The dark line represent the MC calculation compare to the dark dotted DATA calculation. Top row is representing the Be5 and the bottom row is from the combination of MB50 and MB100 measurements.

Counts in the numerator of the fraction as:

$$\varepsilon_{\text{TOF-match}} = \frac{N[\exists p_2(\text{good}); \chi^2_{NDC1} \leq 20; (NDC3 \lor NDC4 \lor NDC5); \beta > 0]}{N[\exists p_2(\text{good}); \chi^2_{NDC1} \leq 20; (NDC3 \lor NDC4 \lor NDC5)]}.$$ 

Here also the $\exists p_2(\text{good})$ assure that the control sample pass cuts $\chi^2_{V2} < 5$ and $r_{V2} < 200$ mm to select a good VERTEX2 sample.

In Fig. 5.24 and Fig. 5.25 show the TOFW-match efficiency as a function of $p$, $\theta_x$ and $\theta_y$ kinematic variables for positively and negatively charged tracks respectively. Consequently the total reconstruction efficiency measured with positively and negatively
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Figure 5.23: The TOFW hit measurements for MB100 target data. In the left panel, the reconstructed number of minimum ionizing particles, MIPS, distribution. Right distribution shows the match-$\chi^2$ distribution of track position on TOFW hits.

charged tracks as shown in the projections along $p$, $\theta_x$ and $\theta_y$ variables in Fig. 5.26 and Fig. 5.27 are computed by combining the VERTEX4 track reconstruction efficiency with the TOF-match efficiency. The comparison of reconstruction efficiencies of data with MC in Fig. 5.26 and Fig. 5.27 shows the effect of the NDC1 chamber inefficiency of $p_4$ type track reconstruction.

5.9 Momentum Migration Matrix

The reconstruction process can move a particle into a wrong momentum bin. To correct this momentum migration, a migration matrix is calculated. Elements of the momentum migration matrix are calculated by using Monte Carlo simulated events. The inverse correction matrix of momentum migration, $M^{-1}_{p,p'}$, is defined to unfold the true momentum, $p$, of a track from the reconstructed track momentum, $p'$, as

$$N(p)_{\text{true}} = M^{-1}_{p,p'} \cdot N(p')_{\text{observed}}. \quad (5.15)$$

In this analysis we measure the momentum migration of $p_4$ to $p_{\text{truth}}$ for short target Be5 and the long targets MB100, MB50 measurements. The diagonal matrix elements of each momentum range for all targets is shown in Fig. 5.28.
Figure 5.24: TOF-matching efficiency from positive tracks as a function of $p$ (left), $\theta_x$ (middle) and $\theta_y$ (right). The dark line represent the MC estimation compare to the dark dotted DATA estimation. Top row is representing the Be5, the middle row is from MB50 and the bottom row is from MB100 measurements.
The long target analysis for positive tracks is performed using MB100-8.9 GeV/c single proton Monte Carlo generated events. The negative track momentum migration is performed by using MB100-8.9 GeV/c single π⁻ MC generated events. The momentum migration matrix elements for MB50 target are measured by filtering the first half (-20.0-0 cm) of the MB100-8.9 GeV/c MC events to keep consistency with the target length of MB50 (20 cm) target.
Figure 5.26: Total reconstruction efficiency by VERTEX4 as a function of $p$ (left), $\theta_x$ (middle) and $\theta_y$ (right). The dark line represent the MC estimation compare to the dark dotted DATA estimation. Top row is representing the Be5, the middle row is from MB50 and the bottom row is from MB100 measurements.
Figure 5.27: Total reconstruction efficiency by VERTEX4 from negative tracks as a function of $p$ (left), $\theta_x$ (middle) and $\theta_y$ (right). The dark line represent the MC estimation compare to the dark dotted DATA estimation. Top row is representing the Be5 and the bottom row is from the combination of MB50 and MB100 measurements.

### 5.10 PID Efficiency and Migration Matrix

The reconstruction process can identify a pion as a proton and vice versa. The inefficiency of the particle ID algorithm is corrected by applying the PID migration matrix on the yield measurements. The particle ID migration matrix is

$$
\begin{pmatrix}
N^\pi \\
N^p
\end{pmatrix}_{\text{obs}} =
\begin{pmatrix}
M_{\pi\pi} & M_{\pi p} \\
M_{p\pi} & M_{pp}
\end{pmatrix}
\cdot
\begin{pmatrix}
N^\pi \\
N^p
\end{pmatrix}_{\text{true}}
$$
Figure 5.28: Diagonal elements of momentum migration matrix for angular bins from 30-210 mrad as a function of momentum. Black-dashed lines are representing for short target matrix elements. Red-dotted lines and blue dot-dashed lines are representing for MB100 and MB50 respectively.
where the $M_{\pi\pi}$ and $M_{pp}$ are the efficiencies of the identification of pions and protons respectively. The migration of pion to proton and proton to pions are representing by the elements of $M_{\pi p}$ and $M_{p\pi}$. To unfold the particle ID on observed measurements, the inverse of this migration matrix is applied on the yield measurements.

In the analytical calculation of matrix elements, the matrix elements of the particle ID migration matrix can be written as,

$$M_{\alpha,\alpha'} = \int_{P_\alpha > P_{cut}} d\beta dN_{phe} P(\beta|\alpha') \cdot P(N_{phe}|\alpha'),$$

(5.16)

where the terms $P(\beta|\alpha')$ and $P(N_{phe}|\alpha')$ are the response probability density functions (PDFs) for $\alpha'$ type particle of the TOF wall and the Cherenkov counter respectively. A detailed analytical calculation of particle ID matrix elements is described in Ref. [71].

This references describe $4 \times 4$ covariance matrix from the elements $C_{i,j}$ for particle ID efficiency and migration matrix:

$$C_{i,j}^{k,l} = \text{cov}(M_{i,j}, M_{k,l}) = \frac{\partial M_{i,j}}{\partial \eta_m} \frac{\partial M_{k,l}}{\partial \eta_m} \cdot \text{cov}(\eta_m, \eta_m)$$

(5.17)

where the $\eta_m$ has eight independent parameters: Cherenkov inefficiencies for pions and protons, mean $\beta$ of pions and protons, standard deviation of $\beta$ for pions and protons and the outlier rates for pion and protons. A detailed analytical calculation of the terms $\partial M_{i,j}/\partial \eta_m$ has been reported in the Ref. [71].

Since the particle type is independent from the target length, the migration matrix elements are estimated by using short target Monte Carlo generated events. This matrix elements are obtained by using $p_4$ type tracks. Fig. [5.29] shows the variation of the PID matrix elements as a function of momentum, $p$. Here the particle ID migration matrix elements of the processed events for incident beams with 1.0 cm and 0.4 cm beam radii are compared. The comparison study shows a negligible difference on matrix elements.
Figure 5.29: Particle ID matrix elements as a function of momentum, $p$, measured by short target MC generated events of p4 tracks. Here the black dotted distributions are representing the incident beam with 1.0 cm radius cut and the red-squared distributions are from the incident beam of 0.4 cm radius cut. The top-left distribution shows the pion identification efficiency, $M_{\pi\pi}$. The top-right distribution shows the migration of pion to proton, $M_{\pi p}$. The bottom-left distribution shows the migration of proton to pion, $M_{p\pi}$ and the bottom-right distribution shows the proton identification efficiency, $M_{pp}$. 
5.11 Particle Absorption or Decay Correction

In the particle tracking process, some of the generated secondary particles from the p-Be interactions can be absorbed or decay before they reach the time of flight wall. The three dimensional absorption/decay correction term, $\eta_{\text{absorp}}(p, \theta_x, \theta_y)$, is defined to take these missing tracks into account as a weight, $w_{\text{abs}} = [1 - \eta_{\text{absorp}}(p, \theta_x, \theta_y)]^{-1}$. Using generated information from the Monte Carlo events we estimate the number of total missing particles that are created within the target geometry but do not pass through any back wall chamber. Since the absorption or the decay of the secondary particle through the detector volume does not depend on the target length or target type, the short target Monte Carlo generated events are used to perform the absorption correction for all targets. The result of the obtained absorption correction of pions and protons in the three variables space of $(p, \theta_x, \theta_y)$ are shown in Fig. 5.30.

Figure 5.30: The absorption rates of $\pi^+$ (open-circles), $\pi^-$ (solid-circles) and protons (open-square) distributions as a function of momentum (left), horizontal $\theta_x$ (middle) and vertical direction $\theta_y$ (right).

5.12 Tertiary Particle Production Correction

Any particle which is not created by primary proton-target nuclei interaction is defined as a tertiary particle. These background tertiary particles can be generated by re-interacting secondary particles with target nuclei or with material nuclei outside the
target. A tertiary track which is generated by a interaction of secondary pion with the material outside the target is removed from the data sample by this correction but the parent pion track is accounted for by the absorption correction. Pions which decay to muons are also removed by this correction. The other tertiary particle background is coming from the interaction of primary proton with the material nuclei outside the target. This background can subtract from the yield by using empty target data subtraction as describe in Section 5.3.

Three dimensional tertiary correction factor is calculated using truth information of tertiary tracks from the Monte Carlo simulated short beryllium target data. This is also applied as a weight, \( w_{\text{ter}} = [1 - \eta_{\text{a}}^{\text{ter}}(p', \theta'_x, \theta'_y)] \), for pion cross section analysis.

The tertiary correction for cross section measurements on short target is calculated by considering all above possibilities. Estimated rates of tertiary protons, pions and muons are compared in Fig. 5.31. This correction is applying to the secondary particle production cross section measurements of short Be5 target data.

The secondary particle interaction inside the target must be ignored for the yield measurements. Therefore the tertiary correction for these measurements is calculated by only taking account the tertiary particles generated outside the target volume. Since the rates of the tertiary particles generated outside the target is independent of the target length, the tertiary rates estimated from the short beryllium target MC are used to correct the pions and proton yield measurements in the long targets. The variation of the measured tertiary rates for yield measurements is showing in Fig. 5.32.

5.13 Electron Veto Correction

Electrons are removed from the sample by applying e-veto cut. This cut causes some loss of pions and protons below the pion Cherenkov threshold. The studies on electrons as described in [73] shows the ratio of electrons to pions below 3.0 GeV/c is low (see the left panel of Fig. 5.33). The right panel of Fig. 5.33 shows the efficiency of pions
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Figure 5.31: Tertiary particle rates to correct the secondary particle production cross section measurements on short beryllium target. Rates of proton, $\pi^+$, $\mu^+$, $\pi^-$ and $\mu^-$ as function of momentum (left), $\theta_x$ (middle) and $\theta_x$ (right) measured by Monte Carlo generated events of colliding 8.9 GeV/c proton beam with the short beryllium target. The parameters are selected to the analysis range of momentum: $0.75 < p < 8.0$ (GeV/c), the angular ranges of $-210 < \theta_x < -10$ (mrad) and $-80 < \theta_y < 80$ (mrad).

Figure 5.32: Tertiary particle rates to correct the secondary particle production yield measurements on all three targets. Rates of proton, $\pi^+$, $\mu^+$, $\pi^-$ and $\mu^-$ as function of momentum (left), $\theta_x$ (middle) and $\theta_x$ (right) measured by Monte Carlo generated events of colliding 8.9 GeV/c proton beam with the short beryllium target. The parameters are selected to the analysis range of momentum: $0.75 < p < 8.0$ (GeV/c), the angular ranges of $-210 < \theta_x < -10$ (mrad) and $-80 < \theta_y < 80$ (mrad).
(solid squares) and protons (open squares) which pass the electron veto cut.

Figure 5.33: The correlation of electron veto cut from [73]. The ratio of pion to electron is shown in the left panel. Solid squares and open squares in the left panel describe the $e/\pi$ ratio before and after applying $N_{phe} > 15$ cut respectively. The right panel shows the acceptance efficiency of the electron veto cut for pions (solid squares) and protons (open squares). This plot is taken from [73].
Chapter 6

Error Estimation

The estimation of the errors on each correction term is described in detail below.

First, the central values of the double differential yield of secondary particle production, \(d^2N_{CV}^\alpha/(dpd\Omega)\), is measured by applying the correction weights on raw events as described in the section \[5\]. Next, a new set of correction values are prepared by selecting randomly fluctuated Gaussian values for given RMS on each correction term. This randomly selected sample of \(m^{th}\) correction term is applied to measure the double differential yield of secondary particle production again, \(d^2N_{\alpha,m}^\alpha/(dpd\Omega)\). In order to get an accurate estimation of uncertainty for each correction, this procedure is repeating for \(\mathcal{N} \sim 100\) times.

After having all \(\mathcal{N}\) number of double differential yield measurements for \(m^{th}\) correction source, the final elements of error matrix in \((p, \theta)\) parameter space is estimated by,

\[
(\delta_{i,j}^{\alpha,m})^2 = \frac{1}{\mathcal{N}} \sum_{n=1}^{\mathcal{N}} \left[ \frac{d^2N_{CV}^\alpha}{(dpd\Omega)} - \frac{d^2N_{n,m}^\alpha}{(dpd\Omega)} \right]_i \times \left[ \frac{d^2N_{CV}^\alpha}{(dpd\Omega)} - \frac{d^2N_{n,m}^\alpha}{(dpd\Omega)} \right]_j ,
\]

(6.1)

where \(i\) and \(j\) representing given \((p, \theta)\) bins. This same error analysis criteria has been followed to estimate the errors on short target cross section measurements. The kinematical ranges in momentum and angle for presenting results are 0.75 GeV/c
≤ p ≤ 6.5 GeV/c and 0.03 rad ≤ θ ≤ 0.21 rad respectively. There are 13 momentum bins and 6 angular bins in the analysis. Therefore the full error matrix for production yield and cross section measurements has \((13 \times 6)^2 = 6084\) matrix elements.

6.1 The sources of errors

The error sources in the yield and the cross section measurements for all three targets are itemized as below.

i. **Target data (Statistical uncertainty)**

The matrix elements of the squared statistical error, \((\delta_{i,j}^{\text{stat}})^2\), for the target data is estimated by taking the multiplication of the number of reconstructed tracks in a given \((i^{th}, j^{th})\) bins, \(N_{i,j}\), with a required constant factor. This calculated factor converts the error into differential cross section or the differential yield. The statistical error matrix is a diagonal matrix because the statistical errors are not correlated.

ii. **Empty data (Statistical uncertainty)**

The matrix elements of the empty data statistical uncertainty are also similarly estimated as the target statistical uncertainty. Here we use 8.9 GeV/c momentum proton beam empty target data.

xiii. **Empty target subtraction uncertainty (Systematic uncertainty)**

According to the attenuation of the proton beam through the target, the fractions of empty target data subtraction used for MB100 and MB50 are 0.37, and 0.61 respectively as described in the Sec. 5.3. Therefore the fraction for the empty data subtraction systematic error is taken as 0.63 and 0.39 for MB100 and MB50 targets respectively. Since the 100% subtraction of empty target data on Be5 data analysis, the empty target subtraction uncertainty for Be5 is used as 5%.

iii. **Track reconstruction efficiency (Statistical uncertainty)**

The statistical uncertainty of the total track reconstruction efficiency is an error propagation of the uncertainties of chamber efficiencies, TOFW efficiency and
the VERTEX4 efficiency. The uncertainties of individual chamber efficiencies and TOFW efficiency are obtained as binomial errors. As described in the Sec. 5.8.2, the VERTEX4 efficiency is estimated by subtracting background effects on NDC1. Therefore the uncertainty of VERTEX4 efficiency is obtained by combining the $\sqrt{N_{bkg}/N_{total}}$ with the binomial error of VERTEX4 efficiency. Here the term $N_{bkg}$ is the number of background events and $N_{total}$ is the total number of events in the selected sample. The incident proton beam effects on NDC1 chamber depend on the target length and the target material type. Therefore we use three target data samples (Be5, MB50 and MB100) for their track reconstruction efficiency measurements.

iv. Absorption correction (Systematic uncertainty)

The simulated short target Monte Carlo data is used to compute the absorption correction for pions and protons. The systematic uncertainty of absorption correction for pions and protons is assumed to be 10% as described in the reference [59].

v. Absorption correction (Statistical uncertainty)

Since the absorption correction is independent from the target material type or the incident beam momentum, the absorption correction is calculated by combining Monte Carlo samples which were generated for different target materials. Hence the statistical uncertainty has been decreased by increasing the data sample size.

vi. Tertiary particle correction (Systematic uncertainty)

The tertiary particle subtraction corrections for production cross section and production yield measurements are correlated with the target material density, nuclear structure and also with the incident beam momentum. Therefore this correction is calculated by using short beryllium target Monte Carlo simulated data. A similar analysis as described in the [59] has been carried out to calculate the systematic uncertainty of tertiary particle subtraction correction. The systematic uncertainty of tertiary particle correction is assumed to be 50% for
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production yield analysis.

vii. **Tertiary particle correction (Statistical uncertainty)**

As described in [vi], the tertiary particle rate calculation is performed by short beryllium target simulated Monte Carlo sample. Therefore the statistical uncertainty depends on the size of the MC generated p-Be event sample.

viii. **Momentum scale (Systematic uncertainty)**

The momentum calibration has been studied by using empty target data sets of momentum range 1.5-15.0 GeV/c for zero angle and also using elastic scattering events for non-zero angles as described in [59] and [73]. Momentum resolution $\sigma(p)/p$ has been compared with the Monte Carlo measurements. These studies imply 2% uncertainty on momentum reconstruction. Therefore the momentum scale systematic uncertainty is calculated by scaling the momentum of each track randomly from a Gaussian function with width 0.02 and mean 1.0 in the cross section (and yield) measurements.

ix. **Momentum migration (Systematic uncertainty)**

The systematic uncertainty of the migration is defined by the migration of the true momentum value into a different momentum value due to the reconstruction algorithm and the particle detector resolutions. The migration systematic uncertainty on cross section (and yield) measurements is calculated by generating a migration matrix for a hadronic interaction model as described in [59].

x. **Momentum migration (Statistical uncertainty)**

The statistical uncertainty of momentum migration is estimated by generating fluctuated migration matrix elements in a binomial distribution before the normalization. The cross sections (and yields) are measured for 100 random variations.

xi. **Electron veto (Statistical uncertainty)**

The cross section and the yield measurements are estimated by using a randomly selected (according to a Gaussian distribution) electron veto correction within
their statistical errors. This procedure has been repeated for 100 number of random variations to estimate the statistical uncertainty.

xii. **Particle ID (Systematic uncertainty)**

The cross section and the yield measurements are estimated by using the fluctuated particle ID migration matrix due to a multivariate normal distribution of the 16-element covariance matrix generated in the particle identification algorithm as described in Sec. 5.10. This analysis is repeated for 100 number of variations to estimate the particle ID systematic uncertainty.

xiv. **Overall normalization (Systematic uncertainty)**

The incoming beam protons selection cuts makes an accurate beam selection with the 1% uncertainty for the overall normalization of the cross section measurements and the yield measurements. In addition to that, another 1% of normalization systematic uncertainty comes from the reconstruction efficiency and particle identification efficiency measurements as described in the Ref. [59]. Therefore the overall normalization systematic uncertainty for measurements is estimated as 2%.

### 6.2 Fractional error

The quantitative terms of averaged fractional error on double differential yield or cross section measurements $\delta_{diff}$,

$$
\delta_{diff} = \frac{1}{N_{bins}} \sum_{i=1}^{N_{bins}} \frac{\delta_{ii}}{[d^2\sigma_C/V/(dpd\Omega)]_i}, \quad \text{and}
$$

(6.2)

the total integrated fractional error, $\delta_{int}$,

$$
\delta_{int} = \sqrt{\sum_{i,j} (dp.d\Omega)_i \delta_{ij}^2 (dp.d\Omega)_j} \sum_i (d^2\sigma_C/V)_i .
$$

(6.3)
are defined to present a general interpretation about the estimated uncertainties of each error source. In the Eq. 6.2 the terms of $i$ represent the given $(p, \theta)$ bin and the $N_{\text{bins}}$ is the number of $(p, \theta)$ bins in the matrix. The term $\delta_{ii}$ is the covariance matrix diagonal elements of given $i^{th}$ bin in the parameter space. In the Eq. 6.3 the terms of $\delta_{ij}$ is the covariance error matrix elements of given $i^{th}$ and $j^{th}$ bins in the parameter space. The term $(d^2\sigma^\text{CV})_i$ is the product of the phase space factor $(dp.d\Omega)_i$ with the CV of the double differential cross section in $i^{th}$ bin.

The Table 6.1 shows a summary of each error source evaluated for double differential production cross section measurements on short Be5 target. The Table 6.2 and Table 6.3 show the summary of the estimated uncertainties for each error category from $\pi^+$ and $\pi^-$ production yield analysis on all three targets respectively.
<table>
<thead>
<tr>
<th>Particle type</th>
<th>( \pi^+ )</th>
<th>( \pi^- )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>momentum range (GeV/c)</td>
<td>0.75 – 6.5</td>
<td>0.75 – 6.5</td>
<td>0.75 – 8.0</td>
</tr>
<tr>
<td>angular range (rad)</td>
<td>0.03 – 0.210</td>
<td>0.03 – 0.210</td>
<td>0.03 – 0.210</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Error Category</th>
<th>( \delta_{diff}^{\pi^+}(%) )</th>
<th>( \delta_{int}^{\pi^+}(%) )</th>
<th>( \delta_{diff}^{\pi^-}(%) )</th>
<th>( \delta_{int}^{\pi^-}(%) )</th>
<th>( \delta_{diff}^{p}(%) )</th>
<th>( \delta_{int}^{p}(%) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical Errors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Target statistics</td>
<td>5.0</td>
<td>0.6</td>
<td>8.0</td>
<td>0.9</td>
<td>5.1</td>
<td>0.4</td>
</tr>
<tr>
<td>2. Empty target statistics</td>
<td>4.5</td>
<td>0.6</td>
<td>6.4</td>
<td>0.8</td>
<td>5.2</td>
<td>0.4</td>
</tr>
<tr>
<td>Sub-total</td>
<td>6.7</td>
<td>0.8</td>
<td>10.2</td>
<td>1.2</td>
<td>7.3</td>
<td>0.6</td>
</tr>
<tr>
<td>Track yield corrections:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Empty target subtraction</td>
<td>1.0</td>
<td>0.1</td>
<td>0.8</td>
<td>0.1</td>
<td>1.0</td>
<td>0.2</td>
</tr>
<tr>
<td>4. Reconstruction efficiency</td>
<td>3.4</td>
<td>0.8</td>
<td>6.9</td>
<td>1.5</td>
<td>3.6</td>
<td>0.5</td>
</tr>
<tr>
<td>5. Pion, proton absorption (syst)</td>
<td>3.8</td>
<td>4.3</td>
<td>3.5</td>
<td>4.4</td>
<td>2.7</td>
<td>2.5</td>
</tr>
<tr>
<td>6. Pion, proton absorption (stat)</td>
<td>0.4</td>
<td>0.1</td>
<td>0.4</td>
<td>0.1</td>
<td>0.4</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>7. Tertiary subtraction (syst)</td>
<td>2.7</td>
<td>3.2</td>
<td>3.0</td>
<td>4.1</td>
<td>3.5</td>
<td>2.2</td>
</tr>
<tr>
<td>8. Tertiary subtraction (stat)</td>
<td>0.3</td>
<td>0.1</td>
<td>0.4</td>
<td>0.1</td>
<td>0.6</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>Sub-total</td>
<td>5.9</td>
<td>5.4</td>
<td>8.4</td>
<td>6.2</td>
<td>5.8</td>
<td>3.4</td>
</tr>
<tr>
<td>Momentum reconstruction:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Momentum scale</td>
<td>3.9</td>
<td>0.1</td>
<td>6.3</td>
<td>0.3</td>
<td>3.9</td>
<td>1.5</td>
</tr>
<tr>
<td>10. Momentum resolution (syst)</td>
<td>2.6</td>
<td>0.3</td>
<td>3.5</td>
<td>0.2</td>
<td>2.8</td>
<td>0.4</td>
</tr>
<tr>
<td>11. Momentum resolution (stat)</td>
<td>1.5</td>
<td>&lt; 0.1</td>
<td>2.5</td>
<td>0.2</td>
<td>1.5</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>Sub-total</td>
<td>4.9</td>
<td>0.3</td>
<td>7.6</td>
<td>0.4</td>
<td>5.0</td>
<td>1.6</td>
</tr>
<tr>
<td>Particle Identification:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. Electron veto</td>
<td>0.1</td>
<td>&lt; 0.1</td>
<td>0.1</td>
<td>&lt; 0.1</td>
<td>0.1</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>13. Pion, proton ID correction</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.3</td>
<td>0.1</td>
</tr>
<tr>
<td>Sub-total</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.3</td>
<td>0.1</td>
</tr>
<tr>
<td>Overall normalization:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Total</td>
<td>10.4</td>
<td>5.8</td>
<td>15.4</td>
<td>6.6</td>
<td>10.8</td>
<td>4.3</td>
</tr>
</tbody>
</table>

Table 6.1: A summary of the estimated uncertainties in each error source for \( \pi^\pm \) and proton production cross sections, \( d^2\sigma/(dpd\Omega) \), of proton (8.9 GeV/c) + Be5 target interaction.
### Table 6.2

A summary of the estimated uncertainties in each error source for $\pi^+$ production yield, $d^2N/(dpd\Omega)$, of proton (8.9 GeV/c) interactions with Be5, MB50 and MB100 targets.

<table>
<thead>
<tr>
<th>Particle type</th>
<th>$\pi^+$</th>
<th>$\pi^+$</th>
<th>$\pi^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Target type</strong></td>
<td>Be5</td>
<td>MB50</td>
<td>MB100</td>
</tr>
<tr>
<td>momentum range (GeV/c)</td>
<td>0.75 – 6.5</td>
<td>0.75 – 6.5</td>
<td>0.75 – 6.5</td>
</tr>
<tr>
<td>angular range (rad)</td>
<td>0.03 – 0.210</td>
<td>0.03 – 0.210</td>
<td>0.03 – 0.210</td>
</tr>
<tr>
<td><strong>Error Category</strong></td>
<td>$\delta_{\text{diff}}^\pi$(%)</td>
<td>$\delta_{\text{int}}^\pi$(%)</td>
<td>$\delta_{\text{diff}}^\pi$(%)</td>
</tr>
<tr>
<td>Statistical Errors:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Target statistics</td>
<td>5.0</td>
<td>0.6</td>
<td>7.9</td>
</tr>
<tr>
<td>2. Empty target statistics</td>
<td>4.6</td>
<td>0.6</td>
<td>0.9</td>
</tr>
<tr>
<td><strong>Sub-total</strong></td>
<td>6.8</td>
<td>0.8</td>
<td>8.0</td>
</tr>
<tr>
<td>Track yield corrections:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Empty target subtraction</td>
<td>1.0</td>
<td>0.1</td>
<td>0.8</td>
</tr>
<tr>
<td>4. Reconstruction efficiency</td>
<td>3.4</td>
<td>0.8</td>
<td>5.4</td>
</tr>
<tr>
<td>5. Pion absorption (syst)</td>
<td>3.5</td>
<td>4.1</td>
<td>3.4</td>
</tr>
<tr>
<td>6. Pion absorption (stat)</td>
<td>0.4</td>
<td>&lt; 0.1</td>
<td>0.4</td>
</tr>
<tr>
<td>7. Tertiary subtraction (syst)</td>
<td>1.8</td>
<td>2.2</td>
<td>1.7</td>
</tr>
<tr>
<td>8. Tertiary subtraction (stat)</td>
<td>0.2</td>
<td>&lt; 0.1</td>
<td>0.3</td>
</tr>
<tr>
<td><strong>Sub-total</strong></td>
<td>5.3</td>
<td>4.7</td>
<td>6.7</td>
</tr>
<tr>
<td>Momentum reconstruction:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Momentum scale</td>
<td>3.8</td>
<td>0.1</td>
<td>4.4</td>
</tr>
<tr>
<td>10. Momentum resolution (syst)</td>
<td>2.6</td>
<td>0.3</td>
<td>4.0</td>
</tr>
<tr>
<td>11. Momentum resolution (stat)</td>
<td>1.5</td>
<td>&lt; 0.1</td>
<td>1.4</td>
</tr>
<tr>
<td><strong>Sub-total</strong></td>
<td>4.8</td>
<td>0.3</td>
<td>6.1</td>
</tr>
<tr>
<td>Particle Identification:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. Electron veto</td>
<td>0.1</td>
<td>&lt; 0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>13. Pion, proton ID correction</td>
<td>0.3</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td><strong>Sub-total</strong></td>
<td>0.3</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>Overall normalization:</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>10.1</td>
<td>5.18</td>
<td>12.3</td>
</tr>
</tbody>
</table>
### Table 6.3: A summary of the estimated uncertainties in each error source for π− production yield, $d^2N/(dpdΩ)$, of proton (8.9 GeV/c) interactions with Be5, MB50 and MB100 targets.

<table>
<thead>
<tr>
<th>Particle type</th>
<th>Target type</th>
<th>Be5</th>
<th>MB50</th>
<th>MB100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target type</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>momentum range (GeV/c)</td>
<td>0.75 – 6.5</td>
<td>0.75 – 6.5</td>
<td>0.75 – 6.5</td>
<td></td>
</tr>
<tr>
<td>angular range (rad)</td>
<td>0.03 – 0.210</td>
<td>0.03 – 0.210</td>
<td>0.03 – 0.210</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Error Category</th>
<th>$\delta_{\text{diff}}^\pi$(%)</th>
<th>$\delta_{\text{int}}^\pi$(%)</th>
<th>$\delta_{\text{diff}}^\pi$(%)</th>
<th>$\delta_{\text{int}}^\pi$(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical Errors :</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Target statistics</td>
<td>8.0</td>
<td>0.9</td>
<td>11.3</td>
<td>1.2</td>
</tr>
<tr>
<td>2. Empty target statistics</td>
<td>6.4</td>
<td>0.8</td>
<td>0.8</td>
<td>0.1</td>
</tr>
<tr>
<td><strong>Sub-total</strong></td>
<td>10.2</td>
<td>1.2</td>
<td>11.3</td>
<td>1.2</td>
</tr>
<tr>
<td>Track yield corrections:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Empty target subtraction</td>
<td>0.8</td>
<td>0.1</td>
<td>0.9</td>
<td>0.2</td>
</tr>
<tr>
<td>4. Reconstruction efficiency</td>
<td>7.0</td>
<td>1.6</td>
<td>6.2</td>
<td>1.4</td>
</tr>
<tr>
<td>5. Pion absorption (syst)</td>
<td>3.3</td>
<td>4.1</td>
<td>3.4</td>
<td>4.4</td>
</tr>
<tr>
<td>6. Pion absorption (stat)</td>
<td>0.4</td>
<td>0.1</td>
<td>0.4</td>
<td>0.1</td>
</tr>
<tr>
<td>7. Tertiary subtraction (syst)</td>
<td>2.4</td>
<td>3.5</td>
<td>2.8</td>
<td>4.0</td>
</tr>
<tr>
<td>8. Tertiary subtraction (stat)</td>
<td>0.3</td>
<td>0.1</td>
<td>0.4</td>
<td>0.1</td>
</tr>
<tr>
<td><strong>Sub-total</strong></td>
<td>8.2</td>
<td>5.6</td>
<td>7.7</td>
<td>6.1</td>
</tr>
<tr>
<td>Momentum reconstruction:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Momentum scale</td>
<td>5.4</td>
<td>0.2</td>
<td>6.3</td>
<td>0.4</td>
</tr>
<tr>
<td>10. Momentum resolution (syst)</td>
<td>3.5</td>
<td>0.2</td>
<td>8.5</td>
<td>0.3</td>
</tr>
<tr>
<td>11. Momentum resolution (stat)</td>
<td>2.5</td>
<td>0.2</td>
<td>2.0</td>
<td>0.2</td>
</tr>
<tr>
<td><strong>Sub-total</strong></td>
<td>6.9</td>
<td>0.3</td>
<td>10.8</td>
<td>0.5</td>
</tr>
<tr>
<td>Particle Identification:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. Electron veto</td>
<td>0.1</td>
<td>&lt;0.1</td>
<td>0.1</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>13. Pion, proton ID correction</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td><strong>Sub-total</strong></td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>Overall normalization:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>14.9</td>
<td>6.1</td>
<td>17.5</td>
<td>6.6</td>
</tr>
</tbody>
</table>
Part III

Results
Chapter 7

Pion production results

The production cross section results and the production yield results measured on Be5, MB50 and MB100 targets as described in the above sections are presented in this section.

7.1 Production cross section results

Figures 7.1 and 7.2 compares the measured double differential $\pi^+$ and $\pi^-$ production cross sections respectively from Be5 short target using the VETTEX4 type reconstructed tracks with that of measured by VERTEX2 type reconstructed tracks in the analysis of [59]. As can be seen there, the two algorithms agree with each other. Furthermore the $\pi^\pm$ cross sections are compared with the cross sections predicted by the simulation of the MiniBooNE beamline Monte Carlo (blue-trangular points). The Sanford-Wang, SW, parameters measured by VERTEX2 analysis of short Be5 target [59] are used for the beamline MC event simulator. The dashed green cross section (in Fig. 7.1 and Fig. 7.2) obtained from the SW model are compared with the cross section measured by data and the MC. The MC prediction is consistence with the Sanford-Wang calculation predicted curves but falls below the measured cross section for most angular bins. Figure 7.3 show the production cross section measurements of protons for short Be5 target. Here we compare the yield measurements from VETTEX4...
type tracks with the measurements from VERTEX2 type reconstructed tracks. The measured production cross sections of pions and protons with their estimated errors are presented in the Table A.1.

Figure 7.1: \( \pi^+ \) production cross section, \( d^2\sigma/(dpd\Omega) \), as a function of momentum \( p \) for Be5 data. The measured pion production cross sections from VERTEX4 (black-dotted) type tracks compared with the MiniBooNE MC predicted cross section (blue-triangular shaped) and the measured cross section from VERTEX2 type tracks (red-squared). Here the green-dashed curve shows the SW predicted cross section.

### 7.2 Production yield results

The double differential pion (\( \pi^\pm \)) production yields for three beryllium targets are presented in Figs. 7.4 - 7.9 and Tables B.1 and C.1. In these figures show the \( \pi^\pm \) differential yields are compared with the MiniBooNE beamline MC predicted \( \pi^\pm \) differential yields. Since the re-interactions of secondaries are not taking place within
Figure 7.2: $\pi^-$ production cross section, $d^2\sigma/(dpd\Omega)$, as a function of momentum $p$ for Be5 data. The measured pion production cross sections from VERTEX4 (black-dotted) type tracks compared with the MiniBooNE MC predicted cross section (blue-triangular shaped) and the measured cross section from VERTEX2 type tracks (red-squared). Here the green-dashed curve shows the SW predicted cross section.

the volume of 2 cm short target, the MC generated pion production from the p+Be primary interactions (p+Be) has a small difference with that from the out coming pion production of the target (final state). This re-interaction of the secondaries in the target volume is visible in the small angles comparing the primary (p+Be) and the out coming (final state) productions from the MC generated 20 cm and 40 cm targets. That implies the simulation has been taken care of this model dependent tertiary particle productions.
Figure 7.3: The comparison of proton production cross sections, $d^2\sigma/(dpd\Omega)$, measured from VERTEX2 (red-squared) and VERTEX4 (black-dotted) type tracks.
Figure 7.4: $\pi^+$ production yield, $d^2N/(dpd\Omega)$, as a function of momentum $p$ for Be5 is compared with the MiniBooNE MC predicted $\pi^+$ yield for 2.0 cm target. Here the red upward triangular distribution is the output from the primary $p$+Be interaction and the blue downward triangular distribution is the final out coming particles from the target.
Figure 7.5: $\pi^-$ production yield, $d^2N/(dpd\Omega)$, as a function of momentum $p$ for Be5 is compared with the MiniBooNE MC predicted $\pi^-$ yield for 2.0 cm target. Here the red upward triangular distribution is the output from the primary $p+Be$ interaction and the blue downward triangular distribution is the final out coming particles from the target.
Figure 7.6: $\pi^+$ production yield, $d^2N/(dpd\Omega)$, as a function of momentum $p$ for MB50 data is compared with the MiniBooNE MC predicted yield for 20.0 cm target. Here the red upward triangular distribution is the output from the primary $p+\text{Be}$ interaction and the blue downward triangular distribution is the final outgoing particles from the target.
Figure 7.7: $\pi^-$ production yield, $d^2N/(dpd\Omega)$, as a function of momentum $p$ for MB50 data is compared with the MiniBooNE MC predicted yield for 20.0 cm target. Here the red upward triangular distribution is the output from the primary p+Be interaction and the blue downward triangular distribution is the final outgoing particles from the target.
Figure 7.8: $\pi^+$ production yield, $d^2N/(dpd\Omega)$, as a function of momentum $p$ for MB100 data is compared with the MiniBooNE MC predicted yield for 40.0 cm target. Here the red upward triangular distribution is the output from the primary p+Be interaction and the blue downward triangular distribution is the final out coming particles from the target.
Figure 7.9: $\pi^-$ production yield, $d^2N/(dpd\Omega)$, as a function of momentum $p$ for MB100 data is compared with the MiniBooNE MC predicted yield for 40.0 cm target. Here the red upward triangular distribution is the output from the primary p+Be interaction and the blue downward triangular distribution is the final out coming particles from the target.
Chapter 8

Sanford-Wang models and $\nu_\mu$ flux

The Sanford-Wang (SW) model which has fitted parameters as shown in the table 3.2 does not describe well the HARP targets pion production measurements presented in Sec. 7. Therefore, the production results are compared with two modified SW model predictions as described in this chapter. The prediction of $\nu_\mu$ neutrino flux for MiniBooNE described in [74, 50] is compared with that from the new model predictions by implementing the extended SW model into the MiniBooNE MC generator.

8.1 Comparison of production results with three SW-type models

In chapter 7, the results of pion production cross section measurements are presented for Be5 target data using VERTEX4 type reconstructed tracks. In order to implement the measured production cross section results for MiniBooNE MC simulation, the results are fitted with a modified Sanford-Wang model described in the HARP article [73]. This article [73] has defined an Extended Sanford-Wang (ESW) model to fit the measured $\pi^+$ production cross sections for short beryllium target (Be5) data as described in [73]. The production results which used for this fitting were measured using VERTEX2 type tracks. The ESW model is described for double differential cross sections, $d^2\sigma/(dpd\Omega)$, of secondary meson production with nine parameters, $c_1 - c_9$,.
as:

\[
\frac{d^2\sigma}{dpd\Omega} = \exp(A)p^2 \left(1 - \frac{p}{p_B}\right) \times \left(1 + \frac{p}{p_B}\right)c_9\theta(p - c_7p_B \cos\theta) \tag{8.1}
\]

where \(p\) and \(\theta\) are the momentum and the angle of outgoing secondary mesons and also \(p_B\) is the beam proton momentum. Here the factor \(A\) is defined as:

\[
A = c_1 - c_3\frac{p^4}{p_B^4} - c_6\theta(p - c_7p_B \cos\theta). \tag{8.2}
\]

This ESW model fits the \(\pi^+\) data better than the SW model used in Ref. [50] which is used in the MiniBooNE Monte Carlo generator. The best fitted model parameters for VERTEX2 type production measurements are given in the table 8.1 taken from Ref. [73].

<table>
<thead>
<tr>
<th>Particle type</th>
<th>(c_1)</th>
<th>(c_2)</th>
<th>(c_3)</th>
<th>(c_4)</th>
<th>(c_5)</th>
<th>(c_6)</th>
<th>(c_7)</th>
<th>(c_8)</th>
<th>(c_9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\pi^+)</td>
<td>5.13</td>
<td>1.87</td>
<td>6.67</td>
<td>1.56</td>
<td>1.56</td>
<td>11.9</td>
<td>0.173</td>
<td>19.8</td>
<td>16.0</td>
</tr>
</tbody>
</table>

Table 8.1: Best fitted ESW parameters taken from [73] for HARP VERTEX2 type reconstructed tracks of Be5 data.

To fit the cross section measurements of VERTEX4 results shown in the Fig. 7.1 and given in table A.1 a \(\chi^2\), defined as:

\[
\chi^2 = \sum_{i,j} (Data - ESW)_i M^{-1}_{ij}(Data - ESW)_j, \tag{8.3}
\]

where \(i\) and \(j\) represent given \((p, \theta)\) bins and \(M^{-1}\) represents the inverse of the covariance matrix of data which included the normalization matrix as describe below. The systematic covariance matrices of absorption correction and tertiary particle correction have completely correlated matrix elements in the kinematical space. These systematics contribute to the overall normalization error. Therefore, the diagonal elements of these systematics error matrix combine together with the fully correlated overall normalization in the data fitting process as \(M(N)_{ii} = 1/\delta_{ii}^2\). This \(M(N)_{ii}\) elements are associated with the normalization parameter \(c_1\) of the ESW model to optimize the best model fitting parameters. Rest of the covariance matrices,
corresponding to all other error sources are used as correlated covariance matrix, \( M(C)_{ij} \), for fitting algorithm. In the fitting algorithm, the data fit with the model by combining two functions as \( \chi^2 = \chi^2_N + \chi^2_C \). Therefore the term \( \chi^2 \) can be written as:

\[
\chi^2 = \sum_i \frac{(Data - ESW_i)^2}{\delta^2_{ii}} + \sum_{i,j} (Data - ESW_i)M(C)_{ij}^{-1}(Data - ESW)_j,
\]

To minimize the defined \( \chi^2 \) for ESW model, eight model parameters are used to fit the data (\( c_5 \) is fixed to be equal to \( c_4 \)). The best fitted ESW model parameters for measured \( \pi^+ \) production cross section for the Be5 target data using VERTEX4 type tracks is given in the table 8.2. The best-fit \( \chi^2 \) minimum value is \( \chi^2_{\text{min}} = 125.4 \) for 70\(^1\) degrees of freedom. The correlation matrix of the best fitting parameters are shown in

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Best fit value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_1 )</td>
<td>5.39 ± 0.32</td>
</tr>
<tr>
<td>( c_2 )</td>
<td>2.30 ± 0.29</td>
</tr>
<tr>
<td>( c_3 )</td>
<td>7.19 ± 0.68</td>
</tr>
<tr>
<td>( c_4 = c_5 )</td>
<td>1.17 ± 0.22</td>
</tr>
<tr>
<td>( c_6 )</td>
<td>11.2 ± 0.6</td>
</tr>
<tr>
<td>( c_7 )</td>
<td>0.191 ± 0.008</td>
</tr>
<tr>
<td>( c_8 )</td>
<td>18.4 ± 1.8</td>
</tr>
<tr>
<td>( c_9 )</td>
<td>13.2 ± 1.4</td>
</tr>
</tbody>
</table>

Table 8.2: Best fitted ESW parameters for cross section measurements of VERTEX4 type reconstructed tracks on Be5 target shown in the Tab. A.1

The data fitting with three SW models are shown in the Fig. 8.1. The measured VERTEX2 data that we used here for the comparison is taken from the analysis describe in [59].

To compare the pion production from the ESW model predictions with the measured long target data, we have implemented it into Geant4 based MiniBooNE Monte Carlo simulator. This updated MiniBooNE MC predictions of \( \pi^+ \) yields are compared with the measured data on Be5, MB50 and MB100 targets as shown in Fig. 8.2, Fig. 8.3 and Fig. 8.4.

\(^1\)Here we fit \( 13 \times 6 \) bins and we have 8 free parameters for fitting function.
parameters | $c_1$ | $c_2$ | $c_3$ | $c_4 = c_5$ | $c_6$ | $c_7$ | $c_7$ | $c_9$
--- | --- | --- | --- | --- | --- | --- | --- | ---
$c_1$ | 1 | | | | | | | 
$c_2$ | 0.848 | | | | | | | 
$c_3$ | 0.711 | 0.926 | | | | | | 
$c_4 = c_5$ | -0.975 | -0.884 | -0.697 | 1 | | | | 
$c_6$ | -0.507 | -0.056 | 0.157 | 0.485 | | | | 
$c_7$ | -0.161 | 0.090 | -0.029 | -0.032 | 0.085 | | | 
$c_8$ | 0.089 | 0.028 | -0.084 | -0.184 | 0.723 | 1 | | 
$c_9$ | -0.534 | -0.112 | 0.157 | 0.539 | 0.977 | 0.0316 | -0.390 | 1

Table 8.3: The correlation coefficients of ESW model parameters which fitted with VERTEX4 type short Be target data.

To compare the goodness of fit of the ESW and SW models predicted $\pi^+$ production rates with the measured data, the $\chi^2_{\text{data-MC}}$ parameter is defined as:

$$
\chi^2_{\text{data-MC}} = \sum_{p_i,\theta_j} \left( \frac{[d^2N^\pi_{\text{MC}}/(dpd\Omega)]_{p_i,\theta_j} - [d^2N^\pi_{\text{data}}/(dpd\Omega)]_{p_i,\theta_j}}{\delta^2_{\text{data}}} \right)^2,
$$

where $[d^2N^\pi_{\text{MC}}/(dpd\Omega)]_{p_i,\theta_j}$ and $[d^2N^\pi_{\text{data}}/(dpd\Omega)]_{p_i,\theta_j}$ are the MC predicted and data measured differential production yields in $(p_i, \theta_j)$ bins respectively. The values for $\delta^2_{\text{data}}$ are obtained from the uncertainty of measured $[d^2N^\pi_{\text{data}}/(dpd\Omega)]_{p_i,\theta_j}$ in the $(p_i, \theta_j)$ bin. The $\chi^2_{\text{data-MC}}$ is calculated over the parameter space of ranging momentum $0.75 \leq p \leq 6.5$ (GeV/c) and the angle $0.03 \leq \theta \leq 0.21$ (rad). Here each $\chi^2_{\text{data-MC}}$ is calculated by summing over each $p$ and $\theta$ bins in the binning space of $13 \times 6 = 78$ total number of bins in the parameter space. The calculated $\chi^2_{\text{data-MC}}$ is shown in the Table. According to the Table, the ESW:p4 model has better agreement with the measured data for all targets than that from the standard SW model in the MiniBooNE MC and the ESW:p2 model.

### 8.2 Effects of ESW model on MiniBooNE $\nu_\mu$ flux

The predictions of muon neutrino fluxes from standard SW model and the ESW models are compared as shown in Fig. The muon neutrino flux for MiniBooNE
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Figure 8.1: The best fitting of SW and ESW models with measured $\pi^+$ production cross sections. Here ESW:p4 (blue-solid) and ESW:p2 (red-dashed) are compared with the cross sections of $p_2$ (red-square) and $p_4$ (black-dots) data and thesis SW model [59] (green-dashed-dotted).

<table>
<thead>
<tr>
<th>momentum range (GeV/c)</th>
<th>$0.75 \leq p \leq 5.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>angular range (rad)</td>
<td>$0.03 \leq \theta \leq 0.21$</td>
</tr>
<tr>
<td>Total number of bins</td>
<td>$N_{\text{bins}} = 72$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Target</th>
<th>Be5</th>
<th>MB50</th>
<th>MB100</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^2_{\text{data-MC}}$ (ESW:p4)</td>
<td>68.0</td>
<td>68.6</td>
<td>54.3</td>
</tr>
<tr>
<td>$\chi^2_{\text{data-MC}}$ (ESW:p2)</td>
<td>140.9</td>
<td>72.6</td>
<td>67.7</td>
</tr>
<tr>
<td>$\chi^2_{\text{data-MC}}$ (SW:p2)</td>
<td>198.0</td>
<td>148.2</td>
<td>95.9</td>
</tr>
</tbody>
</table>

Table 8.4: According to Eq. (8.5), the calculated $\chi^2_{\text{data-MC}}$ values by using $\pi^+$ production from the simulated ESW and standard SW models on beamline MC and $p_4$ data for Be5, MB50 and MB100 targets.
Figure 8.2: $\pi^+$ production yield, $d^2N/(dpd\Omega)$, as a function of momentum $p$ for Be5 is compared with the MiniBooNE MC predicted $\pi^+$ yield for 2.0 cm target. Here the red downward and blue upward triangular distributions are the MiniBooNE MC predictions of $\pi^+$ yield from the primary $p+Be$ interactions for simulated standard SW and ESW models respectively.

Experiment has been predicted by simulating primary $p+Be$ interactions from the standard SW model parameters as described in [59]. The ratio of the integrated fluxes of $ESW : p4(\pi^+ \rightarrow \nu_\mu)$ to $SW : p2(\pi^+ \rightarrow \nu_\mu)$ from $[0 - 3.0 \text{ GeV}]$ shows a $6.0\%$ increase of ESW:p4 model prediction over the standard SW model prediction.

8.3 Extrapolation from short to long

The extrapolation from short target to long target used in the Geant4 simulation needs to be checked. Therefore, we have compared various ratios of predicted pions as described in this section. This test can be formulated by defining the extrapolation
Figure 8.3: π⁺ production yield, \( d^2N/(dpd\Omega) \), as a function of momentum \( p \) for MB50 data is compared with the MiniBooNE MC predicted yield for 20.0 cm target. Here the red downward and blue upward triangular distributions are the MiniBooNE MC predictions of π⁺ yield from the primary \( p+Be \) interactions for simulated standard SW and ESW models respectively.

Parameters of \( \eta_{5\%\rightarrow100\%\lambda_I} \), \( \eta_{5\%\rightarrow50\%\lambda_I} \) and \( \eta_{50\%\rightarrow100\%\lambda_I} \) for 2 cm to 40 cm, 2 cm to 20 cm and 20 cm to 40 cm respectively as:

\[
\eta_{5\%\rightarrow100\%\lambda_I} = \left\{ \frac{N_{100\%\lambda_I}}{\sigma_{5\%\lambda_I}} \right\}_{\text{DATA}} \cdot \left\{ \frac{\sigma_{5\%\lambda_I}}{N_{100\%\lambda_I}} \right\}_{\text{MC}}
\]

\[
\eta_{5\%\rightarrow50\%\lambda_I} = \left\{ \frac{N_{50\%\lambda_I}}{\sigma_{5\%\lambda_I}} \right\}_{\text{DATA}} \cdot \left\{ \frac{\sigma_{5\%\lambda_I}}{N_{50\%\lambda_I}} \right\}_{\text{MC}} \tag{8.6}
\]

\[
\eta_{50\%\rightarrow100\%\lambda_I} = \left\{ \frac{N_{100\%\lambda_I}}{N_{50\%\lambda_I}} \right\}_{\text{DATA}} \cdot \left\{ \frac{N_{50\%\lambda_I}}{N_{100\%\lambda_I}} \right\}_{\text{MC}}
\]
Figure 8.4: $\pi^+$ production yield, $d^2N/(dpd\Omega)$, as a function of momentum $p$ for MB100 data is compared with the MiniBooNE MC predicted yield for 40.0 cm target. Here the red downward and blue upward triangular distributions are the MiniBooNE MC predictions of $\pi^+$ yield from the primary $p+Be$ interactions for simulated standard SW and ESW models respectively.

where $\sigma$s represent the cross sections from 2 cm Be target and $N$s represent the yields from long targets in data and MC. The extrapolation parameters should be close to 1.0. The uncertainties of the three extrapolation parameters can be derived as:

$$\delta \eta = \eta \left[ \sum_{data,MC} \left( \frac{\delta N}{N} \right)^2 + \sum_{data,MC} \left( \frac{\delta \sigma}{\sigma} \right)^2 \right]^{1/2}$$  \hspace{1cm} (8.7)

The extrapolation parameters for $\pi^\pm$ particle productions using HARP data measurements and MiniBooNE MC simulation predictions is given in the table 8.5.
Figure 8.5: The comparison of total $\nu_\mu$ flux from all possible decay modes for EWS:p4 (blue), ESW:p2 (red) and SW:p2 (green) model predictions.

<table>
<thead>
<tr>
<th>Particle</th>
<th>$\pi^+$</th>
<th>$\pi^-$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>ESW:p4</td>
<td>Thesis SW</td>
</tr>
<tr>
<td>$\eta_{5%}\lambda \rightarrow 100%\lambda_I$</td>
<td>0.97 ± 0.02</td>
<td>1.05 ± 0.02</td>
</tr>
<tr>
<td>$\eta_{5%}\lambda \rightarrow 50%\lambda_I$</td>
<td>0.96 ± 0.02</td>
<td>1.03 ± 0.02</td>
</tr>
<tr>
<td>$\eta_{50%}\lambda \rightarrow 100%\lambda_I$</td>
<td>0.99 ± 0.02</td>
<td>0.98 ± 0.02</td>
</tr>
</tbody>
</table>

Table 8.5: According to Eq. (8.6), the calculated extrapolation parameters of $\eta$ by using $\pi^\pm$ production data and MC for 2 cm, 20 cm and 40 cm targets. The uncertainties are estimated by Eq. 8.7.
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Conclusions

The measurements of secondary hadron production are an important input to an event simulator to generate MC neutrino flux. In the previous studies, the pion production cross section results from the short beryllium target HARP data analysis has provided the fitted SW model parameters for the neutrino event generator in MiniBooNE experiment.

This thesis describes the pion production rates from the long beryllium target data measurements which can be used to understand the extrapolation of secondary pion productions from short to long target. The identified systematics are also described in this thesis.

Both π⁺ and π⁻ production cross section measurements from the short Be target data consistent with the previously measured production cross sections. The simulated π⁺ production cross sections using the parameterization of extended SW model (ESW:p4) shows a better agreement with the VERTEX4 type production measurement from short target data. π⁻ yield measurements from long targets is higher than the MiniBooNE MC predictions in some higher angular bins.

νµ neutrino flux prediction from the π⁺ decay mode is compared for both standard and extended SW model (ESW:p4) simulations. The comparison shows a 6.1% increase of νµ neutrino flux from extended SW model prediction as compared to the standard
SW model prediction.

The study of the extrapolation from short to long target pion productions in the MiniBooNE MC indicates a close agreement with the data. That implies the Geant4 simulation in the MiniBooNE MC models the behavior of the hadrons after the first interaction well. The systematic error on the extrapolation is 2%.
Appendix A

Short target cross section data

The measured double-differential cross sections of $\pi^+$, $\pi^-$ and proton production from the 8.9 GeV/c proton-beryllium interactions of short beryllium target data using the VERTEX4 algorithm are tabulated in this appendix. The table contains measurements and their estimated diagonal errors of the full covariance matrix. Measurements are tabulated in the momentum bins of 0.75 GeV/c - 6.5 GeV/c and the polar angular bins of 30 mrad - 210 mrad.
Table A.1: $\pi^\pm$ and proton production cross sections, $d^2\sigma/(dpd\Omega)$, for proton (8.9 GeV/c) + Be\textsubscript{5} target interaction.

<table>
<thead>
<tr>
<th>$\theta_{\text{min}}$ (mrad)</th>
<th>$\theta_{\text{max}}$ (mrad)</th>
<th>$p_{\text{min}}$ (GeV/c)</th>
<th>$p_{\text{max}}$ (GeV/c)</th>
<th>$d^2\sigma^{\pi^+}/(dpd\Omega)$ mb/(GeV/c sr)</th>
<th>$d^2\sigma^{\pi^-}/(dpd\Omega)$ mb/(GeV/c sr)</th>
<th>$d^2\sigma^{p}/(dpd\Omega)$ mb/(GeV/c sr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>60</td>
<td>0.75</td>
<td>1.00</td>
<td>176.0 ± 30.9</td>
<td>127.5 ± 25.8</td>
<td>81.5 ± 15.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00</td>
<td>1.25</td>
<td>169.2 ± 26.9</td>
<td>163.8 ± 28.6</td>
<td>85.8 ± 13.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.25</td>
<td>1.50</td>
<td>178.0 ± 24.3</td>
<td>140.3 ± 19.8</td>
<td>91.6 ± 12.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.50</td>
<td>2.00</td>
<td>161.2 ± 25.2</td>
<td>106.3 ± 20.2</td>
<td>85.5 ± 11.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.75</td>
<td>2.00</td>
<td>206.1 ± 26.3</td>
<td>96.6 ± 15.0</td>
<td>84.8 ± 14.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.00</td>
<td>2.25</td>
<td>208.3 ± 22.8</td>
<td>100.9 ± 15.0</td>
<td>102.3 ± 13.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.25</td>
<td>2.50</td>
<td>201.2 ± 20.5</td>
<td>90.1 ± 14.0</td>
<td>116.5 ± 14.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.50</td>
<td>2.75</td>
<td>185.5 ± 20.0</td>
<td>77.4 ± 12.4</td>
<td>118.6 ± 17.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.75</td>
<td>3.00</td>
<td>161.8 ± 18.3</td>
<td>65.1 ± 10.9</td>
<td>147.1 ± 17.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.00</td>
<td>3.25</td>
<td>130.1 ± 14.5</td>
<td>42.7 ± 10.1</td>
<td>154.4 ± 17.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.25</td>
<td>4.00</td>
<td>106.8 ± 12.7</td>
<td>40.5 ± 5.4</td>
<td>182.3 ± 24.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.00</td>
<td>5.00</td>
<td>69.5 ± 8.3</td>
<td>22.3 ± 3.7</td>
<td>267.8 ± 30.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.00</td>
<td>6.50</td>
<td>25.9 ± 7.1</td>
<td>5.7 ± 1.6</td>
<td>412.8 ± 35.5</td>
</tr>
<tr>
<td>60</td>
<td>90</td>
<td>0.75</td>
<td>1.00</td>
<td>150.5 ± 23.7</td>
<td>111.1 ± 20.9</td>
<td>93.0 ± 12.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00</td>
<td>1.25</td>
<td>154.1 ± 21.9</td>
<td>121.9 ± 17.9</td>
<td>80.5 ± 10.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.25</td>
<td>1.50</td>
<td>176.1 ± 21.4</td>
<td>116.2 ± 16.8</td>
<td>76.7 ± 10.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.50</td>
<td>2.00</td>
<td>188.0 ± 18.0</td>
<td>120.0 ± 11.9</td>
<td>96.7 ± 10.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.00</td>
<td>2.25</td>
<td>177.2 ± 18.6</td>
<td>99.3 ± 10.4</td>
<td>93.2 ± 10.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.25</td>
<td>2.50</td>
<td>181.1 ± 17.5</td>
<td>79.2 ± 10.1</td>
<td>97.3 ± 11.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.50</td>
<td>2.75</td>
<td>144.4 ± 15.4</td>
<td>52.5 ± 8.7</td>
<td>106.2 ± 10.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.75</td>
<td>3.00</td>
<td>121.8 ± 11.3</td>
<td>42.8 ± 6.5</td>
<td>112.6 ± 11.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.00</td>
<td>3.25</td>
<td>95.4 ± 8.8</td>
<td>34.0 ± 5.2</td>
<td>122.8 ± 13.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.25</td>
<td>4.00</td>
<td>75.9 ± 7.1</td>
<td>28.7 ± 3.5</td>
<td>152.6 ± 15.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.00</td>
<td>5.00</td>
<td>43.4 ± 4.7</td>
<td>13.5 ± 2.1</td>
<td>197.5 ± 15.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.00</td>
<td>6.50</td>
<td>17.7 ± 2.8</td>
<td>2.5 ± 1.3</td>
<td>218.8 ± 16.5</td>
</tr>
</tbody>
</table>
### APPENDIX A. SHORT TARGET CROSS SECTION DATA

<table>
<thead>
<tr>
<th>$\theta_{\text{min}}$ (mrad)</th>
<th>$\theta_{\text{max}}$ (mrad)</th>
<th>$p_{\text{min}}$ (GeV/c)</th>
<th>$p_{\text{max}}$ (GeV/c)</th>
<th>$d^2\sigma^{\pi^+}/(dpd\Omega)$ mb/(GeV/c sr)</th>
<th>$d^2\sigma^{\pi^-}/(dpd\Omega)$ mb/(GeV/c sr)</th>
<th>$d^2\sigma^{p}/(dpd\Omega)$ mb/(GeV/c sr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>120</td>
<td>0.75</td>
<td>1.00</td>
<td>181.1 ± 25.1</td>
<td>148.6 ± 26.9</td>
<td>97.7 ± 13.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00</td>
<td>1.25</td>
<td>196.7 ± 24.5</td>
<td>140.0 ± 20.5</td>
<td>86.5 ± 10.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.25</td>
<td>1.50</td>
<td>193.3 ± 21.2</td>
<td>123.0 ± 15.4</td>
<td>92.1 ± 11.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.50</td>
<td>1.75</td>
<td>176.8 ± 18.7</td>
<td>109.4 ± 12.6</td>
<td>82.2 ± 9.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.75</td>
<td>2.00</td>
<td>165.8 ± 16.0</td>
<td>87.4 ± 9.9</td>
<td>73.2 ± 9.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.00</td>
<td>2.25</td>
<td>148.0 ± 14.6</td>
<td>71.1 ± 8.5</td>
<td>68.4 ± 11.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.25</td>
<td>2.50</td>
<td>134.7 ± 12.9</td>
<td>59.2 ± 6.8</td>
<td>86.4 ± 10.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.50</td>
<td>2.75</td>
<td>111.5 ± 9.4</td>
<td>44.0 ± 6.9</td>
<td>91.3 ± 9.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.75</td>
<td>3.00</td>
<td>91.4 ± 9.5</td>
<td>35.1 ± 5.2</td>
<td>87.8 ± 9.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.00</td>
<td>3.25</td>
<td>65.8 ± 7.4</td>
<td>27.9 ± 3.6</td>
<td>85.9 ± 11.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.25</td>
<td>4.00</td>
<td>47.2 ± 4.6</td>
<td>18.8 ± 2.8</td>
<td>115.8 ± 10.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.00</td>
<td>5.00</td>
<td>25.1 ± 3.1</td>
<td>8.2 ± 1.4</td>
<td>123.4 ± 7.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.00</td>
<td>6.50</td>
<td>8.5 ± 1.6</td>
<td>1.2 ± 0.4</td>
<td>97.4 ± 8.8</td>
</tr>
<tr>
<td>120</td>
<td>150</td>
<td>0.75</td>
<td>1.00</td>
<td>181.2 ± 27.6</td>
<td>137.8 ± 23.2</td>
<td>77.3 ± 13.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00</td>
<td>1.25</td>
<td>181.1 ± 22.8</td>
<td>131.1 ± 19.0</td>
<td>82.2 ± 11.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.25</td>
<td>1.50</td>
<td>165.2 ± 19.6</td>
<td>123.5 ± 16.1</td>
<td>84.0 ± 10.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.50</td>
<td>1.75</td>
<td>148.7 ± 16.1</td>
<td>110.7 ± 13.3</td>
<td>83.3 ± 9.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.75</td>
<td>2.00</td>
<td>143.6 ± 13.8</td>
<td>85.2 ± 10.0</td>
<td>77.1 ± 9.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.00</td>
<td>2.25</td>
<td>126.2 ± 12.0</td>
<td>69.1 ± 8.8</td>
<td>73.9 ± 10.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.25</td>
<td>2.50</td>
<td>98.8 ± 9.6</td>
<td>45.7 ± 6.5</td>
<td>78.9 ± 9.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.50</td>
<td>2.75</td>
<td>73.3 ± 8.8</td>
<td>32.7 ± 5.0</td>
<td>85.1 ± 10.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.75</td>
<td>3.00</td>
<td>63.9 ± 7.2</td>
<td>25.4 ± 4.1</td>
<td>94.7 ± 10.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.00</td>
<td>3.25</td>
<td>47.6 ± 6.0</td>
<td>18.1 ± 2.7</td>
<td>92.8 ± 8.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.25</td>
<td>4.00</td>
<td>31.6 ± 3.9</td>
<td>13.0 ± 2.0</td>
<td>89.7 ± 7.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.00</td>
<td>5.00</td>
<td>15.7 ± 2.3</td>
<td>4.4 ± 0.9</td>
<td>73.4 ± 6.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.00</td>
<td>6.50</td>
<td>5.1 ± 0.6</td>
<td>0.4 ± 0.2</td>
<td>46.6 ± 4.1</td>
</tr>
</tbody>
</table>
### APPENDIX A. SHORT TARGET CROSS SECTION DATA

<table>
<thead>
<tr>
<th>$\theta_{\text{min}}$ (mrad)</th>
<th>$\theta_{\text{max}}$ (mrad)</th>
<th>$p_{\text{min}}$ (GeV/c)</th>
<th>$p_{\text{max}}$ (GeV/c)</th>
<th>$\frac{d^2\sigma^{\pi^+}}{dpd\Omega}$ (mb/(GeV/c sr))</th>
<th>$\frac{d^2\sigma^{\pi^-}}{dpd\Omega}$ (mb/(GeV/c sr))</th>
<th>$\frac{d^2\sigma^p}{dpd\Omega}$ (mb/(GeV/c sr))</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>180</td>
<td>0.75</td>
<td>1.00</td>
<td>182.3 ± 29.0</td>
<td>150.7 ± 27.0</td>
<td>86.6 ± 12.6</td>
</tr>
<tr>
<td>1.00</td>
<td>1.25</td>
<td></td>
<td></td>
<td>177.8 ± 23.3</td>
<td>128.9 ± 21.0</td>
<td>82.3 ± 10.1</td>
</tr>
<tr>
<td>1.25</td>
<td>1.50</td>
<td></td>
<td></td>
<td>178.9 ± 22.3</td>
<td>112.8 ± 15.7</td>
<td>87.3 ± 10.3</td>
</tr>
<tr>
<td>1.50</td>
<td>1.75</td>
<td></td>
<td></td>
<td>169.0 ± 20.3</td>
<td>85.6 ± 10.9</td>
<td>84.0 ± 12.0</td>
</tr>
<tr>
<td>1.75</td>
<td>2.00</td>
<td></td>
<td></td>
<td>120.1 ± 13.6</td>
<td>61.0 ± 9.4</td>
<td>77.4 ± 10.1</td>
</tr>
<tr>
<td>2.00</td>
<td>2.25</td>
<td></td>
<td></td>
<td>81.9 ± 9.8</td>
<td>46.6 ± 7.2</td>
<td>79.2 ± 9.6</td>
</tr>
<tr>
<td>2.25</td>
<td>2.50</td>
<td></td>
<td></td>
<td>75.8 ± 8.8</td>
<td>33.8 ± 5.9</td>
<td>83.3 ± 10.1</td>
</tr>
<tr>
<td>2.50</td>
<td>2.75</td>
<td></td>
<td></td>
<td>56.6 ± 6.5</td>
<td>25.3 ± 4.0</td>
<td>73.8 ± 9.5</td>
</tr>
<tr>
<td>2.75</td>
<td>3.00</td>
<td></td>
<td></td>
<td>42.0 ± 6.0</td>
<td>19.9 ± 3.1</td>
<td>70.3 ± 9.1</td>
</tr>
<tr>
<td>3.00</td>
<td>3.25</td>
<td></td>
<td></td>
<td>28.3 ± 4.3</td>
<td>11.5 ± 2.7</td>
<td>68.4 ± 8.1</td>
</tr>
<tr>
<td>3.25</td>
<td>4.00</td>
<td></td>
<td></td>
<td>18.2 ± 2.5</td>
<td>7.4 ± 1.6</td>
<td>58.6 ± 5.8</td>
</tr>
<tr>
<td>4.00</td>
<td>5.00</td>
<td></td>
<td></td>
<td>7.9 ± 1.2</td>
<td>1.7 ± 0.5</td>
<td>42.1 ± 4.3</td>
</tr>
<tr>
<td>5.00</td>
<td>6.50</td>
<td></td>
<td></td>
<td>2.7 ± 0.4</td>
<td>0.10 ± 0.05</td>
<td>18.4 ± 2.5</td>
</tr>
<tr>
<td>180</td>
<td>210</td>
<td>0.75</td>
<td>1.00</td>
<td>178.2 ± 32.5</td>
<td>142.9 ± 28.8</td>
<td>82.5 ± 14.8</td>
</tr>
<tr>
<td>1.00</td>
<td>1.25</td>
<td></td>
<td></td>
<td>174.2 ± 25.4</td>
<td>121.5 ± 19.3</td>
<td>79.8 ± 10.4</td>
</tr>
<tr>
<td>1.25</td>
<td>1.50</td>
<td></td>
<td></td>
<td>119.5 ± 18.3</td>
<td>85.1 ± 15.1</td>
<td>62.1 ± 10.9</td>
</tr>
<tr>
<td>1.50</td>
<td>1.75</td>
<td></td>
<td></td>
<td>90.9 ± 13.9</td>
<td>70.9 ± 12.6</td>
<td>57.9 ± 9.4</td>
</tr>
<tr>
<td>1.75</td>
<td>2.00</td>
<td></td>
<td></td>
<td>78.9 ± 10.2</td>
<td>52.7 ± 8.5</td>
<td>54.2 ± 8.2</td>
</tr>
<tr>
<td>2.00</td>
<td>2.25</td>
<td></td>
<td></td>
<td>58.7 ± 7.4</td>
<td>40.9 ± 6.3</td>
<td>48.9 ± 7.1</td>
</tr>
<tr>
<td>2.25</td>
<td>2.50</td>
<td></td>
<td></td>
<td>39.4 ± 5.1</td>
<td>27.8 ± 4.4</td>
<td>38.8 ± 6.2</td>
</tr>
<tr>
<td>2.50</td>
<td>2.75</td>
<td></td>
<td></td>
<td>28.4 ± 4.0</td>
<td>17.6 ± 3.8</td>
<td>33.5 ± 5.4</td>
</tr>
<tr>
<td>2.75</td>
<td>3.00</td>
<td></td>
<td></td>
<td>18.8 ± 3.5</td>
<td>10.8 ± 2.4</td>
<td>29.5 ± 4.8</td>
</tr>
<tr>
<td>3.00</td>
<td>3.25</td>
<td></td>
<td></td>
<td>13.6 ± 3.5</td>
<td>7.1 ± 1.7</td>
<td>30.1 ± 5.2</td>
</tr>
<tr>
<td>3.25</td>
<td>4.00</td>
<td></td>
<td></td>
<td>8.7 ± 2.0</td>
<td>3.1 ± 1.0</td>
<td>24.7 ± 3.7</td>
</tr>
<tr>
<td>4.00</td>
<td>5.00</td>
<td></td>
<td></td>
<td>4.9 ± 0.8</td>
<td>0.5 ± 0.2</td>
<td>14.9 ± 2.3</td>
</tr>
<tr>
<td>5.00</td>
<td>6.50</td>
<td></td>
<td></td>
<td>1.3 ± 0.2</td>
<td>0.03 ± 0.02</td>
<td>6.1 ± 1.4</td>
</tr>
</tbody>
</table>
Appendix B

Harp targets $\pi^+$ yield data

The measured double-differential yield of $\pi^+$ production from the 8.9 GeV/c proton-beryllium interactions of HARP data are tabulated in this appendix. The productions of $\pi^+$ from the three Be targets of 2 cm, 20 cm and 40 cm are presented in the table. The table contains measurements and their estimated diagonal errors of the full covariance matrix. Measurements are tabulated in the momentum bins of 0.75 GeV/c - 6.5 GeV/c and the polar angular bins of 30 mrad - 210 mrad.
### Table B.1: \( \pi^+ \) production yield, \( d^2N/(dpd\Omega) \), as a function of momentum \( p \) for MB100, MB50 and Be5 targets data.

<table>
<thead>
<tr>
<th>( \theta_{\text{min}} ) (mrad)</th>
<th>( \theta_{\text{max}} ) (mrad)</th>
<th>( p_{\text{min}} ) (GeV/c)</th>
<th>( p_{\text{max}} ) (GeV/c)</th>
<th>( d^2N/\pi^+/(dpd\Omega) )</th>
<th>( d^2N/\pi^+/(dpd\Omega) )</th>
<th>( d^2N/\pi^+/(dpd\Omega) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>60</td>
<td>0.75</td>
<td>1.00</td>
<td>0.045 ± 0.007</td>
<td>0.340 ± 0.060</td>
<td>0.483 ± 0.081</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00</td>
<td>1.25</td>
<td>0.043 ± 0.007</td>
<td>0.312 ± 0.042</td>
<td>0.544 ± 0.072</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.25</td>
<td>1.50</td>
<td>0.046 ± 0.006</td>
<td>0.317 ± 0.041</td>
<td>0.503 ± 0.061</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.50</td>
<td>1.75</td>
<td>0.041 ± 0.006</td>
<td>0.357 ± 0.052</td>
<td>0.508 ± 0.059</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.75</td>
<td>2.00</td>
<td>0.053 ± 0.007</td>
<td>0.378 ± 0.042</td>
<td>0.518 ± 0.060</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.00</td>
<td>2.25</td>
<td>0.053 ± 0.006</td>
<td>0.381 ± 0.041</td>
<td>0.554 ± 0.063</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.25</td>
<td>2.50</td>
<td>0.051 ± 0.005</td>
<td>0.370 ± 0.042</td>
<td>0.550 ± 0.056</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.50</td>
<td>2.75</td>
<td>0.047 ± 0.005</td>
<td>0.348 ± 0.035</td>
<td>0.532 ± 0.053</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.75</td>
<td>3.00</td>
<td>0.041 ± 0.005</td>
<td>0.316 ± 0.037</td>
<td>0.438 ± 0.048</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.00</td>
<td>3.25</td>
<td>0.033 ± 0.004</td>
<td>0.218 ± 0.029</td>
<td>0.328 ± 0.036</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.25</td>
<td>4.00</td>
<td>0.027 ± 0.003</td>
<td>0.207 ± 0.018</td>
<td>0.267 ± 0.022</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.00</td>
<td>5.00</td>
<td>0.018 ± 0.002</td>
<td>0.127 ± 0.012</td>
<td>0.171 ± 0.015</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.00</td>
<td>6.50</td>
<td>0.007 ± 0.002</td>
<td>0.043 ± 0.007</td>
<td>0.061 ± 0.009</td>
</tr>
<tr>
<td>60</td>
<td>90</td>
<td>0.75</td>
<td>1.00</td>
<td>0.039 ± 0.006</td>
<td>0.366 ± 0.051</td>
<td>0.536 ± 0.075</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00</td>
<td>1.25</td>
<td>0.040 ± 0.005</td>
<td>0.340 ± 0.041</td>
<td>0.479 ± 0.060</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.25</td>
<td>1.50</td>
<td>0.045 ± 0.005</td>
<td>0.351 ± 0.040</td>
<td>0.537 ± 0.065</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.50</td>
<td>1.75</td>
<td>0.051 ± 0.006</td>
<td>0.384 ± 0.042</td>
<td>0.555 ± 0.056</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.75</td>
<td>2.00</td>
<td>0.048 ± 0.004</td>
<td>0.386 ± 0.037</td>
<td>0.554 ± 0.052</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.00</td>
<td>2.25</td>
<td>0.045 ± 0.005</td>
<td>0.363 ± 0.032</td>
<td>0.559 ± 0.051</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.25</td>
<td>2.50</td>
<td>0.046 ± 0.004</td>
<td>0.341 ± 0.030</td>
<td>0.526 ± 0.044</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.50</td>
<td>2.75</td>
<td>0.037 ± 0.004</td>
<td>0.285 ± 0.027</td>
<td>0.428 ± 0.039</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.75</td>
<td>3.00</td>
<td>0.031 ± 0.003</td>
<td>0.238 ± 0.026</td>
<td>0.350 ± 0.034</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.00</td>
<td>3.25</td>
<td>0.024 ± 0.002</td>
<td>0.174 ± 0.018</td>
<td>0.253 ± 0.028</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.25</td>
<td>4.00</td>
<td>0.019 ± 0.002</td>
<td>0.137 ± 0.012</td>
<td>0.206 ± 0.017</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.00</td>
<td>5.00</td>
<td>0.011 ± 0.001</td>
<td>0.072 ± 0.006</td>
<td>0.116 ± 0.011</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.00</td>
<td>6.50</td>
<td>0.005 ± 0.001</td>
<td>0.022 ± 0.004</td>
<td>0.033 ± 0.005</td>
</tr>
</tbody>
</table>
### APPENDIX B. HARP TARGETS $\pi^+$ YIELD DATA

<table>
<thead>
<tr>
<th>$\theta_{\text{min}}$ (mrad)</th>
<th>$\theta_{\text{max}}$ (mrad)</th>
<th>$p_{\text{min}}$ (GeV/c)</th>
<th>$p_{\text{max}}$ (GeV/c)</th>
<th>$d^2N_{\pi^+}/(dpd\Omega)$</th>
<th>$d^2N_{\pi^+}/(dpd\Omega)$</th>
<th>$d^2N_{\pi^+}/(dpd\Omega)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>120</td>
<td>0.75</td>
<td>1.00</td>
<td>0.047 ± 0.006</td>
<td>0.352 ± 0.048</td>
<td>0.658 ± 0.085</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00</td>
<td>1.25</td>
<td>0.051 ± 0.006</td>
<td>0.331 ± 0.040</td>
<td>0.561 ± 0.063</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.25</td>
<td>1.50</td>
<td>0.050 ± 0.005</td>
<td>0.378 ± 0.042</td>
<td>0.484 ± 0.053</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.50</td>
<td>1.75</td>
<td>0.045 ± 0.005</td>
<td>0.329 ± 0.031</td>
<td>0.499 ± 0.053</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.75</td>
<td>2.00</td>
<td>0.042 ± 0.004</td>
<td>0.306 ± 0.032</td>
<td>0.476 ± 0.044</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.00</td>
<td>2.25</td>
<td>0.038 ± 0.004</td>
<td>0.249 ± 0.025</td>
<td>0.431 ± 0.040</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.25</td>
<td>2.50</td>
<td>0.034 ± 0.003</td>
<td>0.210 ± 0.021</td>
<td>0.391 ± 0.035</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.50</td>
<td>2.75</td>
<td>0.028 ± 0.002</td>
<td>0.190 ± 0.020</td>
<td>0.330 ± 0.034</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.75</td>
<td>3.00</td>
<td>0.023 ± 0.002</td>
<td>0.171 ± 0.018</td>
<td>0.276 ± 0.033</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.00</td>
<td>3.25</td>
<td>0.017 ± 0.002</td>
<td>0.124 ± 0.014</td>
<td>0.182 ± 0.021</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.25</td>
<td>4.00</td>
<td>0.012 ± 0.001</td>
<td>0.089 ± 0.009</td>
<td>0.134 ± 0.012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.00</td>
<td>5.00</td>
<td>0.006 ± 0.001</td>
<td>0.044 ± 0.005</td>
<td>0.068 ± 0.007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.00</td>
<td>6.50</td>
<td>0.0022 ± 0.0004</td>
<td>0.011 ± 0.002</td>
<td>0.018 ± 0.004</td>
</tr>
<tr>
<td>120</td>
<td>150</td>
<td>0.75</td>
<td>1.00</td>
<td>0.047 ± 0.007</td>
<td>0.404 ± 0.063</td>
<td>0.647 ± 0.098</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00</td>
<td>1.25</td>
<td>0.047 ± 0.005</td>
<td>0.373 ± 0.046</td>
<td>0.540 ± 0.065</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.25</td>
<td>1.50</td>
<td>0.042 ± 0.005</td>
<td>0.321 ± 0.038</td>
<td>0.474 ± 0.055</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.50</td>
<td>1.75</td>
<td>0.038 ± 0.004</td>
<td>0.303 ± 0.032</td>
<td>0.448 ± 0.049</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.75</td>
<td>2.00</td>
<td>0.037 ± 0.003</td>
<td>0.259 ± 0.028</td>
<td>0.351 ± 0.037</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.00</td>
<td>2.25</td>
<td>0.032 ± 0.003</td>
<td>0.192 ± 0.021</td>
<td>0.291 ± 0.032</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.25</td>
<td>2.50</td>
<td>0.025 ± 0.002</td>
<td>0.154 ± 0.017</td>
<td>0.260 ± 0.028</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.50</td>
<td>2.75</td>
<td>0.019 ± 0.002</td>
<td>0.119 ± 0.016</td>
<td>0.220 ± 0.024</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.75</td>
<td>3.00</td>
<td>0.016 ± 0.002</td>
<td>0.103 ± 0.013</td>
<td>0.198 ± 0.025</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.00</td>
<td>3.25</td>
<td>0.012 ± 0.002</td>
<td>0.083 ± 0.011</td>
<td>0.135 ± 0.018</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.25</td>
<td>4.00</td>
<td>0.008 ± 0.001</td>
<td>0.059 ± 0.008</td>
<td>0.092 ± 0.010</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.00</td>
<td>5.00</td>
<td>0.004 ± 0.001</td>
<td>0.024 ± 0.003</td>
<td>0.049 ± 0.006</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.00</td>
<td>6.50</td>
<td>0.0013 ± 0.0001</td>
<td>0.005 ± 0.002</td>
<td>0.011 ± 0.003</td>
</tr>
</tbody>
</table>
### APPENDIX B. HARP TARGETS \( \pi^+ \) YIELD DATA

<table>
<thead>
<tr>
<th>( \theta_{\text{min}} ) (mrad)</th>
<th>( \theta_{\text{max}} ) (mrad)</th>
<th>( p_{\text{min}} ) (GeV/c)</th>
<th>( p_{\text{max}} ) (GeV/c)</th>
<th>( d^2 N^{\pi^+}/(dpd\Omega) ) 1/(GeV/c sr)</th>
<th>( d^2 N^{\pi^+}/(dpd\Omega) ) 1/(GeV/c sr)</th>
<th>( d^2 N^{\pi^+}/(dpd\Omega) ) 1/(GeV/c sr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>180</td>
<td>0.75</td>
<td>1.00</td>
<td>0.047 ± 0.007</td>
<td>0.416 ± 0.062</td>
<td>0.657 ± 0.117</td>
</tr>
<tr>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.046 ± 0.006</td>
<td>0.355 ± 0.045</td>
<td>0.482 ± 0.063</td>
</tr>
<tr>
<td>1.00</td>
<td>1.25</td>
<td>1.25</td>
<td>1.50</td>
<td>0.046 ± 0.005</td>
<td>0.319 ± 0.038</td>
<td>0.428 ± 0.051</td>
</tr>
<tr>
<td>1.00</td>
<td>1.50</td>
<td>1.75</td>
<td>0.043 ± 0.005</td>
<td>0.244 ± 0.030</td>
<td>0.399 ± 0.046</td>
<td></td>
</tr>
<tr>
<td>1.75</td>
<td>2.00</td>
<td>2.00</td>
<td>0.031 ± 0.003</td>
<td>0.233 ± 0.039</td>
<td>0.324 ± 0.040</td>
<td></td>
</tr>
<tr>
<td>2.00</td>
<td>2.25</td>
<td>2.25</td>
<td>0.021 ± 0.002</td>
<td>0.182 ± 0.024</td>
<td>0.245 ± 0.029</td>
<td></td>
</tr>
<tr>
<td>2.25</td>
<td>2.50</td>
<td>2.50</td>
<td>0.019 ± 0.002</td>
<td>0.147 ± 0.020</td>
<td>0.197 ± 0.023</td>
<td></td>
</tr>
<tr>
<td>2.50</td>
<td>2.75</td>
<td>2.75</td>
<td>0.015 ± 0.002</td>
<td>0.094 ± 0.016</td>
<td>0.143 ± 0.020</td>
<td></td>
</tr>
<tr>
<td>2.75</td>
<td>3.00</td>
<td>3.00</td>
<td>0.011 ± 0.002</td>
<td>0.063 ± 0.012</td>
<td>0.105 ± 0.017</td>
<td></td>
</tr>
<tr>
<td>3.00</td>
<td>3.25</td>
<td>3.25</td>
<td>0.007 ± 0.001</td>
<td>0.040 ± 0.008</td>
<td>0.071 ± 0.012</td>
<td></td>
</tr>
<tr>
<td>3.25</td>
<td>4.00</td>
<td>4.00</td>
<td>0.005 ± 0.001</td>
<td>0.032 ± 0.005</td>
<td>0.044 ± 0.007</td>
<td></td>
</tr>
<tr>
<td>4.00</td>
<td>5.00</td>
<td>5.00</td>
<td>0.0020 ± 0.0003</td>
<td>0.013 ± 0.002</td>
<td>0.016 ± 0.004</td>
<td></td>
</tr>
<tr>
<td>5.00</td>
<td>6.50</td>
<td>6.50</td>
<td>0.0007 ± 0.0001</td>
<td>0.003 ± 0.001</td>
<td>0.003 ± 0.001</td>
<td></td>
</tr>
<tr>
<td>180</td>
<td>210</td>
<td>0.75</td>
<td>1.00</td>
<td>0.046 ± 0.008</td>
<td>0.406 ± 0.069</td>
<td>0.594 ± 0.101</td>
</tr>
<tr>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.045 ± 0.006</td>
<td>0.294 ± 0.047</td>
<td>0.459 ± 0.065</td>
</tr>
<tr>
<td>1.00</td>
<td>1.25</td>
<td>1.25</td>
<td>1.50</td>
<td>0.031 ± 0.005</td>
<td>0.212 ± 0.029</td>
<td>0.387 ± 0.058</td>
</tr>
<tr>
<td>1.00</td>
<td>1.50</td>
<td>1.75</td>
<td>0.023 ± 0.003</td>
<td>0.176 ± 0.027</td>
<td>0.315 ± 0.044</td>
<td></td>
</tr>
<tr>
<td>1.75</td>
<td>2.00</td>
<td>2.00</td>
<td>0.020 ± 0.003</td>
<td>0.134 ± 0.021</td>
<td>0.232 ± 0.034</td>
<td></td>
</tr>
<tr>
<td>2.00</td>
<td>2.25</td>
<td>2.25</td>
<td>0.015 ± 0.002</td>
<td>0.080 ± 0.013</td>
<td>0.189 ± 0.028</td>
<td></td>
</tr>
<tr>
<td>2.25</td>
<td>2.50</td>
<td>2.50</td>
<td>0.010 ± 0.001</td>
<td>0.058 ± 0.013</td>
<td>0.126 ± 0.019</td>
<td></td>
</tr>
<tr>
<td>2.50</td>
<td>2.75</td>
<td>2.75</td>
<td>0.007 ± 0.001</td>
<td>0.042 ± 0.010</td>
<td>0.079 ± 0.013</td>
<td></td>
</tr>
<tr>
<td>2.75</td>
<td>3.00</td>
<td>3.00</td>
<td>0.005 ± 0.001</td>
<td>0.026 ± 0.007</td>
<td>0.065 ± 0.013</td>
<td></td>
</tr>
<tr>
<td>3.00</td>
<td>3.25</td>
<td>3.25</td>
<td>0.003 ± 0.001</td>
<td>0.020 ± 0.005</td>
<td>0.053 ± 0.012</td>
<td></td>
</tr>
<tr>
<td>3.25</td>
<td>4.00</td>
<td>4.00</td>
<td>0.002 ± 0.001</td>
<td>0.014 ± 0.003</td>
<td>0.023 ± 0.006</td>
<td></td>
</tr>
<tr>
<td>4.00</td>
<td>5.00</td>
<td>5.00</td>
<td>0.0013 ± 0.0002</td>
<td>0.005 ± 0.001</td>
<td>0.009 ± 0.003</td>
<td></td>
</tr>
<tr>
<td>5.00</td>
<td>6.50</td>
<td>6.50</td>
<td>0.0003 ± 0.0001</td>
<td>0.001 ± 0.001</td>
<td>0.003 ± 0.001</td>
<td></td>
</tr>
</tbody>
</table>
Appendix C

Harp Targets $\pi^-$ Yield Data

The measured double-differential yield of $\pi^-$ production from the 8.9 GeV/c proton-beryllium interactions of HARP data are tabulated in this appendix. The productions of $\pi^-$ from the three Be targets of 2 cm, 20 cm and 40 cm are presented in the table. The table contains measurements and their estimated diagonal errors of the full covariance matrix. Measurements are tabulated in the momentum bins of 0.75 GeV/c - 6.5 GeV/c and the polar angular bins of 30 mrad - 210 mrad.
Table C.1: $\pi^-$ production yield, $d^2N/(dpd\Omega)$, as a function of momentum $p$ for MB100, MB50 and Be5 targets data.

<table>
<thead>
<tr>
<th>$\theta_{\text{min}}$  (mrad)</th>
<th>$\theta_{\text{max}}$ (mrad)</th>
<th>$p_{\text{min}}$ (GeV/c)</th>
<th>$p_{\text{max}}$ (GeV/c)</th>
<th>$d^2N_{\pi^-}/(dpd\Omega)$ 1/(GeV/c sr)</th>
<th>$d^2N_{\pi^-}/(dpd\Omega)$ 1/(GeV/c sr)</th>
<th>$d^2N_{\pi^-}/(dpd\Omega)$ 1/(GeV/c sr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>60</td>
<td>0.75</td>
<td>1.00</td>
<td>0.033 ± 0.006</td>
<td>0.232 ± 0.045</td>
<td>0.320 ± 0.061</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00</td>
<td>1.25</td>
<td>0.042 ± 0.007</td>
<td>0.246 ± 0.043</td>
<td>0.367 ± 0.062</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.25</td>
<td>1.50</td>
<td>0.036 ± 0.005</td>
<td>0.295 ± 0.046</td>
<td>0.322 ± 0.052</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.50</td>
<td>1.75</td>
<td>0.027 ± 0.005</td>
<td>0.258 ± 0.038</td>
<td>0.294 ± 0.044</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.75</td>
<td>2.00</td>
<td>0.025 ± 0.004</td>
<td>0.236 ± 0.032</td>
<td>0.267 ± 0.039</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.00</td>
<td>2.25</td>
<td>0.026 ± 0.004</td>
<td>0.191 ± 0.025</td>
<td>0.263 ± 0.035</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.25</td>
<td>2.50</td>
<td>0.023 ± 0.003</td>
<td>0.137 ± 0.020</td>
<td>0.240 ± 0.030</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.50</td>
<td>2.75</td>
<td>0.020 ± 0.003</td>
<td>0.106 ± 0.015</td>
<td>0.188 ± 0.027</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.75</td>
<td>3.00</td>
<td>0.017 ± 0.003</td>
<td>0.095 ± 0.014</td>
<td>0.134 ± 0.021</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.00</td>
<td>3.25</td>
<td>0.011 ± 0.002</td>
<td>0.072 ± 0.013</td>
<td>0.098 ± 0.017</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.25</td>
<td>4.00</td>
<td>0.010 ± 0.001</td>
<td>0.065 ± 0.008</td>
<td>0.088 ± 0.011</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.00</td>
<td>5.00</td>
<td>0.006 ± 0.001</td>
<td>0.035 ± 0.005</td>
<td>0.057 ± 0.007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.00</td>
<td>6.50</td>
<td>0.0014 ± 0.0004</td>
<td>0.008 ± 0.002</td>
<td>0.015 ± 0.004</td>
</tr>
<tr>
<td>60</td>
<td>90</td>
<td>0.75</td>
<td>1.00</td>
<td>0.029 ± 0.005</td>
<td>0.225 ± 0.042</td>
<td>0.357 ± 0.065</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00</td>
<td>1.25</td>
<td>0.031 ± 0.005</td>
<td>0.246 ± 0.037</td>
<td>0.371 ± 0.056</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.25</td>
<td>1.50</td>
<td>0.030 ± 0.004</td>
<td>0.228 ± 0.032</td>
<td>0.306 ± 0.042</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.50</td>
<td>1.75</td>
<td>0.034 ± 0.004</td>
<td>0.211 ± 0.026</td>
<td>0.301 ± 0.037</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.75</td>
<td>2.00</td>
<td>0.031 ± 0.003</td>
<td>0.218 ± 0.027</td>
<td>0.300 ± 0.035</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.00</td>
<td>2.25</td>
<td>0.025 ± 0.003</td>
<td>0.178 ± 0.020</td>
<td>0.238 ± 0.027</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.25</td>
<td>2.50</td>
<td>0.020 ± 0.002</td>
<td>0.132 ± 0.016</td>
<td>0.199 ± 0.024</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.50</td>
<td>2.75</td>
<td>0.013 ± 0.002</td>
<td>0.107 ± 0.014</td>
<td>0.158 ± 0.020</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.75</td>
<td>3.00</td>
<td>0.011 ± 0.002</td>
<td>0.092 ± 0.014</td>
<td>0.117 ± 0.015</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.00</td>
<td>3.25</td>
<td>0.009 ± 0.001</td>
<td>0.056 ± 0.012</td>
<td>0.090 ± 0.013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.25</td>
<td>4.00</td>
<td>0.007 ± 0.001</td>
<td>0.045 ± 0.006</td>
<td>0.076 ± 0.009</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.00</td>
<td>5.00</td>
<td>0.003 ± 0.001</td>
<td>0.023 ± 0.003</td>
<td>0.036 ± 0.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.00</td>
<td>6.50</td>
<td>0.0006 ± 0.0003</td>
<td>0.006 ± 0.002</td>
<td>0.009 ± 0.003</td>
</tr>
</tbody>
</table>
## APPENDIX C. HARP TARGETS $\pi^-$ YIELD DATA

<table>
<thead>
<tr>
<th>$\theta_{\text{min}}$ (mrad)</th>
<th>$\theta_{\text{max}}$ (mrad)</th>
<th>$p_{\text{min}}$ (GeV/c)</th>
<th>$p_{\text{max}}$ (GeV/c)</th>
<th>$d^2N^{\pi^-}/(dpd\Omega)$</th>
<th>$d^2N^{\pi^-}/(dpd\Omega)$</th>
<th>$d^2N^{\pi^-}/(dpd\Omega)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Be5</td>
<td>MB50</td>
<td>MB100</td>
</tr>
<tr>
<td>90</td>
<td>120</td>
<td>0.75</td>
<td>1.00</td>
<td>0.038 ± 0.007</td>
<td>0.253 ± 0.043</td>
<td>0.393 ± 0.066</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00</td>
<td>1.25</td>
<td>0.036 ± 0.005</td>
<td>0.252 ± 0.038</td>
<td>0.337 ± 0.048</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.25</td>
<td>1.50</td>
<td>0.032 ± 0.004</td>
<td>0.237 ± 0.030</td>
<td>0.304 ± 0.038</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.50</td>
<td>1.75</td>
<td>0.028 ± 0.003</td>
<td>0.198 ± 0.024</td>
<td>0.297 ± 0.037</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.75</td>
<td>2.00</td>
<td>0.022 ± 0.003</td>
<td>0.166 ± 0.019</td>
<td>0.257 ± 0.029</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.00</td>
<td>2.25</td>
<td>0.018 ± 0.002</td>
<td>0.140 ± 0.017</td>
<td>0.211 ± 0.026</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.25</td>
<td>2.50</td>
<td>0.015 ± 0.002</td>
<td>0.107 ± 0.014</td>
<td>0.139 ± 0.018</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.50</td>
<td>2.75</td>
<td>0.011 ± 0.002</td>
<td>0.080 ± 0.011</td>
<td>0.114 ± 0.015</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.75</td>
<td>3.00</td>
<td>0.009 ± 0.001</td>
<td>0.060 ± 0.010</td>
<td>0.101 ± 0.016</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.00</td>
<td>3.25</td>
<td>0.007 ± 0.001</td>
<td>0.047 ± 0.014</td>
<td>0.083 ± 0.021</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.25</td>
<td>4.00</td>
<td>0.005 ± 0.001</td>
<td>0.030 ± 0.005</td>
<td>0.054 ± 0.008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.00</td>
<td>5.00</td>
<td>0.0021 ± 0.0003</td>
<td>0.014 ± 0.003</td>
<td>0.025 ± 0.004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.00</td>
<td>6.50</td>
<td>0.003 ± 0.0001</td>
<td>0.003 ± 0.001</td>
<td>0.003 ± 0.001</td>
</tr>
<tr>
<td>120</td>
<td>150</td>
<td>0.75</td>
<td>1.00</td>
<td>0.036 ± 0.006</td>
<td>0.278 ± 0.049</td>
<td>0.381 ± 0.064</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00</td>
<td>1.25</td>
<td>0.034 ± 0.005</td>
<td>0.219 ± 0.033</td>
<td>0.327 ± 0.047</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.25</td>
<td>1.50</td>
<td>0.032 ± 0.004</td>
<td>0.218 ± 0.031</td>
<td>0.324 ± 0.045</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.50</td>
<td>1.75</td>
<td>0.028 ± 0.003</td>
<td>0.168 ± 0.023</td>
<td>0.219 ± 0.027</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.75</td>
<td>2.00</td>
<td>0.022 ± 0.003</td>
<td>0.159 ± 0.022</td>
<td>0.197 ± 0.029</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.00</td>
<td>2.25</td>
<td>0.018 ± 0.002</td>
<td>0.130 ± 0.018</td>
<td>0.175 ± 0.022</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.25</td>
<td>2.50</td>
<td>0.012 ± 0.002</td>
<td>0.089 ± 0.012</td>
<td>0.135 ± 0.018</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.50</td>
<td>2.75</td>
<td>0.008 ± 0.001</td>
<td>0.078 ± 0.012</td>
<td>0.124 ± 0.020</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.75</td>
<td>3.00</td>
<td>0.006 ± 0.001</td>
<td>0.057 ± 0.011</td>
<td>0.096 ± 0.022</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.00</td>
<td>3.25</td>
<td>0.005 ± 0.001</td>
<td>0.037 ± 0.008</td>
<td>0.061 ± 0.015</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.25</td>
<td>4.00</td>
<td>0.003 ± 0.000</td>
<td>0.023 ± 0.004</td>
<td>0.039 ± 0.006</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.00</td>
<td>5.00</td>
<td>0.0011 ± 0.0002</td>
<td>0.008 ± 0.002</td>
<td>0.012 ± 0.003</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.00</td>
<td>6.50</td>
<td>0.00010 ± 0.00004</td>
<td>0.001 ± 0.001</td>
<td>0.001 ± 0.001</td>
</tr>
<tr>
<td>(\theta_{\text{min}}) (mrad)</td>
<td>(\theta_{\text{max}}) (mrad)</td>
<td>(p_{\text{min}}) (GeV/c)</td>
<td>(p_{\text{max}}) (GeV/c)</td>
<td>(d^2N_{\pi^-}/(dpd\Omega)) 1/(GeV/c sr)</td>
<td>(d^2N_{\pi^-}/(dpd\Omega)) 1/(GeV/c sr)</td>
<td>(d^2N_{\pi^-}/(dpd\Omega)) 1/(GeV/c sr)</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>150</td>
<td>180</td>
<td>0.75</td>
<td>1.00</td>
<td>0.039 ± 0.007</td>
<td>0.305 ± 0.054</td>
<td>0.458 ± 0.086</td>
</tr>
<tr>
<td>1.00</td>
<td>1.25</td>
<td>0.033 ± 0.005</td>
<td>0.295 ± 0.046</td>
<td>0.400 ± 0.059</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.25</td>
<td>1.50</td>
<td>0.029 ± 0.004</td>
<td>0.210 ± 0.029</td>
<td>0.280 ± 0.040</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.50</td>
<td>1.75</td>
<td>0.022 ± 0.003</td>
<td>0.154 ± 0.021</td>
<td>0.232 ± 0.031</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.75</td>
<td>2.00</td>
<td>0.016 ± 0.002</td>
<td>0.111 ± 0.017</td>
<td>0.210 ± 0.034</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.00</td>
<td>2.25</td>
<td>0.012 ± 0.002</td>
<td>0.094 ± 0.014</td>
<td>0.164 ± 0.023</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.25</td>
<td>2.50</td>
<td>0.009 ± 0.002</td>
<td>0.065 ± 0.011</td>
<td>0.096 ± 0.016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.50</td>
<td>2.75</td>
<td>0.006 ± 0.001</td>
<td>0.044 ± 0.008</td>
<td>0.073 ± 0.013</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.75</td>
<td>3.00</td>
<td>0.005 ± 0.001</td>
<td>0.035 ± 0.006</td>
<td>0.057 ± 0.011</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.00</td>
<td>3.25</td>
<td>0.003 ± 0.001</td>
<td>0.022 ± 0.005</td>
<td>0.033 ± 0.007</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.25</td>
<td>4.00</td>
<td>0.0019 ± 0.0004</td>
<td>0.013 ± 0.003</td>
<td>0.019 ± 0.004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.00</td>
<td>5.00</td>
<td>0.0004 ± 0.0001</td>
<td>0.003 ± 0.001</td>
<td>0.005 ± 0.002</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.00</td>
<td>6.50</td>
<td>0.00003 ± 0.00001</td>
<td>0.000 ± 0.001</td>
<td>0.001 ± 0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>180</td>
<td>210</td>
<td>0.75</td>
<td>1.00</td>
<td>0.037 ± 0.007</td>
<td>0.250 ± 0.046</td>
<td>0.351 ± 0.067</td>
</tr>
<tr>
<td>1.00</td>
<td>1.25</td>
<td>0.031 ± 0.005</td>
<td>0.191 ± 0.029</td>
<td>0.309 ± 0.049</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.25</td>
<td>1.50</td>
<td>0.022 ± 0.004</td>
<td>0.155 ± 0.025</td>
<td>0.253 ± 0.039</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.50</td>
<td>1.75</td>
<td>0.018 ± 0.003</td>
<td>0.121 ± 0.019</td>
<td>0.189 ± 0.028</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.75</td>
<td>2.00</td>
<td>0.014 ± 0.002</td>
<td>0.090 ± 0.016</td>
<td>0.136 ± 0.022</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.00</td>
<td>2.25</td>
<td>0.011 ± 0.002</td>
<td>0.065 ± 0.011</td>
<td>0.087 ± 0.015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.25</td>
<td>2.50</td>
<td>0.007 ± 0.001</td>
<td>0.051 ± 0.010</td>
<td>0.075 ± 0.013</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.50</td>
<td>2.75</td>
<td>0.005 ± 0.001</td>
<td>0.030 ± 0.006</td>
<td>0.054 ± 0.009</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.75</td>
<td>3.00</td>
<td>0.003 ± 0.001</td>
<td>0.018 ± 0.004</td>
<td>0.033 ± 0.007</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.00</td>
<td>3.25</td>
<td>0.0018 ± 0.0004</td>
<td>0.010 ± 0.003</td>
<td>0.016 ± 0.005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.25</td>
<td>4.00</td>
<td>0.0008 ± 0.0002</td>
<td>0.007 ± 0.002</td>
<td>0.008 ± 0.003</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.00</td>
<td>5.00</td>
<td>0.00014 ± 0.00006</td>
<td>0.003 ± 0.001</td>
<td>0.003 ± 0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.00</td>
<td>6.50</td>
<td>0.00001 ± 0.00001</td>
<td>0.001 ± 0.001</td>
<td>0.000 ± 0.001</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix D

Proton-beryllium interaction length

In this appendix we describe the measurement of p-Be interaction length, $\lambda_I$, by reconstructing the interaction vertices in 40.0 cm long target data.

We use short target data vertex distribution to obtain interaction vertex resolution for our analysis. In the first step of this process, we fit the function in Eq. (D.1) to the Be5 short target vertex distribution as shown in Fig. D.1

$$F_{Be5}(z) = p_0 + \frac{p_1}{(z - p_2)^2 + p_3}.$$  (D.1)

The theoretical vertex distribution for 40.0 cm long target is obtained by convolving Eq. (D.1) with a 40 cm long target as defined in equation (D.2). The convolution integral depends on starting position of the target and the interaction length of the material. The starting position of the target is varying from -200 mm to -150 mm with step size of 2 mm, and the interaction length parameter is varying from 300 mm to 600 mm with step size of 10.0 mm.

$$P(z) = \sum_{z_{tar}} F_{Be5}(z - z_{tar}) \cdot e^{-z_{tar}/\lambda_I} \cdot \delta z_{tar},$$  (D.2)

where $z_{tar}$ is the coordinate of the target position along z-axis and $\delta z_{tar}$ is the bin width of that vertex coordinate. Next the convolution integral distribution is compared
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Figure D.1: The fitted curve (Solid-black) on the interaction vertex distribution of Be5 short target data.

with the reconstructed real interaction length distribution. The parameters $z_i n$ and $\lambda_I$ are obtained by minimizing a 2D $\chi^2$ distribution (D.3)

$$\chi^2(z_{in}, \lambda_I) = \sum_j \frac{(DATA(z_j) - P(z_j, \lambda_I, z_{in}))^2}{\sigma_j^2(DATA)}.$$  \hspace{1cm} (D.3)

We find the minimum by fitting the $\chi^2$ distribution to a parabolic curve (D.4).

$$F(z_{in}, \lambda_I) = p_0 + p_1 \cdot (z_{in} - p_2)^2 + p_3 \cdot (\lambda_I - p_4)^2 + p_5 \cdot (z_{in} - p_2) \cdot (\lambda_I - p_4).$$  \hspace{1cm} (D.4)

Where $p_0 - p_5$ are the fitting parameters. Figure D.2 (a) shows the contour plot of 2D $\chi^2$ distribution which is nearly parabolic and the figure D.2 (b) shows the the parabolic function which fitted with the 2D $\chi^2$ distribution to estimate the minimum point. The values of the best fitted parameters are presented in the Table D.1. The estimated p-Be interaction length from the 40.0 cm beryllium target data is $454^{+14}_{-9}$ mm as compared to PDG value of 407 mm.

The best estimated initial position of the target is $-169.0^{+0.6}_{-1.0}$ mm. The convolution integral distribution for these $\lambda_I$ and $z_{in}$ is plotted in Fig. D.3 with the MB100 real data distribution. While the fitted value of $\lambda_I$ is higher than what we expected,
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Figure D.2: (a) $\chi^2$ distribution of matching convolution plot with MB100 data distribution in the variable space of $\lambda_I$ and $z_{in}$. (b) Best fitted parabolic function of $\chi^2$ space.

These parameters give a good fit to the data. Our analysis does not correct for tertiary interactions in the target and this may be the reason for the longer measured interaction length.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>value</th>
<th>parabolic error</th>
<th>MINOS error (-ve)</th>
<th>MINOS error (+ve)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_0$</td>
<td>$2.069e+02$</td>
<td>$2.228e+00$</td>
<td>$-2.238e+00$</td>
<td>$2.236e+00$</td>
</tr>
<tr>
<td>$p_1$</td>
<td>$1.397e+00$</td>
<td>$4.776e-02$</td>
<td>$-4.815e-02$</td>
<td>$4.815e-02$</td>
</tr>
<tr>
<td>$p_2$</td>
<td>$-1.690e+02$</td>
<td>$6.466e-01$</td>
<td>$-1.007e+00$</td>
<td>$6.326e-01$</td>
</tr>
<tr>
<td>$p_4$</td>
<td>$4.544e+02$</td>
<td>$8.947e+00$</td>
<td>$-8.604e+00$</td>
<td>$1.419e+01$</td>
</tr>
<tr>
<td>$p_5$</td>
<td>$1.916e-01$</td>
<td>$5.771e-03$</td>
<td>$-5.893e-03$</td>
<td>$5.896e-03$</td>
</tr>
</tbody>
</table>

Table D.1: List of the best fitted parameter values of parabolic fitting function (D.4). Since the MINOS errors are calculated by taking account the parameter correlations in the minimization process, we use MINOS errors to estimate the uncertainties of best fitted parameters.
Figure D.3: The interaction vertex distribution (red-dotted) of MB100 data and the convolution integral plot (solid-black) for \( \lambda_I = 454 \) mm and \( z_{in} = -169.0 \) mm.
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