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In the present work, the Giles non-reflecting boundary conditions have been extended to Curvilinear co-ordinates for wall-bounded flows. In addition to the non-reflecting boundary conditions, wall boundary conditions have been derived and implemented for inflow/outflow-wall corners (grid points common to the inflow/outflow and wall boundaries) so that the flow solution at the corner points satisfies both the inflow/outflow boundary conditions and the wall boundary conditions. Two-dimensional, wall-bounded, Ringleb flow configurations (with non-orthogonal grids and curved boundary geometries) were used as test cases to validate the non-reflecting boundary conditions and the wall corner conditions. The wall corner conditions for the Cartesian Giles boundary conditions were sufficient to eliminate the flow through wall at inflow and outflow corners. However, the Cartesian Giles boundary conditions along with the wall corner conditions could not solve the corner problem in the Ringleb flow test cases and eventually caused the flow solution to diverge. Two-dimensional Curvilinear Giles boundary conditions derived from the Curvilinear form...
of the linearized Euler equations resulted in additional terms that were not present in the chain rule form of Cartesian Giles boundary conditions. These additional terms contained the factor \((\xi_x \eta_x + \xi_y \eta_y)\) which becomes zero for an orthogonal grid. The Curvilinear Giles boundary conditions, when implemented without the additional terms, displayed the same corner problem that was encountered with the chain rule form of Cartesian Giles boundary conditions, proving the significance of the additional orthogonal terms. In order to completely eliminate flow through the wall and obtain the correct solution at the corners, the Curvilinear boundary conditions with the additional terms and the wall corner conditions were required. The Curvilinear Giles boundary conditions along with the wall corner conditions were successfully tested on various Ringleb flow geometries and grid densities. However, a long-term instability was noticed for all the Ringleb flow configurations beyond a certain number of grid points. This was eliminated by stretching the grid towards the inflow and outflow boundaries. Converged solutions were obtained for all the test cases with acceptable L2 errors.
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## Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta$</td>
<td>Curvilinear co-ordinate corresponding y-direction</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Ratio of specific heats</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>Diagonal matrix of eigenvalues</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$\xi_x \eta_x + \xi_y \eta_y$</td>
</tr>
<tr>
<td>$\nu$</td>
<td>$\xi_x \eta_y - \xi_y \eta_x$</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Wave frequency</td>
</tr>
<tr>
<td>$\bar{\rho}$</td>
<td>Mean density</td>
</tr>
<tr>
<td>$\bar{p}$</td>
<td>Mean pressure</td>
</tr>
<tr>
<td>$\mathbf{U}$</td>
<td>Contravariant mean velocity in $\xi$ direction</td>
</tr>
<tr>
<td>$u$</td>
<td>Mean flow speed in x-direction</td>
</tr>
<tr>
<td>$\mathbf{V}$</td>
<td>Contravariant mean velocity in $\eta$ direction</td>
</tr>
<tr>
<td>$v$</td>
<td>Mean flow speed in y-direction</td>
</tr>
<tr>
<td>$\pi^L_n$</td>
<td>First order approximation to the left eigenvector corresponding to $\lambda_n$</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$\bar{w}$</td>
<td>Mean flow speed in z-direction</td>
</tr>
<tr>
<td>$c_g$</td>
<td>Group velocity column matrix</td>
</tr>
<tr>
<td>$\vec{m}$</td>
<td>Unit vector tangent to the non-reflecting boundary</td>
</tr>
<tr>
<td>$\vec{N}_w$</td>
<td>Unit vector normal to the wall boundary</td>
</tr>
<tr>
<td>$\vec{n}$</td>
<td>Unit vector normal to the non-reflecting boundary</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>$\sqrt{\eta_x^2 + \eta_y^2}$</td>
</tr>
<tr>
<td>$\Psi$</td>
<td>$\sqrt{\xi_x^2 + \xi_y^2}$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Instantaneous density</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Curvilinear co-ordinate corresponding x-direction</td>
</tr>
<tr>
<td>$\xi_x, \xi_y, \eta_x, \eta_y$</td>
<td>Grid metrics</td>
</tr>
<tr>
<td>$C$</td>
<td>Matrix of reflection co-efficients</td>
</tr>
<tr>
<td>$c$</td>
<td>Speed of sound</td>
</tr>
<tr>
<td>$C_i$</td>
<td>Characteristic variables of Euler equations</td>
</tr>
<tr>
<td>$k$</td>
<td>Wavenumber in x-direction</td>
</tr>
<tr>
<td>$l$</td>
<td>Wavenumber in y-direction</td>
</tr>
<tr>
<td>$m$</td>
<td>Wavenumber in z-direction</td>
</tr>
<tr>
<td>$p$</td>
<td>Instantaneous pressure</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$u$</td>
<td>Instantaneous flow speed in x-direction</td>
</tr>
<tr>
<td>$u_n^L$</td>
<td>Left eigenvector of the dispersion relation, corresponding to the eigenvalue $\lambda_n$</td>
</tr>
<tr>
<td>$u_n^R$</td>
<td>Right eigenvector of the dispersion relation, corresponding to the eigenvalue $\lambda_n$</td>
</tr>
<tr>
<td>$v$</td>
<td>Instantaneous flow speed in y-direction</td>
</tr>
<tr>
<td>$v_n^L$</td>
<td>Alternate definition of the Left eigenvector of the dispersion relation, corresponding to the eigenvalue $\lambda_n$</td>
</tr>
<tr>
<td>$w$</td>
<td>Instantaneous flow speed in z-direction</td>
</tr>
<tr>
<td>$w_n^L$</td>
<td>Left eigenvector of the dispersion relation, corresponding to the eigenvalue $\lambda_n = 0$</td>
</tr>
<tr>
<td>$w_n^R$</td>
<td>Right eigenvector of the dispersion relation, corresponding to the eigenvalue $\lambda_n = 0$</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

1.1 Motivation

Numerical modeling often involves solution of a given set of governing equations over a finite computational domain. While the domain could be naturally bounded by physical boundaries such as a solid wall, an artificial free-surface boundary is sometimes introduced in order to limit the extent of the domain and make the modeling feasible. Examples of such situations include limited-area problems in oceanography and meteorology and the modeling of fluid flows in exterior domains. The governing equations for these physical problems (such as the Euler equations of gas dynamics, the shallow water equations, Maxwell’s equations, the equations of magnetohydrodynamics, the classical wave equation and, the elastic wave equation) are all hyperbolic systems of partial differential equations. From a mathematical point of view, in order to determine a unique solution to a given set of hyperbolic partial differential equations, it is necessary to specify an Initial Solution and impose conditions on the
solution at the non-physical and/or physical boundaries. These imposed conditions are commonly known as *Boundary Conditions*. The resulting problem is called an *Initial-Boundary Value Problem* (IBVP). To formulate a well-posed IBVP, the correct number of boundary conditions must be specified. Over-specification or under-specification of boundary conditions will lead to an ill-posed problem. In some cases, the correct boundary conditions to be imposed can be easily identified from physical considerations. At a solid wall boundary, it is trivial that there is no flow passing through the wall and hence the normal component of flow momentum must be set to zero. In case of a viscous flow, the tangential component of momentum is also set to zero (the no-slip boundary condition). But, at artificial boundaries, the choice of boundary conditions is not so obvious since the boundaries do not correspond to anything physical. From a numerical implementation point of view, at any interior grid point, if there are no source terms, the flow variables are computed directly using the data at the neighboring grid points. The need for boundary conditions arises at grid points on the boundaries (both physical and non-physical), where sufficient information for such computations is not available to the flow solver. These boundary conditions are very important since they are used to inform the interior flow solver of what is occurring outside the computational domain, and thus set the problem definition correctly.
1.2 The Physical Problem

We are interested in solving unsteady fluid flow problems which are governed by hyperbolic system of equations. A hyperbolic system of equations represents waves propagating in various directions. These waves carry information about the flow through the flow domain under consideration. At a domain boundary, some of these waves propagate into the computational domain and some of them propagate outwards. One of the primary goals of artificial boundary conditions should be to ensure that no waves enter the computational domain except for those specified by the user and that the outgoing waves do not produce any spurious reflections back into the domain. The resulting boundary conditions are known as Non-reflecting Boundary Conditions. When solving a steady flow problem, any change in the flow variables is considered as an error. It is desirable to quickly get past the initial transient phase during a steady flow simulation and obtain convergence. Reflecting boundary conditions are sufficient to solve steady flow problems. However, they require longer computational duration since they cause spurious reflections back into the domain and might allow undesirable waves to enter the domain through the boundaries. Non-reflecting boundary conditions are more accurate and obtain a converged steady flow solution much faster than reflecting boundary conditions.

To specify characteristic based non-reflecting boundary conditions, the waves must be grouped into two distinct sets of incoming and outgoing waves. To demonstrate the characteristic analysis to identify the waves represented by the hyperbolic governing equations, a brief discussion of the Thompson characteristic boundary conditions [1],
Fig (1-1) shows a simple two dimensional computational domain.

![2D Computational Domain](image)

Figure 1-1: **2D Computational Domain**

The two dimensional Euler equations in non-conservative form can be written as

\[
\frac{\partial Q}{\partial t} + [A] \frac{\partial Q}{\partial x} + [B] \frac{\partial Q}{\partial y} = 0 \tag{1.1}
\]

where,

- \( Q \) is a column matrix of the primitive variables \((\rho, u, v, p)\), \( A \) and \( B \) are 4x4 matrices.

At the boundary whose normal is in the x-direction, the \( y \)-derivative term in Eq. (1.1) can be calculated from the existing data from neighboring points using the interior flow equations. But we need to specify additional conditions to compute the \( x \)-derivative at the boundary node. For nodes at intersection of two boundaries (corners), conditions must be specified to compute both the \( x \) and the \( y \) derivative terms.
Eqn. (1.1) can be re-written as

\[ \frac{\partial Q}{\partial t} + [A] \frac{\partial Q}{\partial x} \bigg| \text{needs BC} = -[B] \frac{\partial Q}{\partial y} \bigg| \text{known} = S \quad (1.2) \]

Now,

\[ [A] = [T][\Lambda][T]^{-1} \quad (1.3) \]

where,

columns of \([T]\) are the right eigenvectors of \([A]\),

rows of \([T]^{-1}\) are the left eigenvectors of \([A]\), and

\([\Lambda]\) is a diagonal matrix of eigenvalues of \([A]\). The eigenvalues \([\Lambda]\) are,

\[ [\Lambda] = \begin{pmatrix} u & 0 & 0 & 0 \\ 0 & u & 0 & 0 \\ 0 & 0 & u + c & 0 \\ 0 & 0 & 0 & u - c \end{pmatrix} \quad (1.4) \]

where \(c = \sqrt{\gamma RT}\) is the speed of sound, and the corresponding left eigenvectors are,

\[ l_1 = \begin{pmatrix} c^2 & 0 & 0 & -1 \end{pmatrix} \]
\[ l_2 = \begin{pmatrix} 0 & 0 & 1 & 0 \end{pmatrix} \]
\[ l_3 = \begin{pmatrix} 0 & \rho c & 0 & 1 \end{pmatrix} \]
\[ l_4 = \begin{pmatrix} 0 & -\rho c & 0 & 1 \end{pmatrix} \]  
(1.5)
Substituting \([A]\) in Eq. (1.2),

\[
\frac{\partial Q}{\partial t} + [T][A][T]^{-1}\frac{\partial Q}{\partial x} = S
\]  

(1.6)

Pre-multiply by \([T]^{-1}\) to obtain:

\[
[T]^{-1}\frac{\partial Q}{\partial t} + [A][T]^{-1}\frac{\partial Q}{\partial x} = [T]^{-1}S
\]  

(1.7)

Define a new function \(dC_i = l_i dQ - l_i S dt\), then Eq. (1.7) becomes:

\[
\frac{\partial C_i}{\partial t} + [\lambda_i] \frac{\partial C_i}{\partial x} = 0
\]  

(1.8)

which is a set of wave equations whose characteristic velocities are the elements of \(\lambda_i\).

Each wave amplitude \(C_i\) is constant along a curve in the \(x - t\) plane with a slope \(dx/dt = \lambda_i\).

Each one of the eigenvalues and eigenvectors is related to the physical flow properties. For a subsonic flow,

1. \(l_1\) corresponds to a downstream-running entropy wave propagating at the flow speed \(\lambda_1 = u\),

2. \(l_2\) corresponds to a downstream-running vorticity wave propagating at the flow speed \(\lambda_2 = u\),

3. \(l_3\) corresponds to a downstream-running acoustic wave propagating at a speed \(\lambda_3 = u + c\),
4. $l_4$ corresponds to a upstream-running acoustic wave propagating at a speed $\lambda_3 = u - c$.

Fig (1-2) shows the one-dimensional characteristics and their direction of propagation at a subsonic outflow boundary.

![Characteristics at a Subsonic Outflow Boundary](image)

Figure 1-2: **Characteristics at a Subsonic Outflow Boundary**

Hedstrom’s [45] definition of a non-reflecting boundary condition can be stated as: *The amplitude of the incoming waves are constant, in time, at the boundaries.* This statement is equivalent to saying that there are no incoming waves, as it is the change in the amplitude which indicates a wave. A mathematical representation of this condition for the incoming waves is

$$\left. \frac{\partial C_i}{\partial t} \right|_{\text{boundary}} = 0,$$

(1.9)

in terms of the wave amplitude $C_i$, or

$$\left( l_i \frac{\partial Q}{\partial t} + l_i \frac{\partial Q}{\partial y} \right) \bigg|_{\text{boundary}} = 0$$

(1.10)
The direction of propagation determines whether the interior flow solution should set the amplitudes of these eigenvectors or whether the user must. For example, if the boundary is a subsonic grid boundary with the outgoing normal pointing in the positive x-direction \((u > 0, u + c > 0, u - c < 0)\), then the interior flow would be used to set the entropy, vorticity and downstream-running acoustic waves \((C_1, C_2, C_3)\) and the user must specify the incoming acoustic wave \(C_4\). Note that the incoming waves that must be specified by the user at a grid point depend on the grid and flow geometry as well as the local velocity direction and magnitude. Once the amplitudes of these waves are specified, the values of the derivatives normal to the boundary can be calculated and used in the governing equations.

At a two-dimensional, subsonic outflow, there is one incoming characteristic \(C_4\) and three outgoing characteristics \(C_1, C_2, \) and \(C_3\). According to the Thompson boundary conditions, the boundary condition at the outflow would be \(\frac{\partial C_4}{\partial t} = 0\). Specification of constant pressure at the outflow boundary as \(\frac{\partial p}{\partial t} = 0\), results in a perfectly reflecting boundary condition. In terms of \(\frac{\partial C_i}{\partial t}\),

\[
\frac{\partial p}{\partial t} = \frac{1}{2} \left( \frac{\partial C_3}{\partial t} + \frac{\partial C_4}{\partial t} \right)
\]  

(1.11)

If \(\frac{\partial p}{\partial t} = 0\), the incoming characteristic would then be,

\[
\frac{\partial C_4}{\partial t} = -\frac{\partial C_3}{\partial t}
\]

(1.12)

as opposed to the non-reflecting condition \(\frac{\partial C_4}{\partial t} = 0\).
Clearly, a non-physical acoustic wave is being reflected back into the domain in the form of \( \frac{\partial C_3}{\partial t} \) due to the application of the classical constant pressure boundary condition.

Define vector \( L \) as,

\[
L = [\Lambda][T]^{-1} \frac{\partial Q}{\partial x} = \begin{pmatrix}
\lambda_1 \left( c^2 \frac{\partial p}{\partial x} - \frac{\partial p}{\partial x} \right) \\
\lambda_2 \left( \frac{\partial v}{\partial x} \right) \\
\lambda_3 \left( \frac{\partial p}{\partial x} + \rho c \frac{\partial u}{\partial x} \right) \\
\lambda_4 \left( \frac{\partial p}{\partial x} - \rho c \frac{\partial u}{\partial x} \right)
\end{pmatrix}
\]

A general form of the boundary condition for incoming and outgoing waves as given by Thompson [1] is

\[
\left( l_i \frac{\partial Q}{\partial t} + L_i + l_i \frac{\partial Q}{\partial y} \right) \bigg|_{\text{boundary}} = 0,
\] (1.13)

where

\[
L_i = \begin{cases}
\lambda_i l_i \frac{\partial Q}{\partial x} & \text{for outgoing waves,} \\
0 & \text{for incoming waves.}
\end{cases}
\] (1.14)

1.3 Problem Statement

It is important to note that in the characteristic analysis presented in the previous section, waves are treated as one-dimensional and propagating normal to the boundary (by ignoring the tangential derivative terms), which is not the case in realistic flows. This approximation results in partial reflection of waves incident at an angle
and perfect reflection of the waves propagating tangential to the boundaries. Hence the boundary conditions based on one-dimensional characteristics are generally not accurate. The work of Giles [46] shows that the Thompson boundary conditions are a zeroth order Taylor series approximation to the exact non-reflecting boundary conditions which is less accurate than the higher order approximations. However, Giles [46] showed that the first order Taylor series approximation results in an ill-posed set of boundary conditions for the Euler equations. Another serious problem of concern is that at wall corners (in two-dimensional domains) and edges (in three-dimensional domains) the non-reflecting boundary conditions are most reflecting. Also they may not be compatible with the wall boundary conditions and cause a non-physical flow normal to the wall. As it will be shown in the present work, this corner problem leads to divergence of the flow solution in many cases when the Giles boundary conditions are used. In the present work, the instability of Giles boundary conditions [46] due to incompatibility of boundary conditions at corners and edges is of concern. To fix this problem, compatibility conditions that blend the non-reflecting boundary conditions with the wall boundary conditions are required at wall corners and edges. Most of the artificial boundary conditions are developed in Cartesian or polar co-ordinate systems, including Giles boundary conditions. Unlike the Thompson boundary conditions, the Giles boundary conditions require characteristics of neighboring points to compute the characteristics at a given point on the boundary. Since the Giles boundary conditions were derived from the Cartesian form of Euler equations, it is essential for the characteristics at every grid point to be at the same angle (normal to the boundary) for consistency, thus restricting the boundary shapes to straight lines (in
two-dimensional problems) and planes (in three-dimensional problems). It is desirable to construct these boundary conditions in Curvilinear co-ordinates for problems involving irregular boundary geometries. The boundary conditions in Curvilinear co-ordinates implicitly account for the curvature of the boundary.

1.4 Background

Several researchers have been working on the development of non-reflecting boundary conditions since the early 1970s. Review articles by Givoli [5], Tam [7],[8], Lele[9], Tsynkov[10], Hagstrom[6], Colonius [11], and Hixon [12] discuss the formulation, implementation, and performance of various non-reflecting boundary conditions applicable to acoustics, electrodynamics and fluid mechanics. More recently, Caraeni and Fuchs [13] analyzed a series of the existing non-reflecting boundary conditions (with an emphasis on boundary conditions for turbulent flows) and proposed an improved outflow boundary condition for simulation of sound produced by turbulence. Givoli[5] summarizes the following goals that one should keep in mind when developing a new set of boundary conditions:

- The problem together with the boundary conditions is mathematically well-posed.

- The problem together with the boundary conditions is a good approximation of the original problem in the infinite domain

- The boundary conditions are highly compatible with the numerical scheme used.
• The numerical scheme employed together with the boundary conditions must result in a stable numerical scheme.

• The amount of spurious reflection generated by the boundary conditions is small.

• The use of the boundary conditions does not involve a large computational effort.

• In time-dependent scheme where only the steady state solution is sought, the numerical scheme should reach the steady state rapidly.

Inflow and outflow boundary conditions can broadly be classified into two types: (1) non-local boundary conditions, and (2) local boundary conditions. The exact boundary conditions are non-local in space for steady problems and in both space and time for unsteady problems (that is, they are not expressed as differential equations, but as integrals over space and time). Formulation of non-local boundary conditions involves integral transforms along the boundaries and pseudo-differential operators which can be quite complicated to obtain for irregular boundary geometries. Moreover, the non-locality of the boundary conditions makes them computationally inefficient in spite of the numerical accuracy they provide (with minimal or no spurious reflections) since they require a knowledge of flow history over the entire computational time and space to be implemented at a particular grid point.

Local boundary conditions are obtained by approximating the exact boundary conditions using polynomial (Taylor series) [46], rational functional (Padé series) approximations [64] or asymptotic expansions [22]. The resulting boundary conditions are geometrically universal (readily applicable to the various irregular geometries
encountered in practical applications), simpler to implement, and computationally inexpensive. However, local boundary conditions are inaccurate and produce more spurious reflections compared to the non-local boundary conditions. Also, most of the local boundary conditions have been constructed so that spurious reflections are kept very small (or vanish entirely) only in certain modes, or at certain angles of incidence, or for a certain range of frequencies. The choice of boundary conditions is essentially a compromise between accuracy and computational efficiency with ease of implementation.

There are several approaches to the construction of non-reflecting boundary conditions. Each of these approaches is essentially a result of a different assumption used to localize the exact boundary conditions. In general, the available methods can be divided into three distinct groups.

1.4.1 **Boundary Conditions based on 1-D Characteristics or Riemann Invariants**

These boundary conditions are based on grouping the wave modes supported by a system of hyperbolic equations into incoming and outgoing waves with respect to their direction of propagation. As mentioned earlier, at any given boundary, some of the waves are propagating into the computational domain while others are propagating out of it. The outward propagating waves have their behavior defined entirely by the solution at and within the boundary, and no boundary conditions can be specified for them. The inward propagating waves depend on the solution exterior to the
domain and therefore require boundary conditions to complete the specification of the behavior. Exact boundary conditions are hence obtained by setting the amplitudes of incoming waves to zero while the amplitudes of the outgoing waves are computed based on interior flow solution using one-sided boundary stencils. Engquist and Majda [40] developed a systematic method for obtaining a hierarchy of non-local boundary for general classes of wave equations by applying the theory of reflection of singularities for solutions of differential equations ([41], [42], [43]). They derived approximate local boundary conditions from the the exact boundary conditions using Taylor and Padé series approximations. Hedstrom [45] developed boundary conditions based on an eigenvector approach for one-dimensional non-linear Euler equations. Thompson ([1], [2]) extended Hedstrom’s work to multi-dimensional problems and developed a general boundary condition formalism for all types of boundary conditions to which hyperbolic systems are subject. These boundary conditions are developed for multi-dimensional problems by performing a local analysis normal to the far-field boundary and ignoring all tangential derivatives. This approach (referred to as the quasi-one-dimensional or characteristic based boundary conditions) remains the most commonly used for unsteady flow calculations. The Thompson boundary conditions [2] were later extended to Curvilinear co-ordinates by Rodman [44].

As mentioned earlier, one of the most important issues to deal with when developing a new set of boundary conditions is their well-posedness. The work of Kreiss [3] which examined the problem of well-posedness of IBVPs for hyperbolic systems in multiple dimensions formed a firm theoretical foundation for later research. Well-posedness is the requirement that a solution exists, is unique, and is bounded in the
sense that the magnitude of the solution (defined using an appropriate norm) divided by the magnitude of the initial and boundary data (defined using some other norm) is less than some function which depends on time but not on the initial and boundary data. Any hyperbolic system arising from a physical problem ought to be well-posed and so it is critical that any far-field boundary conditions which are used to truncate the solution domain must result in a well-posed problem. Higdon[4] has written an excellent review of the work of Kreiss and others, and in particular gives a physical interpretation of the theory in terms of wave propagation.

Giles ([46]) developed a unified theory for the construction of steady-state and unsteady boundary conditions (both exact and approximate forms) for two-dimensional linearized Euler equations based on the theoretical work of Engquist and Majda [40] to construct both exact and approximate boundary conditions, and the well-posedness theory of Kreiss [3]. His approach is based upon Fourier analysis and eigenvectors (similar to Hedstrom’s work [45]). Giles used Taylor series to obtain non-local first and second order boundary conditions from exact boundary conditions. Complete details of the formulation of Giles boundary conditions can be found in [47]. These boundary conditions have been implemented for steady and unsteady turbomachinery flow calculations and the precise numerical details are given in [49]. A significant original contribution of Giles work is the analysis of well-posedness of boundary conditions for Euler equations. Kreiss [3] and subsequent investigators assumed for simplicity that there is no degeneracy in the eigenvalues of the hyperbolic system under consideration. Trefethen and Halpern [48] show that the approximate boundary conditions for the scalar wave equation are ill-posed if a second or higher order Taylor series
approximation is used. The Euler equations have a multiple root with distinct eigenvectors, and at a particular complex frequency there is an eigenvalue/eigenvector coalescence. Also, an unexpected result is that the outflow boundary condition is well-posed, whereas the inflow boundary conditions are found to be ill-posed. Giles derived modified well-posed inflow boundary conditions using an ad hoc method based on the order of reflection co-efficients. Later, he extended these boundary conditions to steady-state quasi-three-dimensional boundary conditions [50]. Banica et al. [51] extended the 2D boundary conditions developed by Giles to non-uniform mean velocity inflow and outflow boundaries. They report that these boundary conditions lead to low frequency-instabilities due to the way the mean flow was being calculated and updated.

Viscous flow problems require more number of boundary conditions than inviscid flows ([53], [52]). Although exact boundary conditions can be derived for Euler equations as discussed earlier, the problem is much more complicated for Navier-Stokes (N-S) equations. Well-posedness analysis of boundary conditions for N-S equations can be performed only in certain simple cases ([52], [53]). While most of the boundary conditions are derived for Euler equations, Poinsot and Lele [54] developed procedures to define NRBCs for N-S equations. They derived a new formulation using the 1D characteristic wave relations for the Euler equations and generalized them to the Navier-Stokes equations. A brief discussion of the boundary treatment of edges and corners is also provided in their work. Apart from Poinsot and Lele, a few other researchers ([55], [56], [57], [58], [59], [60]) have also developed non-reflecting boundary conditions for N-S equations. The main criteria for formulation of boundary condi-
tions for N-S equations are: (1) they must reduce to boundary conditions for Euler equations when the viscous terms vanish to avoid creation of viscous boundary layers, (2) they must represent a well-posed problem in the continuous form and must be stable in the discrete form.

1.4.2 Boundary Conditions based on Asymptotic Expansions

This technique is based on taking an asymptotic expansion of the solution for large distances from the source region. The flow equations are reduced to a simpler form in the far field. The particular form of the reduced equations depends on the geometry of the computational domain; thus, there are two main types of boundary conditions based on asymptotic expansions.

The first boundary condition is for external flows in which the flow equations are reduced to a convective wave equation form in the far field. Bayliss and Turkel ([14], [15], [16]) introduced this method for time dependent problems (wave equation and Euler equations). The authors developed a series of higher-order operators, requiring higher-order derivatives, by which the accuracy of the boundary conditions can be increased. Higdon ([17], [18]) reduced the higher-order operators to a series of 1-D operators that are applied at various angles to the boundary. Using a series of auxiliary functions, Hagstrom and Hariharan devised a method to apply the higher-order operators while only requiring low-order derivatives ([19], [20], [21], [22], [23]). Roe [24] suggested using the asymptotic solution to set only the acoustic disturbances, while allowing entropy and vorticity waves to be set separately. The wave-equation-based
boundary conditions were also derived by Tam and Webb [65] through a different approach. In their work, they took a Fourier-Laplace transform of the linearized Euler equations and determined the form of the solution at infinity. They have also extended the outflow radiation condition to allow vortical and entropy waves to exit the boundary. Tam and Dong [25] and Dong [27] extended the acoustic radiation condition of Tam and Webb to allow for non-uniform mean flows.

A second type of asymptotic boundary condition is for two-dimensional flows such as ducts or cascades. In these boundary conditions, from Tam et al. [26] for application to an axisymmetric duct geometry and a 2-D flat-plate cascade, the outgoing solution is assume to be composed of a small number of propagating modes. At each time step, a least square fit is used to find the amplitude and phase of each outgoing mode, and this information is used to update the solution at the inflow and outflow boundaries and thus eliminate any spurious incoming modes.
1.4.3 Absorbing Layers

Most of the boundary conditions discussed in the above sections are developed for uniform mean flow problems and are designed to let the waves leave the domain boundaries without reflection. In principle, these boundary conditions can be applied to non-uniform mean flows provided that the variation of the mean flow is long compared to the length scale of the disturbances. Although useful in many flows of practical interest, this high frequency approximation is not accurate at inflow and outflow boundaries of turbulent shear flows, where the largest vortical structures are on the same scale as variation of the mean flow and peak acoustic radiation is at longer wavelengths. The problem is that acoustic, vortical, and entropic modes lose their distinct identity in the presence of arbitrary mean flow gradients. This section discusses the techniques to deal primarily with the problem of large errors caused due to nonlinear effects in linearized boundary conditions. One such technique is called absorbing layers where the flow physics are modified in a finite region upstream of the outflow boundary. This method attempts to damp the waves before reaching the boundary rather than letting them pass through the boundary without reflections. Several absorbing layers have been suggested to either enhance the efficacy of the non-reflecting boundary conditions or to obviate the need for any non-reflecting boundary conditions. Absorbing layers typically provide for damping of disturbances prior to interaction with a non-reflection boundary condition. Some obvious ways to do this are to introduce artificial dissipation, to increase the value of physical viscosity etc. The basic problem with this approach is that the internal boundary of the absorbing
layer is itself reflective. Without further modification, the only way to obtain a satisfactory result is to gradually increase the damping from zero over a relatively long distance, which results in thick, computationally inefficient layers.

**Perfectly Matched Layer**

Perfectly Matched Layer is a relatively new technique for construction of absorbing boundary conditions. It was first proposed by Berenger [28] for absorbing electromagnetic waves in unbounded two-dimensional electromagnetic problems governed by the Maxwell equations (solved using the finite difference method). This method is based on the use of an absorbing layer of a certain depth adjacent to the artificial boundary of a computational domain. The equations for the PML medium are designed such that the outgoing electromagnetic waves are absorbed with no reflection (theoretically). A small amount of numerical reflection occurs in practical computations, but with a magnitude that can be reduced by tuning some parameters of the layer, especially its thickness and absorption coefficients. Berenger [29] later extended this technique to three-dimensional electromagnetic problems. Since its introduction in the early 90’s, the PML technique has found widespread applications in elastic wave propagation, computational aeroacoustics and many other areas. Based on Berenger’s work, Hu [30] first proposed a Perfectly Matched Layer to absorb the outgoing waves in a uniform mean flow governed by the linearized Euler equations. The absorbing layer equations were obtained by splitting the governing equations in the co-ordinate directions and introducing absorbing coefficients in each direction. To apply the PML technique, the computational domain is divided into an interior domain, where
the Euler equations are used, and PML domains adjacent to artificial boundaries, where the proposed PML equations are to be used. Hu showed that the theoretical reflection co-efficients at an interface between the Euler and PML domains are zero, independent of the angle of incidence and frequency of waves. However, he reports instability of his technique and found that filtering was necessary in order to avoid temporal instabilities. Hesthaven [31] showed the strong loss of well-posedness due to the nonphysical splitting of variables, hence explaining the instabilities reported by Hu [30] as well as illustrating why the application of filters has a stabilizing effect. Hu extended his PML equations to non-uniform mean flow and non-linear Euler equations [32]. In a later work, Hu et al. [33] demonstrated the effectiveness of absorbing layers for the Euler equations by applying the methodology to three different physical problems - shock-vortex interactions, a plane free shear flow, and an axisymmetric jet - with emphasis on acoustic wave propagation. Abarbanel and Gottlieb [34] performed a detailed mathematical analysis of the PML method for electromagnetic equations and showed that the PML formulation of Berenger [28] for electromagnetic equations is not strongly well-posed and that for a highly refined grid or very long time of computations, the PML method might not yield appropriate results. Qi and Geers [35] evaluated the performance of the perfectly matched layer (PML), first formulated by Berenger for the time-domain, finite-difference solution of Maxwell's equations, has been evaluated for computational acoustics. They found that, while the PML constitutes an excellent absorbing boundary for plane waves incident upon a planar interface, its performance in non-planar geometries is not always satisfactory.

A second PML formulation was given by Abarbanel et al. [36] in which the
physical variables were unsplit, but instead the Euler equations were augmented with additional terms so that all the waves decayed exponentially inside the PML domain. Though Abarbanel’s new formulation was well-posed, he still used artificial damping terms to suppress the exponentially growing solutions. Tam et al. [37] analyzed the dispersion relations of the linear waves and found that the PML equations of Hu [30] have unstable solutions whenever the mean flow has a component normal to the PML domain interface. They suggested the use of artificial selective damping for the suppression of instability waves, since the unstable modes were associated with high wave numbers. In a more recent work, Hu [38] developed a new stable PML formulation for linearized Euler equations. This formulation addressed the issue of well-posedness (using unsplit physical variables) and the exponentially growing solutions of earlier PML techniques without using any additional damping terms. In his work, Hu found that in the presence of a mean flow, there exist acoustic waves that have a positive group velocity but a negative phase velocity in the direction of the mean flow and these waves become actually amplified in the previous formulation [30], thus giving rise to the instability. It employed a spacetime transformation before applying the PML technique so that in the transformed coordinates all waves have consistent phase and group velocities. Hu later extended this new stable PML to linearized Euler equations with a parallel non-uniform mean flow [39].
1.5 Purpose

The primary focus of the present work is on the development of Wall Corner Compatibility Conditions for the non-reflecting boundary conditions developed by Giles [46], based on one-dimensional characteristics. Although no mathematical proof of stability of the compatibility conditions is provided here, they have been successfully applied to various flow and geometry configurations. Another objective of this work is to extend the two-dimensional, Cartesian, Giles boundary conditions [46] to three-dimensional Cartesian and two-dimensional Curvilinear boundary conditions with corresponding wall corner compatibility conditions. Proof of well-posedness is also provided for the extended boundary conditions. The boundary conditions along with the wall corner compatibility conditions have been validated for several test cases of the Ringleb Flow.

1.6 Outline of Thesis

To address the problems mentioned above, the thesis is organized as follows: Chapter 2 presents a step-by-step procedure that Giles adopted to construct non-reflecting boundary conditions for the linearized Euler equations in Cartesian co-ordinates [47], including the general theory of Fourier analysis to obtain one and two-dimensional, local, unsteady boundary conditions, analysis of well-posedness and an ad-hoc method to overcome the ill-posedness of boundary conditions. Chapter 3 develops the wall corner compatibility conditions for the two-dimensional Cartesian Giles boundary conditions at inflow and outflow boundaries. Chapter 4 begins with the construc-
tion of Giles boundary conditions in two-dimensional Curvilinear co-ordinates and moves on to the derivation of the corresponding wall corner compatibility conditions. Chapter 5 presents the extension of Giles boundary conditions to three-dimensional linearized Euler equations. Chapter 6 describes the theoretical background of Ringleb flow which is the primary test case in this work. Chapter 7 discusses the details of flow solver and numerical implementation of the boundary conditions. Chapter 8 presents and discusses the results of test cases for the wall corner compatibility conditions and Curvilinear boundary conditions. Conclusions and recommendations for future work are given in Chapter 9. Flow contours of a sample Ringleb flow test case are provided in Appendix A.
Chapter 2

Giles Boundary Conditions for 2D Euler Equations in Cartesian Co-ordinates

This chapter presents the work of Giles [46] in detail and the same methodology is adopted to derive the three dimensional boundary conditions (in Cartesian coordinates) and the two-dimensional Curvilinear boundary conditions for Euler equations in subsequent chapters. The entire text of this chapter is taken from the detailed report by Giles [47].


2.1 General Theory

2.1.1 Fourier Analysis

Consider a general two-dimensional unsteady system of $N$ hyperbolic partial differential equations given by:

$$
\frac{\partial U}{\partial t} + A \frac{\partial U}{\partial x} + B \frac{\partial U}{\partial y} = 0 \quad (2.1)
$$

$U$ is vector of $N$ components and $A$ and $B$ are $N \times N$ constant matrices.

To perform Fourier analysis, a wave like solution of the form

$$
U(x, y, t) = u e^{i(kx + ly - \omega t)} \quad (2.2)
$$

where $k$ and $l$ are wave numbers in $x$ and $y$ directions respectively.

The dispersion relation is obtained by substituting this wave like solution into (2.1)

$$
(-\omega I + kA + lB) u = 0 \quad (2.3)
$$

$$
\Rightarrow \det (-\omega I + kA + lB) = 0 \quad (2.4)
$$

This dispersion relation is a polynomial of degree $N$ in each of $\omega$, $k$, and $l$.

To construct the boundary conditions, it is essential to group the waves into incoming and outgoing modes based on their direction of propagation. If $\omega$ is complex with $Im(\omega) > 0$ (giving an exponential growth in time), then the right propagating waves are those for which $Im(k) > 0$. This is because the amplitude of the waves
is proportional to $e^{Im(\omega)(t-x/c)}$ where $c = \frac{Im(\omega)}{Im(k)}$ is the apparent velocity of propagation of the amplitude.

If $\omega$ and $k$ are real then a standard result in the analysis of dispersive wave propagation [61] is that the velocity of energy propagation is given by the group velocity:

$$\vec{c}_g = \begin{pmatrix} \frac{\partial \omega}{\partial k} \\ \frac{\partial \omega}{\partial \ell} \end{pmatrix} \tag{2.5}$$

Hence for real $\omega$ the incoming waves are those which either have $Im(k) > 0$, or have real $k$ and $\frac{\partial \omega}{\partial k} > 0$.

### 2.1.2 Eigenvectors

The right and left eigenvectors of an $N \times N$ matrix $C$ are defined by

$$Cu_n^R = \lambda u_n^R, \quad u_n^L C = \lambda u_n^L \tag{2.6}$$

where $\lambda_n$ is the corresponding eigenvalue. The right eigenvectors are column vectors, whereas the left eigenvectors are row vectors. An equivalent definition of eigenvectors is that they are the null vectors of the singular matrix $C - \lambda_n I$.

$$(C - \lambda_n I) u_n^R = 0, \quad u_n^L (C - \lambda_n I) = 0 \tag{2.7}$$

An important property of the eigenvectors is that when the eigenvalues are dis-
tinct, each left eigenvector is orthogonal to all of the right eigenvectors except to the
one corresponding to the same eigenvalue. The proof is as follows:

\[(\lambda_n - \lambda_m) v_n^L u_m^R = (v_n^L C) u_m^R - v_n^L (C u_m^R) = 0\]  \hspace{1cm} (2.8)

If \(m \neq n\) then \(\lambda_m \neq \lambda_n\) and hence \(v_n^L u_m^R = 0\). If the system has repeated eigenvalues
then provided there is a complete set of \(N\) eigenvectors, \(v_n^L\) and \(u_m^R\) can still be
constructed using the Gram-Schmidt orthogonalization method [62], so that \(v_n^L u_m^R = 0\)
if \(m \neq n\).

For construction of boundary conditions the right eigenvectors we require are the
null-vectors) of \((-\omega I + kA + lB)\).

\[(-\omega I + kA + lB) u^R = 0\]  \hspace{1cm} (2.9)

\(u^R\) is a right eigenvector of \((kA + lB)\) with eigenvalue \(\omega\). By pre-multiplying Eq.(2.9)
by \(A^{-1}\) we obtain

\[(-\omega A^{-1} + kI + lA^{-1}B) u^R = 0\]  \hspace{1cm} (2.10)

From the above equation, it is obvious that \(u^R\) is also a right eigenvector of \((-\omega A^{-1} + lA^{-1}B)\)
with eigenvalue \(-k\).

There are two different sets of left eigenvectors which are important in this prob-
lem. The first set, labelled \(u^L\), are the left eigenvectors of \((kA + lB)\) which are also
the null-vectors of \((-\omega I + kA + lB)\).

\[ u^L (-\omega I + kA + lB) = 0 \tag{2.11} \]

The second set, labelled \(v^L\), are the left eigenvectors of \((-\omega A^{-1} + lA^{-1}B)\) which are also the null-vectors of \((-\omega A^{-1} + kI + lA^{-1}B) = A^{-1} (-\omega I + kA + lB)\).

\[ v^L A^{-1} (-\omega I + kA + lB) = 0 \tag{2.12} \]

By comparing Eq. (2.11) and (2.12), it is clear that the two sets of left eigenvectors \(u^L\) and \(v^L\) are related, with \(v^L A^{-1}\) equal to (or a multiple of) \(u^L\), or alternatively \(v^L\) equal to (or a multiple of) \(u^L A\).

The difference between the two sets of left eigenvectors lies in their orthogonality relations with the right eigenvectors. Since \(u^L\) is a left eigenvector of \((kA + lB)\), it is orthogonal to all of the right eigenvectors of the same matrix, except for the one with the same eigenvalue \(\omega\). The key point here is that the orthogonality is for the same \(k\) and \(l\) and different \(\omega\). Thus if \(\omega_n\) and \(\omega_m\) are two different roots of the dispersion relation for the same values of \(k\) and \(l\), then the orthogonality relation is \(u^L (\omega_n, k, l) u^R (\omega_m, k, l) = 0\).

In contrast, since \(v^L\) is a left eigenvector of \((-\omega A^{-1} + lA^{-1}B)\), it is orthogonal to all of the right eigenvectors \(u^R\) with the same \(k\) and \(l\) and different \(\omega\). Thus if \(k_n\) and \(k_m\) are two different roots of the dispersion relation for the same values of \(\omega\) and \(l\), then the orthogonality relation is \(v^L (\omega, k_n, l) u^R (\omega, k_m, l) = 0\).
Normally in discussing wave motion, one is concerned with propagation on an infinite domain, and so usually one considers a group of waves with the same values of $k$ and $l$ and different values of $\omega$, in which case $u^R$ and $u^L$ would be the relevant right and left eigenvectors. In analyzing boundary conditions however, a general solution $U$ at the boundary $x = 0$ can be decomposed into a sum of Fourier modes with different values of $\omega$ and $l$. Each of these modes is then a collection of waves with the same values $\omega$ and $l$ and different values of $k$. Hence, for the purpose of constructing non-reflecting boundary conditions it is $u^R$ and $v^L$ which are important.

$v^L$ is still useful in this approach as a convenient way to construct $v^L$. Direct construction of $v^L$ involves calculation of $A^{-1}$ which could be a laborious process. An easier way is to use the result obtained earlier that $v^L$ is a multiple of $u^L A$. Let $k_n$ be the $n^{th}$ root of the dispersion relation for a given value of $\omega$ and $l$, and $u^L_n$ be the corresponding left eigenvector of $(k_n A + lB)$. Then $v^L_n$ can be defined by

$$v^L_n = \frac{k_n}{\omega} u^L_n A$$

The reason for choosing the constant of proportionality as $\frac{k_n}{\omega}$ is that when $l = 0$, $u^L_n A = \frac{\omega}{k_n} u^L_n$ and hence $u^L_n = v^L_n$.

An observation is that by dividing the dispersion relation in Eq. (2.4) by $\omega$ we obtain

$$\det \left( -I + \frac{k_n}{\omega} A + \frac{l}{\omega} B \right) = 0$$

and so it is clear that $k_n/\omega, u^R, u^L$, and $v^L$ are all functions of $l/\omega$. Thus the variable
\[ \lambda = l/\omega \] will play a key role in the construction of all the boundary conditions.

### 2.1.3 Exact One-dimensional Non-reflecting Boundary Conditions for a Single Fourier mode

Suppose that the system of differential equations is to be solved in the domain \( x > 0 \), and one wants to construct non-reflecting boundary conditions at \( x = 0 \) to minimize or ideally prevent the reflection of outgoing waves. At the boundary at \( x = 0 \), \( U \) can be decomposed into a sum of Fourier modes with different \( \omega \) and \( l \), so the analysis begins by considering just one particular choice of \( \omega \) and \( l \). In this case the most general form for \( U \) is

\[
U(x, y, t) = \left[ \sum_{n=1}^{N} a_n u_R^R e^{ik_n x} \right] e^{i(l y - \omega t)} \tag{2.15}
\]

\( k_n \) is the \( n^{th} \) root of the dispersion relation for the given values of \( \omega \) and \( l \), and \( u_R^R \) is the corresponding right eigenvector.

The ideal non-reflecting boundary conditions would be to specify that \( a_n = 0 \) for each \( n \) that corresponds to an incoming wave. Because of orthogonality,

\[
\hat{v}_n^L U = v_n^L \left[ \sum_{m=1}^{N} a_m u_m^R e^{ik_m x} \right] e^{i(l y - \omega t)} = a_n \left( v_n^L u_n^R \right) e^{ik_n x} e^{i(l y - \omega t)} \tag{2.16}
\]
and so an equivalent specification of non-reflecting boundary condition is

\[ v_n^L U = 0 \]  \hspace{1cm} (2.17)

for each \( n \) corresponding to an incoming mode. \( v_n^L \) is the left eigenvector defined in the last section. This use of the left eigenvector illustrates its physical significance; because of the orthogonality relations, when applied to a general solution it “measures” the amplitude of a particular wave component. The significance of the right eigenvector is apparent in Eq. (2.15); it shows the variation in the primitive variables caused by a particular wave mode.

In principle these exact boundary conditions can be implemented in a numerical method. The problem is that \( v_n^L \) depends on \( \omega \) and \( l \) and so the implementation would involve a Fourier transform in \( y \) and a Laplace transform in \( t \). Computationally this is both difficult and expensive to implement and so instead four simpler variations which use different assumptions and approximations are considered here.

### 2.1.4 One-dimensional, Unsteady Boundary Conditions

The one dimensional, non-reflecting boundary conditions are obtained by ignoring all variations in \( y \)-direction and setting \( \lambda = 0 \). The corresponding right and left eigenvectors are important in defining and implementing the other boundary conditions, and so they are labeled \( w \).

\[ w^R_n = u_n^R|_{\lambda=0} \]  \hspace{1cm} (2.18)
\[ w_n^L = u_n^L \big|_{\lambda=0} = v_n^L \big|_{\lambda=0} \quad (2.19) \]

The boundary condition, expressed in terms of the primitive variables, is

\[ w_n^L U = 0 \quad (2.20) \]

for all \( n \) corresponding to incoming waves.

If the right and the left eigenvectors are normalized so that

\[ w_m^L w_n^R = \delta_{mn} \equiv \begin{cases} 
1, & m = n \\
0, & m \neq n 
\end{cases} \quad (2.21) \]

then they can be used to define a transformation between the primitive variables and the one-dimensional characteristic variables.

\[ U = \sum_{n=1}^{N} c_n w_n^R, \quad (2.22) \]

where

\[ c_n = w_n^L U \quad (2.23) \]

Expressed in terms of the characteristic variables, the boundary condition is simply

\[ c_n = 0 \quad (2.24) \]

for all \( n \) corresponding to incoming waves.

Numerical implementations of these boundary conditions usually extrapolate the
outgoing characteristic variables, in addition to setting the incoming characteristic variables to zero. This gives a complete set of equations for the solution on the boundary using Eq. (2.22).

An observation, which will be needed for the well-posedness analysis, is that

\[ (-\omega I + k_n A) w^R_n = 0 \]  

so

\[ Aw^R_n = \frac{\omega}{k_n} w^R_n = \alpha_n w^R_n \]  

Thus \( w^R_n \) is an eigenvector of \( A \) with eigenvalue \( \alpha_n = \frac{\omega}{k_n} \). Furthermore,

\[ w = \alpha_n k_n \Rightarrow \vec{c}_g = \begin{pmatrix} \alpha_n \\ 0 \end{pmatrix}, \]  

so the incoming waves are those for which \( \alpha_n > 0 \).

### 2.1.5 Approximate, Two-dimensional, Unsteady Boundary Conditions

By dividing the dispersion relation by \( \omega \) it is clear that \( k_n/\omega, u^R_n, u^L_n, v^L_n \) are all functions of \( l/\omega \). Thus a sequence of approximations can be obtained by expanding \( v^L_n \) in a Taylor series as a function of \( \lambda = l/\omega \).

\[ v^L_n (\lambda) = v^L_n \big|_{\lambda=0} + \lambda \frac{dv^L_n}{d\lambda} \big|_{\lambda=0} + \frac{1}{2} \lambda^2 \frac{d^2v^L_n}{d\lambda^2} \big|_{\lambda=0} + \ldots \]
The first order approximation obtained by just keeping the leading term gives the one-dimensional boundary conditions which have already been discussed. The second order approximation is

\[ \overline{v}^L_n(\lambda) = v^L_n|_{\lambda=0} + \frac{l}{\omega} \left. \frac{dv^L_n}{d\lambda} \right|_{\lambda=0} \]

\[ = u^L_n|_{\lambda=0} + \frac{l}{\omega} \left[ \frac{k_n}{\omega} \frac{du^L_n}{d\lambda} A \right]|_{\lambda=0} \tag{2.29} \]

The overbar denotes the fact that \( \overline{v} \) is an approximation to \( v \). This produces the boundary condition

\[ \left( u^L_n|_{\lambda=0} + \frac{l}{\omega} \left[ \frac{k_n}{\omega} \frac{du^L_n}{d\lambda} A \right]|_{\lambda=0} \right) U = 0 \tag{2.30} \]

Multiplying by \( \omega \), and replacing \( \omega \) and \( l \) by \( i \frac{\partial}{\partial t} \) and \( -i \frac{\partial}{\partial y} \) respectively gives,

\[ u^L_n|_{\lambda=0} \frac{\partial U}{\partial t} - \left[ \frac{k_n}{\omega} \frac{du^L_n}{d\lambda} A \right]|_{\lambda=0} \frac{\partial U}{\partial y} = 0 \tag{2.31} \]

This is a local boundary condition (meaning that it does not involve any global decomposition into Fourier modes) and so can be implemented without difficulty. As the equation is similar in nature to the original differential equation, having first order derivatives in both \( y \) and \( t \), the numerical algorithm used for the interior equations can probably also be used for the boundary conditions.
2.1.6 Analysis of Well-posedness

One-dimensional Boundary Conditions

It is relatively easy to prove that the one-dimensional boundary conditions are always well-posed, by using an energy analysis method. A key step in the proof is that because the system is hyperbolic there exists a transformation of variables under which the transformed $A$ and $B$ matrices are symmetric, and so without loss of generality we can assume that $A$ and $B$ are symmetric. The ‘energy’ is defined by

$$E(t) = \int_{-\infty}^{\infty} \int_{0}^{\infty} |u|^2 \, dx \, dy$$  \hspace{1cm} (2.32)

To ensure that this integral remains finite it will be assumed that $u$ is zero outside some distance from the origin. The rate of change of the energy is given by

$$\frac{dE}{dt} = 2 \int_{-\infty}^{\infty} \int_{0}^{\infty} u^T \frac{\partial u}{\partial t} \, dx \, dy$$

$$= -2 \int_{-\infty}^{\infty} \int_{0}^{\infty} u^T \left( A \frac{\partial u}{\partial x} + B \frac{\partial u}{\partial y} \right) \, dx \, dy$$

$$= -\int_{-\infty}^{\infty} \int_{0}^{\infty} u^T A \frac{\partial u}{\partial x} + \frac{\partial u^T A^T u}{\partial x} + u^T B \frac{\partial u}{\partial y} + \frac{\partial u^T B^T u}{\partial y} \, dx \, dy \quad \text{(since } A = A^T \text{ and } B = B^T)$$

$$= -\int_{-\infty}^{\infty} \int_{0}^{\infty} \frac{\partial}{\partial x} \left( u^T A u \right) + \frac{\partial}{\partial y} \left( u^T B u \right) \, dx \, dy$$

$$= -\left( u^T A u \bigg|_{x=\infty} - u^T A u \bigg|_{x=0} \right) \, dy - \int_{0}^{\infty} \left( u^T B u \bigg|_{y=\infty} - u^T B u \bigg|_{y=-\infty} \right) \, dx$$

$$= \int_{-\infty}^{\infty} u^T A u \bigg|_{x=0} \, dy$$  \hspace{1cm} (2.33)
The evaluation of this integral requires some earlier results.

\[ u^T A u = \left( \sum_{n=1}^{N} c_n w_n^R \right)^T A \left( \sum_{n=1}^{N} c_n w_n^R \right) \]

\[ = \sum_{n=1}^{N} \alpha_n c_n^2 \] (using Eq. (2.26)) \hspace{1cm} (2.34)

where, as defined earlier, \( \alpha_n \) is the \( n^{th} \) eigenvalue of \( A \), \( w_n^R \) is the corresponding right eigenvector which is also the transpose of the left eigenvector \( w_n^L \) since \( A \) is symmetric, and \( c_n = w_n^L u \).

The final step is to note that the one-dimensional boundary condition states that \( c_n = 0 \) for incoming waves, which are those for which \( \alpha_n \geq 0 \). Thus each term in the above sum is either zero or negative, and hence \( u^T A u \) is non-positive and the energy is non-increasing, proving that the IBVP is well-posed.

**Approximate, Two-dimensional Boundary Conditions**

To analyze the well-posedness of the approximate, two-dimensional boundary conditions, one must use the theory developed by Kreiss [3]. As explained by Trefethen [48] and Higdon [4], the aim is to verify that there is no incoming mode which exactly satisfies the boundary condition.

As explained earlier, an incoming mode is a solution of the interior differential equation which either is growing exponentially in time but decaying exponentially in space away from the boundary, or has a real frequency and a group velocity which is incoming. If this incoming mode also satisfies the boundary condition then in the first case there is an exponentially growing energy and in the second case there is a
linear growth as the incoming mode moves into the interior.

If there are $N'$ incoming waves then the generalized incoming mode may be written as

$$ U(x, y, t) = \sum_{n=1}^{N'} a_n u_n^R e^{i k_n x} e^{i (l y - \omega t)} $$

with $\text{Im}(\omega) \geq 0$. Substituting this into the $N'$ non-reflecting boundary conditions produces a matrix equation of the form

$$ C \begin{pmatrix} a_1 \\ \vdots \\ a_{N'} \end{pmatrix} = 0 $$

where $C$ is a $N \times N'$ matrix whose elements are the products of the approximate left eigenvectors and the exact right eigenvectors.

$$ C_{mn} = \overline{v_m^L} u_n^R $$

Provided that the right eigenvectors are linearly independent, the requirement that there is no non-trivial incoming mode satisfying the boundary conditions is equivalent to the statement that there is no non-trivial solution to the above matrix equation. Thus the IBVP is well-posed if it can be proved that the determinant of $C$ is non-zero for all real $l$ and complex $\omega$ with $\text{Im}(\omega) \geq 0$.

If the right eigenvectors are linearly dependent then the theory needs to be modified. Suppose for simplicity that there are just two incoming waves and that $k_1 = k_2$
and $u_1^R = u_2^R$ at $\omega = \omega_{\text{crit}}$. A general incoming mode may be written as the sum of two incoming modes with amplitudes $a'_1, a'_2$.

$$U(x, y, t) = \left[a'_1 u_1^R e^{ik_1 x} + a'_2 \left(\frac{1}{\omega - \omega_{\text{crit}}} (u_1^R e^{ik_1 x} - u_2^R e^{ik_2 x})\right)\right] e^{iyt - \omega t}$$  \hspace{1cm} (2.38)

By construction, the second mode is finite in the limit $\omega \to \omega_{\text{crit}}$, and so if the limit is defined to be the value at $\omega = \omega_{\text{crit}}$ then this expression is the correct general solution to the eigenvalue problem

$$\omega U = A \frac{\partial U}{\partial x} + iBU$$  \hspace{1cm} (2.39)

subject to the condition $U \to 0$ as $x \to \infty$.

The amplitudes $a_{1,2}$ and $a'_{1,2}$ are related by

$$\begin{pmatrix} a_1 \\ a_2 \end{pmatrix} = T \begin{pmatrix} a'_1 \\ a'_2 \end{pmatrix}$$  \hspace{1cm} (2.40)

where

$$T = \begin{pmatrix} 1 & 1/((\omega - \omega_{\text{crit}}) \\ 0 & -1/((\omega - \omega_{\text{crit}})) \end{pmatrix}$$  \hspace{1cm} (2.41)

Substituting this into the boundary conditions gives

$$CT \begin{pmatrix} a'_1 \\ a'_2 \end{pmatrix}$$  \hspace{1cm} (2.42)
By continuity, the requirement for well-posedness is that \( \det(CT) = \det(C)\det(T) \rightarrow 0 \) as \( \omega \rightarrow \omega_{\text{crit}} \). Since \( \det(T) = O(\omega - \omega_{\text{crit}})^{-1} \), this requires that \( \det(C) = O(\omega - \omega_{\text{crit}}) \), or equivalently that

\[
\frac{\partial}{\partial \omega} \det(C) \bigg|_{\omega_{\text{crit}}} \neq 0 \tag{2.43}
\]

More generally, we conjecture that if the \( N' \) right eigenvectors collapse to \( N'' \) linearly independent eigenvectors at some \( \omega_{\text{crit}} \) then the requirement for well-posedness is that \( \det(C) = O(\omega - \omega_{\text{crit}})^{N' - N''} \), or equivalently that

\[
\frac{\partial^{N' - N''}}{\partial \omega^{N' - N''}} \det(C) \bigg|_{\omega_{\text{crit}}} \neq 0 \tag{2.44}
\]

Engquist and Majda conjectured that the second approximation is always well-posed. Giles [46] showed that this is not true for Euler equations. Trefethen and Halpern have proved that the boundary conditions for the scalar wave equation which come from the second and higher order Taylor series expansions \( l^2/\omega^2 \) are ill-posed [48]. Thus it seems likely that for the differential system of equations which are going to be considered here, the Taylor series approximations may be ill-posed.
2.1.7 Reflection Co-efficients

The calculation of reflection co-efficients is very similar to the well-posedness analysis. A general solution with a given frequency $\omega$ and wavenumber $l$ can be written as a sum of incoming and outgoing modes.

$$U(x, y, t) = \left[ \sum_{n=1}^{N'} a_n u_R^n e^{ik_n x} + \sum_{n=N'+1}^{N} a_n u_R^n e^{ik_n x} \right] e^{i(ly-\omega t)} \quad (2.45)$$

Substituting this into the approximate non-reflecting boundary conditions gives

$$C \begin{pmatrix} a_1 \\ \vdots \\ a_{N'} \end{pmatrix} + D \begin{pmatrix} a_{N'+1} \\ \vdots \\ a_N \end{pmatrix} = 0 \quad (2.46)$$

where $C$ is the same matrix as in the well-posedness analysis and $D$ is defined by

$$D_{mn} = \overline{v}_m l_{N'+m} \quad (2.47)$$

If the IBVP is well-posed $C$ is non-singular and so Eq. (2.46) can be solved to obtain

$$\begin{pmatrix} a_1 \\ \vdots \\ a_{N'} \end{pmatrix} = -C^{-1} D \begin{pmatrix} a_{N'+1} \\ \vdots \\ a_N \end{pmatrix} \quad (2.48)$$

This equation relates the amplitudes of the incoming waves to the amplitude of the outgoing waves, so $-C^{-1} D$ is the matrix of the reflection co-efficients.
Since \( v^L_m u^R_n = 0 \) if \( m \neq n \), the off-diagonal elements of \( C \) and the elements of \( D \) can be re-written as

\[
C_{mn} = (\bar{\nu}_m^L - v^L_m) u^R_n, \quad m \neq n \tag{2.49}
\]

\[
D_{mn} = (\bar{\nu}_m^L - v^L_m) u^{R}_{N'+n} \tag{2.50}
\]

Because the elements on the diagonal of \( C \) are \( O(1) \), \( C^{-1} \) is \( O(1) \) and hence the order of magnitude of the reflection co-efficients for \( l/\omega \leq 1 \) depends solely on the order of magnitude of \( D \). Using the one-dimensional approximation \( w^L_m - v^L_m = O(l/\omega) \). Hence \( D = O(l/\omega) \) in general and the reflection co-efficients will be \( O(l/\omega) \). Similarly, using the approximate two-dimensional boundary conditions gives reflection co-efficients which are \( O(l^2/\omega^2) \).
2.2 Application to Euler Equations

2.2.1 Non-dimensional Linearized 2D Euler equations in Cartesian Co-ordinates

The two-dimensional Euler equations which describe an instead, inviscid, compressible flow are usually expressed in the following form based upon the conservation of mass, momentum and energy.

\[
\frac{\partial}{\partial t} \begin{pmatrix} \rho \\ \rho u \\ \rho v \\ E_{\text{total}} \end{pmatrix} + \frac{\partial}{\partial x} \begin{pmatrix} \rho u \\ \rho u^2 + p \\ \rho uv \\ u(E_{\text{total}} + p) \end{pmatrix} + \frac{\partial}{\partial y} \begin{pmatrix} \rho v \\ \rho uv \\ \rho v^2 + p \\ v(E_{\text{total}} + p) \end{pmatrix} = 0 \quad (2.51)
\]

\(\rho\) is the density, \(u\) and \(v\) are the two velocity components, and \(E_{\text{total}}\) is the total internal. To complete the system of equations an equation of state is needed to define the pressure \(p\). For an ideal gas this is

\[
p = (\gamma - 1) \left( E_{\text{total}} - \frac{1}{2} \rho (u^2 + v^2) \right) \quad (2.52)
\]

with \(\gamma\) being the ratio of specific heats which is a constant.

Using Eq. (2.52) to eliminate \(E_{\text{total}}\) from Eq. (2.51), and rearranging substantially,
yields the following ‘primitive’ form of the Euler equations.

\[
\frac{\partial}{\partial t} \begin{pmatrix} \rho \\ u \\ v \\ p \end{pmatrix} + \begin{pmatrix} u & \rho & 0 & 0 \\ 0 & u & 0 & \frac{1}{\rho} \\ 0 & 0 & u & 0 \\ 0 & \gamma p & 0 & u \end{pmatrix} \frac{\partial}{\partial x} \begin{pmatrix} \rho \\ u \\ v \\ p \end{pmatrix} + \begin{pmatrix} v & 0 & \rho & 0 \\ 0 & v & 0 & 0 \\ 0 & 0 & v & \frac{1}{\rho} \\ 0 & 0 & \gamma p & v \end{pmatrix} \frac{\partial}{\partial y} \begin{pmatrix} \rho \\ u \\ v \\ p \end{pmatrix} = 0
\]  

This equation is still nonlinear. The next step is to consider small perturbations from a uniform, steady flow, and neglect all but the first order linear terms. This produces a linear equation of the form analyzed in the theory section,

\[
\frac{\partial U}{\partial t} + A \frac{\partial U}{\partial x} + B \frac{\partial U}{\partial y} = 0
\]  

where \( U \) is the vector of perturbation variables

\[
U = \begin{pmatrix} \rho' \\ u' \\ v' \\ p' \end{pmatrix}
\]  

and the co-efficient matrices \( A \) and \( B \) are constant matrices based on the uniform,
steady variables.

\[
A = \begin{pmatrix}
\bar{u} & \bar{p} & 0 & 0 \\
0 & \bar{u} & 0 & \frac{1}{\bar{p}} \\
0 & 0 & \bar{u} & 0 \\
0 & \gamma\bar{p} & 0 & \bar{u}
\end{pmatrix}, \quad B = \begin{pmatrix}
\bar{v} & 0 & \bar{p} & 0 \\
0 & \bar{v} & 0 & 0 \\
0 & 0 & \bar{v} & \frac{1}{\bar{p}} \\
0 & 0 & \gamma\bar{p} & \bar{v}
\end{pmatrix}
\tag{2.56}
\]

The analysis is greatly simplified if the unsteady perturbations and the steady
variables in \(A\) and \(B\) are all non-dimensionalized using the steady density and speed
of sound. With this choice of non-dimensionalization the final form of the matrices
\(A\) and \(B\) is

\[
A = \begin{pmatrix}
\bar{u} & 1 & 0 & 0 \\
0 & \bar{u} & 0 & 1 \\
0 & 0 & \bar{u} & 0 \\
0 & 1 & 0 & \bar{u}
\end{pmatrix}, \quad B = \begin{pmatrix}
\bar{v} & 0 & 1 & 0 \\
0 & \bar{v} & 0 & 0 \\
0 & 0 & \bar{v} & 1 \\
0 & 0 & 1 & \bar{v}
\end{pmatrix}
\tag{2.57}
\]

and the variables \(\bar{u}\) and \(\bar{v}\) in the above matrices are now the Mach numbers in \(x\) and
\(y\) directions.

It should be mentioned that a number of approximation errors are being intro-
duced in converting the nonlinear Euler equations into the linearized equations. For
steady state calculations the error will be proportional to the square of the steady
state perturbation at the inflow and the outflow. These should be very small and
may well be unnoticeable except for the case of an oblique shock at the outflow. For
unsteady calculations there are two sources of error. The first which is similar to the
steady state error is proportional to the square of the unsteady perturbation. The
second is due to the possible non-uniformity of the underlying steady state solution to which the unsteady perturbation is being added. For the Fourier analysis to be valid it requires that the matrices $A$ and $B$ are constant, and so they must be based on some average of the steady state solution at the inflow and outflow. Thus there will be an error which is proportional to the product of the unsteady perturbation and the steady state non-uniformity. This will usually be negligible at the inflow where the steady state solution is almost uniform, but it may be dominant error at the outflow where there are steady state non-uniformities due to wakes and shock losses. A final note is that these approximation errors are all second order effects and so are much smaller than the first order improvements that are obtained with the non-reflecting boundary conditions. In fact they are probably similar in magnitude to the approximation errors involved in formulating the approximate non-reflecting boundary conditions for the general, unsteady, multi-frequency, two-dimensional problems.

2.2.2 One-dimensional, Unsteady Boundary Conditions

Using Fourier analysis to obtain the right and left eigenvectors and grouping the waves into incoming and outgoing modes as described in the theory section Giles obtained the following one-dimensional unsteady inflow and outflow boundary conditions.

If the computational domain is $0 < x < 1$, and $0 < u < 1$, then the boundary at $x = 0$ is an inflow boundary with incoming waves corresponding to the first three roots of the dispersion relation, and the boundary at $x = 1$ is an outflow boundary
with just one incoming wave due to the fourth root.

The transformation to, and from, 1-D characteristic variables is given by the following two matrix equations.

\[
\begin{pmatrix}
C_1 \\
C_2 \\
C_3 \\
C_4
\end{pmatrix} = \begin{pmatrix}
-1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
0 & -1 & 0 & 1
\end{pmatrix} \begin{pmatrix}
\rho' \\
u' \\
v' \\
p'
\end{pmatrix}
\quad (2.58)
\]

\[
\begin{pmatrix}
\rho' \\
u' \\
v' \\
p'
\end{pmatrix} = \begin{pmatrix}
-1 & 0 & \frac{1}{2} & \frac{1}{2} \\
0 & 0 & \frac{1}{2} & \frac{1}{2} \\
0 & 1 & 0 & 0 \\
0 & 0 & \frac{1}{2} & \frac{1}{2}
\end{pmatrix} \begin{pmatrix}
C_1 \\
C_2 \\
C_3 \\
C_4
\end{pmatrix}
\quad (2.59)
\]

\(\rho', u', v', p'\) are the perturbations from the uniform flow about which the Euler equations were linearized, and \(C_1, C_2, C_3, C_4\) are the amplitudes of the four characteristic waves. At the inflow boundary the correct unsteady, non-reflecting, boundary conditions are

\[
\begin{pmatrix}
C_1 \\
C_2 \\
C_3
\end{pmatrix} = 0
\quad (2.60)
\]

while at the outflow boundary the correct non-reflecting boundary condition is
The standard numerical method for implementing these is to calculate or extrapolate the outgoing characteristic values from the interior domain, and then use Eq. (2.67) to reconstruct the solution at the boundary.

2.2.3 Approximate, Two-dimensional, Unsteady Boundary Conditions

Following the theory presented earlier, the second order non-reflecting boundary conditions are obtained by taking the second-approximation to the left eigenvectors \( v^L \) in the limit \( \lambda \simeq 0 \). This gives the inflow boundary conditions

\[
\begin{pmatrix}
-1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 1
\end{pmatrix}
\frac{\partial U}{\partial t} + \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & \overline{u} & v & 1 \\
0 & \overline{v} & -\overline{u} & \overline{v}
\end{pmatrix}
\frac{\partial U}{\partial y} = 0, \quad (2.62)
\]

and the outflow boundary condition

\[
\begin{pmatrix}
0 & -1 & 0 & 1
\end{pmatrix}
\frac{\partial U}{\partial t} + \begin{pmatrix}
0 & -\overline{v} & \overline{u} & \overline{v}
\end{pmatrix}
\frac{\partial U}{\partial y} = 0 \quad (2.63)
\]

The well-posedness of the second approximation non-reflecting boundary conditions was analyzed using the theory discussed earlier and it was found that the inflow boundary conditions were ill-posed with one ill-posed mode and the outflow boundary
condition was well-posed.

To overcome the ill-posedness of the inflow boundary condition, the third inflow boundary condition was modified using an *ad hoc* procedure to obtain the following modified set of boundary conditions at the inflow

\[
\begin{pmatrix}
-1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 1
\end{pmatrix} \frac{\partial U}{\partial t} + \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & \bar{u} & \bar{v} & 1 \\
0 & \bar{v} & \frac{1}{2}(1 - \bar{u}) & \bar{v}
\end{pmatrix} \frac{\partial U}{\partial y} = 0. \tag{2.64}
\]

There is also a corresponding modified well-posed outflow boundary condition which is

\[
\begin{pmatrix}
0 & -1 & 0 & 1
\end{pmatrix} \frac{\partial U}{\partial t} + \begin{pmatrix}
0 & -\bar{v} & \frac{1}{2}(1 + \bar{u}) & \bar{v}
\end{pmatrix} \frac{\partial U}{\partial y} = 0 \tag{2.65}
\]

### 2.2.4 Reflection Co-efficients for 2D Euler Equations in Cartesian Co-ordinates

Calculation of reflection co-efficients for the well-posed inflow boundary conditions shows that the outgoing pressure wave produces no reflected entropy or vorticity waves. Also, the reflected pressure wave has an amplitude which is \(O(l/\omega)^4\).

For the second order outflow boundary condition, the outgoing entropy and vorticity waves produce no reflection but the outgoing pressure wave produces a second order reflection.

The modified outflow boundary condition differs from the second order outflow condition in that now the outgoing pressure wave produces a fourth order reflection,
but the outgoing vorticity wave produces a first order reflection. Thus this boundary condition is preferable only in situations where it is known that there is no outgoing vorticity wave. As an example, in the far-field of an oscillating transonic airfoil there will be an outgoing vorticity wave only at the outflow boundary directly behind the airfoil because the only vorticity generation mechanisms are a shock and the unsteady Kutta condition. Thus one might use the second order boundary condition directly behind the airfoil, and the modified boundary condition on the remainder of the outflow far-field boundary.

2.2.5 Dimensional Boundary Conditions for 2D Euler Equations in Cartesian Co-ordinates

This section lists the one-dimensional and two-dimensional approximate unsteady boundary conditions in the original dimensional variables, developed by Giles. a) Transformation to, and from, one-dimensional characteristic variables.

\[
\begin{pmatrix}
C_1 \\
C_2 \\
C_3 \\
C_4
\end{pmatrix}
= 
\begin{pmatrix}
-c^2 & 0 & 0 & 1 \\
0 & 0 & \overline{p}c & 0 \\
0 & \overline{p}c & 0 & 1 \\
0 & -\overline{p}c & 0 & 1
\end{pmatrix}
\begin{pmatrix}
\rho' \\
\rho' \\
\rho' \\
\rho'
\end{pmatrix}
\]  
(2.66)
\[
\begin{pmatrix}
\rho' \\
u' \\
v' \\
p'
\end{pmatrix} =
\begin{pmatrix}
\frac{-1}{c^2} & 0 & \frac{1}{2c^2} \\
0 & 0 & \frac{1}{2c^2} \\
0 & \frac{1}{2c^2} & 0 \\
0 & 0 & \frac{1}{2} & \frac{1}{2}
\end{pmatrix}
\begin{pmatrix}
C_1 \\
C_2 \\
C_3 \\
C_4
\end{pmatrix}
\] (2.67)

b) One-dimensional, Unsteady Boundary Conditions.

Inflow:
\[
\begin{pmatrix}
C_1 \\
C_2 \\
C_3
\end{pmatrix} = 0
\] (2.68)

Outflow:
\[
C_4 = 0
\] (2.69)

c) Fourth order, Two-dimensional, Unsteady, Inflow Boundary Conditions.

\[
\frac{\partial}{\partial t}
\begin{pmatrix}
C_1 \\
C_2 \\
C_3
\end{pmatrix} + \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & \bar{v} & \frac{1}{2}(\bar{v} + \bar{u}) & \frac{1}{2}(\bar{v} - \bar{u}) \\
0 & \frac{1}{2}(\bar{v} - \bar{u}) & \bar{v} & 0
\end{pmatrix}
\begin{pmatrix}
\frac{\partial}{\partial y}
C_1 \\
C_2 \\
C_3 \\
C_4
\end{pmatrix} = 0
\] (2.70)
d) Second order, Two-dimensional, Unsteady, Outflow BC.

\[
\frac{\partial C_4}{\partial t} + \begin{pmatrix} 0 & u & 0 & v \end{pmatrix} \frac{\partial}{\partial y} \begin{pmatrix} C_1 \\ C_2 \\ C_3 \\ C_4 \end{pmatrix} = 0
\]  
(2.71)

e) First/fourth order, Two-dimensional, Unsteady, Outflow BC.

\[
\frac{\partial C_4}{\partial t} + \begin{pmatrix} 0 & \frac{1}{2}(\bar{e} + \bar{w}) & 0 & v \end{pmatrix} \frac{\partial}{\partial y} \begin{pmatrix} C_1 \\ C_2 \\ C_3 \\ C_4 \end{pmatrix} = 0
\]  
(2.72)
Chapter 3

Wall Corner Compatibility

Conditions for 2D Cartesian Giles

Boundary Conditions

The inviscid solid wall boundary condition is easily formulated: there is no flow through the wall

\[ \vec{V} \cdot \vec{n} = 0 \]  (3.1)

CFD codes, which were originally designed to compute steady-flows, usually do not update the wall boundary points using the interior equations; instead, the flow variables at the wall are updated by extrapolating data from the interior points and setting the normal velocity at the wall to zero. This method is acceptable for steady-state flow problems, but introduces a nonphysical propagating speed from the interior to the wall when an unsteady flow is calculated.
For a time-accurate problem, it is thus preferable to compute the wall surface as an interior point in the domain, setting the wall boundary conditions using the normal derivatives at the wall surface. An example of this approach, introduced by Tam and Dong [75] for linearized flow equations on Cartesian grids, is briefly summarized below.

For an unsteady flow, not only is the flow through the wall in the normal direction zero, but its time derivative is as well:

$$\mathbf{V} \cdot \mathbf{n} = 0, \quad \frac{\partial}{\partial t} \left( \mathbf{V} \cdot \mathbf{n} \right) = 0. \quad (3.2)$$

Consider a wall that lies at the $y = 0$ plane, with its normal pointing in the positive $y$ direction. The linearized Euler equations at the wall for $\bar{v} = 0$ are:

$$\rho_t + \rho \rho_x + \bar{p} (u_x + v_y) = 0$$
$$u_t + \bar{u} u_x + \frac{1}{\bar{p}} (p_x) = 0 \quad (3.3)$$
$$v_t + \frac{1}{\bar{p}} (p_y) = 0$$
$$p_t + \bar{u} p_x + \bar{p} c^2 (u_x + v_y) = 0$$

Since the normal derivatives of the density and tangential velocity at the wall do not appear in the equations, this leaves the possibility of setting the normal derivatives of pressure and normal velocity at the wall.

The Tam and Dong approach proposes that the boundary condition specify the minimum amount of exterior data required to set the analytic boundary condition.
Since only the normal derivative of the pressure at the wall appears in the normal velocity equation, the analytic boundary condition \( v_t = 0 \) can be enforced by setting \( p_y = 0 \) (using a “ghost point” outside of the computational domain), and calculating \( v_y \) at the wall by using only interior information (using a fully one-sided boundary stencil). Looking back to the section “The Physical Problem” in chapter 1, an interesting result from the Thompson-type analysis is that the time derivative of the normal velocity at the wall would be set by combining an outgoing acoustic wave from the interior of the computational domain with an incoming acoustic wave specified by the boundary condition. Since, in the Thompson 1-D characteristics, the incoming acoustic wave contains both pressure and normal velocity derivatives, most of the wall conditions given may be incorrectly specifying the wall boundary by not specifying the normal derivative of the normal velocity at the wall in addition to the normal derivative of pressure at the wall. However, the wall boundary conditions specifying the normal pressure derivative alone have been applied to a wide range of linear and nonlinear flow problems with great success.

Treating the grid points on a wall boundary as interior points of the domain raises the question of what needs to be done at the interface of a wall boundary and an inflow or outflow boundary. At the intersection of a wall and inflow/outflow boundary, the flow solution should satisfy both the boundary conditions. To deal with this issue, a set of compatibility conditions are required to blend the differing boundary conditions at intersection of boundaries. Collino [63] developed a set of compatibility conditions at boundary intersections for the wave equation. In the corner treatment proposed by Rowley and Colonius [64], the boundary conditions are written in terms of spatial
derivatives normal to the boundary (using the full governing equations), thus applying the boundary conditions as closures for the derivatives. Then at the corner point, the BC for both the derivatives is specified.

In the present work, a new compatibility condition is derived for calculations at wall corners for the Giles non-reflecting boundary conditions. The wall condition developed in this work is based on Tam and Dong’s approach [75] by setting the pressure derivative normal to the wall (using a “ghost point” outside of the computational domain) such that there is no flow through the wall at the corner.

Wall boundary condition for the 2D Cartesian Giles boundary conditions are derived for a simple 2D Cartesian domain shown in Fig 3-1.

![Figure 3-1: 2D Computational Domain with Wall Corners](image)

### 3.1 Giles Inflow-Wall Corner Condition

The time derivatives of the incoming characteristics \((C_1)_t, (C_2)_t, (C_3)_t\) are first computed on the inflow boundary using the Giles boundary conditions. These time derivatives must be corrected such that they result in a flow solution that satisfies
the unsteady wall boundary condition at the corner points.

The unsteady wall boundary condition can be written in terms of the time derivatives of the inflow boundary characteristics as:

\[
\frac{\partial}{\partial t} \left( \rho \overline{c} v' \right) \bigg|_{\text{corner}} = 0 = \frac{\partial C_2}{\partial t} \bigg|_{\text{corner}} \tag{3.4}
\]

We need to write the unsteady wall boundary condition in terms of the normal pressure derivative \( p_y' \) in order to implement the pressure-derivative correction based wall boundary condition discussed earlier. From the 2D Cartesian Giles inflow boundary conditions, \((C_2)_t\) is a function of \((C_2)_y', (C_3)_y', (C_4)_y\) which in turn are functions of \( u'_y, v'_y, \) and \( p_y' \).

\[
\Rightarrow \quad \frac{\partial}{\partial t} \left( \rho \overline{c} v' \right) \bigg|_{\text{corner}} = -\overline{v} \frac{\partial C_2}{\partial y} - \frac{1}{2} (\overline{c} + \overline{u}) \frac{\partial C_3}{\partial y} - \frac{1}{2} (\overline{c} - \overline{u}) \frac{\partial C_4}{\partial y} \tag{3.5}
\]

Since the desired value of time derivative of flow through the wall is zero, the required change would be:

\[
\Delta \frac{\partial}{\partial t} \left( \rho \overline{c} v' \right) = -\frac{\partial}{\partial t} \left( \rho \overline{c} v' \right) \bigg|_{\text{corner}} \tag{3.6}
\]

\[
\Rightarrow \quad \Delta \frac{\partial}{\partial t} \left( \rho \overline{c} v' \right) \bigg|_{\text{corner}} = -\overline{v} \Delta \left( \frac{\partial C_2}{\partial y} \right) - \frac{1}{2} (\overline{c} + \overline{u}) \Delta \left( \frac{\partial C_3}{\partial y} \right) - \frac{1}{2} (\overline{c} - \overline{u}) \Delta \left( \frac{\partial C_4}{\partial y} \right) \tag{3.7}
\]
From the 1D characteristics,

\[
\Delta \frac{\partial C_2}{\partial y} = \rho c \Delta \left( \frac{\partial v'}{\partial y} \right) \\
\Delta \frac{\partial C_3}{\partial y} = \rho c \Delta \left( \frac{\partial u'}{\partial y} \right) + \Delta \left( \frac{\partial p'}{\partial y} \right) \\
\Delta \frac{\partial C_4}{\partial y} = \rho c \Delta \left( \frac{\partial u'}{\partial y} \right) - \Delta \left( \frac{\partial p'}{\partial y} \right)
\]

(3.8) (3.9) (3.10)

We do not wish to set the normal derivatives of \(u'\) and \(v'\). Therefore,

\[
\Delta \left( \frac{\partial u'}{\partial y} \right) = \Delta \left( \frac{\partial v'}{\partial y} \right) = 0
\]

(3.11)

Substituting \((C_2)_y, (C_3)_y, (C_4)_y\) into Eq. (3.7) we get an expression for the required change in normal derivative of pressure at the wall corner in order for the time derivative of flow through wall to be zero:

\[
\Delta \left( \frac{\partial p'}{\partial y} \right)_{\text{corner}} = \frac{1}{\bar{e}} \frac{\partial}{\partial t} \left( \rho c u' \right)
\]

(3.12)

Once the normal pressure derivative correction is obtained at the wall corner point, the change is applied to the derivative of the boundary point and the interior points by modifying the value of a “ghost point” outside the computational domain as mentioned before. The time derivatives \((C_1)_t, (C_2)_t, (C_3)_t\) are re-calculated for implementation of the Giles boundary conditions by applying the pressure derivative correction.
as follows:

\[
\Delta \left( \frac{\partial C_1}{\partial t} \right) = 0 \quad (3.13)
\]

\[
\Delta \left( \frac{\partial C_2}{\partial t} \right) = -\bar{v} \Delta \left( \frac{\partial p'}{\partial y} \right) \quad (3.14)
\]

\[
\Delta \left( \frac{\partial C_3}{\partial t} \right) = -\bar{v} \Delta \left( \frac{\partial p'}{\partial y} \right) \quad (3.15)
\]

### 3.2 Giles Outflow-Wall Corner Condition

Recall Eq. (3.2),

\[
\frac{\partial}{\partial t} \left( \rho cv' \right) \bigg|_{\text{corner}} = 0 = \frac{\partial C_2}{\partial t} \bigg|_{\text{corner}}
\]

At the outflow boundary, \( C_2 \) is an outgoing characteristic and therefore cannot be modified. Recall that the present analysis assumes that the inflow/outflow boundary is orthogonal to the wall boundary at the corner. Hence, this approach to developing the compatibility conditions cannot be used to derive wall corner conditions for the Giles outflow boundary condition when the outflow is orthogonal to the wall boundary at the corners. For a non-orthogonal boundary intersection, this approach results in a valid wall corner condition as shown in the next section.
3.3 Wall Corner Conditions for the Chain-rule Form of Giles Boundary Conditions

Since the BASS code solves governing equations in the non-conservative chain rule form of Euler equations, the above wall condition is also derived for the chain-rule form of Giles boundary conditions.

Define:

Unit vectors tangent and normal to the non-reflecting boundary

\[
\begin{align*}
\vec{m} &= m_x \hat{i} + m_y \hat{j} \\
\vec{n} &= n_x \hat{i} + n_y \hat{j}
\end{align*}
\] (3.16) (3.17)

Unit vectors tangent and normal to the wall boundary

\[
\begin{align*}
\vec{M}_w &= M_{wx} \hat{i} + M_{wy} \hat{j} \\
\vec{N}_w &= N_{wx} \hat{i} + N_{wy} \hat{j}
\end{align*}
\] (3.18) (3.19)

and

\[
\begin{align*}
\vec{V} &= \vec{u} + \vec{v} \\
\vec{V}' &= u' \hat{i} + v' \hat{j} \\
\n\vec{\nabla}_m &= \vec{V} \cdot \vec{m}, \quad \vec{\nabla}_n = \vec{V} \cdot \vec{n} \\
\n\vec{V}'_m &= \vec{V}' \cdot \vec{m}, \quad \vec{V}'_n = \vec{V}' \cdot \vec{n} \\
\xi_m &= \frac{\partial \xi}{\partial m}, \quad \eta_m = \frac{\partial \eta}{\partial m}
\end{align*}
\]
The one-dimensional characteristic variables for 2D Euler equations can be written as

\[ C_1 = p' - \bar{c}^2 \rho' \quad \text{(incoming if } \nabla_n < 0) \]  
\[ C_2 = \rho \bar{c} (V'_m) \quad \text{(incoming if } \nabla_n < 0) \]  
\[ C_3 = p' - \rho \bar{c} (V'_n) \quad \text{(incoming if } \nabla_n - \bar{c} < 0) \]  
\[ C_4 = p' + \rho \bar{c} (V'_n) \quad \text{(incoming if } \nabla_n + \bar{c} < 0) \]

Re-writing the two-dimensional Giles boundary conditions using the chain-rule formulation in Curvilinear co-ordinates:

Inflow:

\[ \frac{\partial C}{\partial t} \bigg|_{NoWallBC} = [A] \frac{\partial C}{\partial \xi} + [B] \frac{\partial C}{\partial \eta} \]  

where

\[ C = \begin{pmatrix} C_1 \\ C_2 \\ C_3 \end{pmatrix}, \]

\[ A = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & -\xi_m \nabla_m & -\frac{1}{2} \xi_m (\bar{c} - \nabla_n) & -\frac{1}{2} \xi_m (\bar{c} + \nabla_n) \\ 0 & -\frac{1}{2} \xi_m (\bar{c} + \nabla_n) & -\xi_m \nabla_m & 0 \end{pmatrix}. \]
\[
B = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & -\eta_m \bar{V}_m & -\frac{1}{2} \eta_m (\bar{c} - \bar{V}_n) & -\frac{1}{2} \eta_m (\bar{c} + \bar{V}_n) & 0 \\
0 & -\frac{1}{2} \eta_m (\bar{c} + \bar{V}_n) & -\eta_m \bar{V}_m & 0 \\
\end{pmatrix}
\]

Outflow:

\[
\frac{\partial C_4}{\partial t} + \xi_m \bar{V}_n \frac{\partial C_2}{\partial \xi} + \xi_m \bar{V}_m \frac{\partial C_3}{\partial \xi} + \eta_m \bar{V}_n \frac{\partial C_2}{\partial \eta} + \eta_m \bar{V}_m \frac{\partial C_3}{\partial \eta} = 0 \quad (3.25)
\]

### 3.3.1 Giles Inflow-Wall Corner Condition

For an unsteady flow, not only is the flow through the wall in the normal direction zero, but also its time derivative.

\[
\bar{V}' \cdot \bar{N}_w = 0, \quad \frac{\partial}{\partial t} \left( \bar{V}' \cdot \bar{N}_w \right) = 0 \quad (3.26)
\]

Flow through the wall \( \frac{\partial}{\partial t} \left( \bar{V}' \cdot \bar{N}_w \right) \) can be written as a function of \( C_2, C_3, \) and \( C_4 \):

\[
\overline{pc} \left. \frac{\partial}{\partial t} \left( \bar{V}' \cdot \bar{N}_w \right) \right|_{NoWallBC} = \left. \left( \bar{m} \cdot \bar{N}_w \right) \frac{\partial C_2}{\partial t} \right|_{NoWallBC} + \frac{1}{2} \left. \left( \bar{n} \cdot \bar{N}_w \right) \frac{\partial (C_4 - C_3)}{\partial t} \right|_{NoWallBC} \quad (3.27)
\]
And,

\[ \frac{\rho c}{\partial t} \left( \vec{V}' \cdot \vec{N}_w \right) \bigg|_{WallBC} = \left( \vec{m} \cdot \vec{N}_w \right) \frac{\partial C_2}{\partial t} \bigg|_{WallBC} + \frac{1}{2} \left( \vec{n} \cdot \vec{N}_w \right) \frac{\partial (C_4 - C_3)}{\partial t} \bigg|_{WallBC} = 0 \] (3.28)

\[ \Delta \left[ \frac{\rho c}{\partial t} \left( \vec{V}' \cdot \vec{N}_w \right) \right] = \frac{\rho c}{\partial t} \left( \vec{V}' \cdot \vec{N}_w \right) \bigg|_{WallBC} - \frac{\rho c}{\partial t} \left( \vec{V}' \cdot \vec{N}_w \right) \bigg|_{NoWallBC} \] (3.29)

\[ \Rightarrow \Delta \left[ \frac{\rho c}{\partial t} \left( \vec{V}' \cdot \vec{N}_w \right) \right] = \left( \vec{m} \cdot \vec{N}_w \right) \Delta \left[ \frac{\partial C_2}{\partial t} \right] + \frac{1}{2} \left( \vec{n} \cdot \vec{N}_w \right) \Delta \left[ \frac{\partial (C_4 - C_3)}{\partial t} \right] \] (3.30)

where

\[ \Delta \left[ \frac{\partial C}{\partial t} \right] = \frac{\partial C}{\partial t} \bigg|_{WallBC} - \frac{\partial C}{\partial t} \bigg|_{NoWallBC} \] (3.31)

Each one of \( \frac{\partial C_2}{\partial t}, \frac{\partial C_3}{\partial t}, \) and \( \frac{\partial C_4}{\partial t} \) are in turn functions of \( \frac{\partial C_2}{\partial \eta}, \frac{\partial C_3}{\partial \eta}, \) and \( \frac{\partial C_4}{\partial \eta} \) which are again functions of \( \frac{\partial u'}{\partial \eta}, \frac{\partial v'}{\partial \eta}, \) and \( \frac{\partial p'}{\partial \eta} \). Therefore, the change in time derivatives of the characteristic variables due to the wall boundary condition can be expressed in terms of \( \eta \)-derivatives of the primitive variables. The time derivative of \( C_4 \) cannot be changed because it is outgoing acoustic wave at the inflow boundary.

\[ \Rightarrow \Delta \left[ \frac{\partial C_4}{\partial t} \right]_{corner} = 0 \] (3.32)

We do not want to change the \( \eta \)-derivatives of \( u' \) and \( v' \).

\[ \Rightarrow \Delta \frac{\partial u'}{\partial \eta} \bigg|_{corner} = 0, \quad \Delta \frac{\partial v'}{\partial \eta} \bigg|_{corner} = 0 \] (3.33)
Correction to the $\eta$-derivatives of characteristic variables is given by

\[
\Delta \left[ \frac{\partial C_1}{\partial \eta} \right] = \Delta \left[ \frac{\partial p'}{\partial \eta} \right] (3.34)
\]

\[
\Delta \left[ \frac{\partial C_2}{\partial \eta} \right] = 0 (3.35)
\]

\[
\Delta \left[ \frac{\partial C_3}{\partial \eta} \right] = \Delta \left[ \frac{\partial p'}{\partial \eta} \right] (3.36)
\]

\[
\Delta \left[ \frac{\partial C_4}{\partial \eta} \right] = \Delta \left[ \frac{\partial p'}{\partial \eta} \right] (3.37)
\]

Therefore, the correction to the time derivatives of the characteristic variables is given by

\[
\Delta \left[ \frac{\partial C_1}{\partial t} \right] = 0 (3.38)
\]

\[
\Delta \left[ \frac{\partial C_2}{\partial t} \right] = -\eta_m \bar{c} \Delta \left[ \frac{\partial p'}{\partial \eta} \right] (3.39)
\]

\[
\Delta \left[ \frac{\partial C_3}{\partial t} \right] = -\eta_m \nabla_m \Delta \left[ \frac{\partial p'}{\partial \eta} \right] (3.40)
\]

\[
\Delta \left[ \frac{\partial C_4}{\partial t} \right] = 0 (3.41)
\]

The central idea of this approach is to correct the pressure normal derivative at the wall corner point $\Delta \left[ \frac{\partial p'}{\partial \eta} \right]$ such that the flow normal to the wall, $\frac{\partial}{\partial t} \left( \vec{V}' \cdot \vec{N}_w \right) = 0$. So we need to express $\Delta \left[ \frac{\partial p'}{\partial \eta} \right]$ in terms of the flow normal to the wall $\frac{\partial}{\partial t} \left( \vec{V}' \cdot \vec{N}_w \right)$. This is achieved by substituting $\Delta \left( \frac{\partial C_2}{\partial t} \right)$, $\Delta \left( \frac{\partial C_3}{\partial t} \right)$, and $\Delta \left( \frac{\partial C_4}{\partial t} \right)$ from the above equations into Eq. (4.99).

\[
\Rightarrow \quad \Delta \left[ \frac{\partial p'}{\partial \eta} \right]_{\text{corner}} = \frac{\overline{mc} \frac{\partial}{\partial t} \left( \vec{V}' \cdot \vec{N}_w \right) \bigg|_{\text{NoWallBC}}}{\eta_m \left( \left( \vec{m} \cdot \vec{N}_w \right) \tau + \frac{1}{2} \left( \vec{n} \cdot \vec{N}_w \right) \nabla_m \right)} (3.42)
\]
The above correction for normal derivative of pressure reduces to the expression obtained for the pressure derivative correction for the Cartesian form of Giles boundary conditions when the inflow and wall boundaries are orthogonal to each other at the corners.

Corrections to $\frac{\partial C}{\partial t}$ are then calculated using Eqs. (4.107) to (4.110). Finally, the time derivatives of the characteristics are corrected:

$$\left.\frac{\partial C}{\partial t}\right|_{\text{WallBC}} = \left.\frac{\partial C}{\partial t}\right|_{\text{NoWallBC}} + \Delta \left[ \frac{\partial C}{\partial t} \right]$$

The time derivatives of primitive variables are then computed from $\left.\frac{\partial C}{\partial t}\right|_{\text{WallBC}}$.

### 3.3.2 Giles Outflow-Wall Corner Condition

The outflow wall corner boundary condition is obtained by following the same procedure adopted for the inflow boundary. At the outflow boundary $C_1$, $C_2$, and $C_3$ are outgoing characteristics and $C_4$ is the only incoming characteristic. Hence,

$$\Delta \left[ \frac{\partial C_1}{\partial t} \right]_{\text{corner}} = \Delta \left[ \frac{\partial C_2}{\partial t} \right]_{\text{corner}} = \Delta \left[ \frac{\partial C_3}{\partial t} \right]_{\text{corner}} = 0$$

As mentioned earlier,

$$\Delta \left[ \frac{\partial C_4}{\partial t} \right] = -\eta_m V_m \Delta \left[ \frac{\partial p'}{\partial \eta} \right]$$

The pressure derivative correction at the outflow wall corner will then be (using
Eq. (4.99))

\[
\Delta \left[ \frac{\partial p'}{\partial \eta} \right]_{\text{corner}} = \frac{\overline{\rho_c}}{\frac{1}{2} \eta_m} \left( \nabla' \cdot N_w \right) \left|_{\text{NoWallBC}} \right. \left( \vec{n} \cdot \vec{N}_w \right) \nabla m \tag{3.45}
\]

One limitation of this method is that whenever the wall boundary is orthogonal to the outflow boundary at the corners, the denominator of \( \Delta \left[ \frac{\partial p'}{\partial \eta} \right]_{\text{corner}} \) goes to zero and hence the method cannot be applied at the outflow boundary in such cases.

Once the pressure derivative correction is obtained, it is propagated into the interior domain and the values of \( \frac{\partial C}{\partial t} \bigg|_{\text{WallBC}} \) are calculated as described in the previous section.
Chapter 4

Giles Boundary Conditions for 2D Euler Equations in Curvilinear Co-ordinates

The theoretical framework for the extension of one and two-dimensional Giles boundary conditions (in Cartesian co-ordinates) to boundary conditions in a Curvilinear co-ordinate system is presented in this chapter. The general theory and its application to Euler equations and well-posedness analysis presented in chapter(4) is closely followed to derive the boundary conditions in Curvilinear co-ordinates.
4.1 Non-dimensional 2D Linearized Euler Equations in Curvilinear Co-ordinates

The 2D Cartesian conservative form of unsteady, compressible, Euler equations in Eq. (2.51) can be written in a vector form as:

\[ \frac{\partial \mathbf{Q}}{\partial t} + \frac{\partial \mathbf{E}}{\partial x} + \frac{\partial \mathbf{F}}{\partial y} = 0 \]  \hspace{1cm} (4.1)

For the present analysis, these equations are re-written in a generalized Curvilinear co-ordinate system with no grid motion whose Curvilinear co-ordinates are:

\[ \tau = t \]
\[ \xi = \xi(x,y) \]  \hspace{1cm} (4.2)
\[ \eta = \eta(x,y) \]

Using the chain-rule formulation, these equations are written in Curvilinear co-ordinate system as:

\[ \frac{\partial \mathbf{Q}}{\partial t} + \frac{\partial \xi}{\partial x} \frac{\partial \mathbf{E}}{\partial \xi} + \frac{\partial \eta}{\partial x} \frac{\partial \mathbf{E}}{\partial \eta} + \frac{\partial \xi}{\partial x} \frac{\partial \mathbf{F}}{\partial \xi} + \frac{\partial \eta}{\partial x} \frac{\partial \mathbf{F}}{\partial \eta} = 0 \]  \hspace{1cm} (4.3)

where,

\[ \mathbf{Q} = \begin{pmatrix} \rho \\ \rho u \\ \rho v \\ E_{\text{total}} \end{pmatrix} \]  \hspace{1cm} (4.4)
The above equations are linearized about an assumed uniform mean flow \((\bar{\rho}, \bar{u}, \bar{v}, \bar{p})\)
to give
\[
\begin{align*}
\frac{\partial U}{\partial t} + \begin{pmatrix}
\bar{U} & \xi_x \bar{p} & \xi_y \bar{p} & 0 \\
0 & \bar{U} & 0 & \frac{\xi_x}{\bar{\rho}} \\
0 & 0 & \bar{U} & \frac{\xi_y}{\bar{\rho}} \\
0 & \xi_x \gamma \bar{p} & \xi_y \gamma \bar{p} & \bar{U}
\end{pmatrix}
\frac{\partial U}{\partial \xi} + \begin{pmatrix}
\bar{V} & \eta_x \bar{p} & \eta_y \bar{p} & 0 \\
0 & \bar{V} & 0 & \frac{\eta_x}{\bar{\rho}} \\
0 & 0 & \bar{V} & \frac{\eta_y}{\bar{\rho}} \\
0 & \eta_x \gamma \bar{p} & \eta_y \gamma \bar{p} & \bar{V}
\end{pmatrix}
\frac{\partial U}{\partial \eta} = 0
\end{align*}
\]
(4.5)

where \(U\) is the vector of perturbation variables, \(U = \begin{pmatrix}
\rho' \\
u' \\
v' \\
p'
\end{pmatrix}\).

The Contravariant mean velocities are given by:
\[
\begin{align*}
\bar{U} &= \xi_x \bar{u} + \xi_y \bar{v} \\
\bar{V} &= \eta_x \bar{u} + \eta_y \bar{v}
\end{align*}
\]
(4.6) (4.7)

The linearized equations are non-dimensionalized using the steady density \(\bar{\rho}\) and speed of sound \(\bar{c}\). This gives the equations in the form required for Fourier analysis:
\[
\frac{\partial U}{\partial t} + [A] \frac{\partial U}{\partial \xi} + [B] \frac{\partial U}{\partial \eta} = 0
\]
(4.8)
where

\[
A = \begin{pmatrix}
    U & \xi_x & \xi_y & 0 \\
    0 & U & 0 & \xi_x \\
    0 & 0 & U & \xi_y \\
    0 & \xi_x & \xi_y & U
\end{pmatrix}, \quad B = \begin{pmatrix}
    \nabla & \eta_x & \eta_y & 0 \\
    0 & \nabla & 0 & \eta_x \\
    0 & 0 & \nabla & \eta_y \\
    0 & \eta_x & \eta_y & \nabla
\end{pmatrix}
\]

(4.9)

It should be noted that in addition to the approximation errors due to the steady state perturbations and non-uniformities in the mean flow, and the non-uniformities in grid metrics also contribute to the overall error.

### 4.2 Fourier Analysis

A wave-like solution to the Euler equations in Eq. (4.8) of the form

\[
U(\xi,\eta,t) = u e^{i(k\xi + l\eta - \omega t)}
\]

(4.10)

is considered for the Fourier analysis. Before beginning the analysis, the following terms are defined for convenience of displaying lengthy equations:

\[
\Psi = \sqrt{\xi_x^2 + \xi_y^2}, \quad \Phi = \sqrt{\eta_x^2 + \eta_y^2}
\]

\[
\mu = \xi_x \eta_x + \xi_y \eta_y, \quad \nu = \xi_x \eta_y - \xi_y \eta_x
\]
Following the theory described in chapter 3, the dispersion relation is first obtained.

\[
\text{det} \left( -\omega I + kA + lB \right) = \text{det} \begin{bmatrix}
\U k + \nabla l - \omega & \xi_x k + \eta_x l & \xi_y k + \eta_y l & 0 \\
0 & \U k + \nabla l - \omega & 0 & \xi_x k + \eta_x l \\
0 & 0 & \U k + \nabla l - \omega & \xi_y k + \eta_y l \\
0 & \xi_x k + \eta_x l & \xi_y k + \eta_y l & \U k + \nabla l - \omega
\end{bmatrix}
\]

\[
= (\U k + \nabla l - \omega)^2 \left[ (\U k + \nabla l - \omega)^2 - (\xi_x k + \eta_x l)^2 - (\xi_y k + \eta_y l)^2 \right] \\
= 0 \tag{4.11}
\]

The first two roots of the dispersion relation are identical.

\[
k_{1,2} = \frac{\omega - \nabla l}{\U} \tag{4.12}
\]

The other two roots are given by

\[
(\U k + \nabla l - \omega)^2 - (\xi_x k + \eta_x l)^2 - (\xi_y k + \eta_y l)^2 = 0 \tag{4.13}
\]

\[
k_{3,4} = \frac{\U (\nabla l - \omega) - \mu l}{\Psi^2 - \U^2} \pm \left[ \frac{(\U (\nabla l - \omega) - \mu l)^2 + (\Psi^2 - \U^2) \left( (\nabla l - \omega)^2 - \mu^2 \Phi^2 \right)}{\Psi^2 - \U^2} \right]^{1/2} \tag{4.14}
\]
Hence the third and fourth roots are:

\[ k_3 = \frac{(\omega - Vl)(-\bar{U} + S_1)}{\Psi^2 - \bar{U}^2} \] (4.15)

\[ k_4 = \frac{(\omega - Vl)(-\bar{U} - S_2)}{\Psi^2 - \bar{U}^2} \] (4.16)

where

\[ S_1 = -\frac{\mu l}{\omega - Vl} + \sqrt{\Psi^2 - \left(\frac{\nu^2 - \Phi^2 U^2}{l^2}\right) l^2 + \frac{2\mu \bar{U} l}{(\omega - Vl)}} \] (4.17)

\[ S_2 = \frac{\mu l}{\omega - Vl} + \sqrt{\Psi^2 - \left(\frac{\nu^2 - \Phi^2 U^2}{l^2}\right) l^2 + \frac{2\mu \bar{U} l}{(\omega - Vl)}} \] (4.18)
4.3 Eigenvectors

4.3.1 Root 1: Entropy Wave

\[ k_1 = \frac{\omega - \nabla l}{U}, \quad \omega = \nabla k_1 + \nabla l \] (4.19)

Substituting for \( \omega \) gives

\[ (-\omega I + k_1 A + lB) = \begin{pmatrix}
0 & (\xi_x k_1 + \eta_x l) & (\xi_y k_1 + \eta_y l) & 0 \\
0 & 0 & 0 & (\xi_x k_1 + \eta_x l) \\
0 & 0 & 0 & (\xi_y k_1 + \eta_y l) \\
0 & (\xi_x k_1 + \eta_x l) & (\xi_y k_1 + \eta_y l) & 0
\end{pmatrix} \] (4.20)

Right eigenvector is chosen as

\[ u_R^1 = \begin{pmatrix}
-\xi_x \\
0 \\
0 \\
0
\end{pmatrix} \] (4.21)

and a corresponding left eigenvector is

\[ u_L^1 = \begin{pmatrix}
-\xi_x & 0 & 0 & \xi_x
\end{pmatrix} \] (4.22)

The vector \( v_L^1 \), which is needed to construct the non-reflecting boundary condi-
tions, is calculated following the procedure given in the theory section.

\[ v_1^L = \frac{1}{U} u_1^L A \]

\[ = \begin{pmatrix} -\xi_x & 0 & 0 \end{pmatrix} \xi_x \]

(4.23)

This choice of eigenvectors corresponds to the entropy wave traveling downstream at a speed $\bar{U} > 0$. This can be verified by noting that the only non-zero term in the right eigenvector is the density, so that the wave has varying entropy, no vorticity and constant pressure. Also, the left eigenvector ‘measures’ entropy in the sense that

\[ u_1^L U \]

is equal to the linearized entropy, $\xi_x (p' - \rho')$ (remembering that $c = 1$ because of the non-dimensionalization).

These eigenvectors are obtained by multiplying with an arbitrary factor. They may be multiplied by an arbitrary constant or a function of $\lambda$ and they would still be eigenvectors. In the present work, corresponding to all the four roots of the dispersion relation, the arbitrary factors were chosen to give the simplest form for the eigenvectors subject to the one restriction that at $\lambda = 0$, $u^L u^R = 1$. This restriction gives the orthonormal form for the vectors $w$ which was assumed in the theory section, Eq. (2.21).
4.3.2 Root 2: Vorticity Wave

\[ k_2 = \frac{\omega - \nabla l}{\overline{U}} , \quad \omega = \overline{U} k_2 + \nabla l \]  \hspace{1cm} (4.24)

The second set of eigenvectors for the multiple root is given by

Right eigenvector:

\[ u^R_2 = \frac{1}{\psi^2} \begin{pmatrix} 0 \\ -\xi_y \left( 1 - \nabla \lambda \right) - \eta_y \overline{U} \lambda \\ \xi_x \left( 1 - \nabla \lambda \right) + \eta_x \overline{U} \lambda \\ 0 \end{pmatrix} \]  \hspace{1cm} (4.25)

Left eigenvector:

\[ u^L_2 = \begin{pmatrix} 0 \\ -\xi_y \left( 1 - \nabla \lambda \right) - \eta_y \overline{U} \lambda \\ \xi_x \left( 1 - \nabla \lambda \right) + \eta_x \overline{U} \lambda \\ 0 \end{pmatrix} \]  \hspace{1cm} (4.26)

The vector \( v^L_2 \), which is needed to construct the non-reflecting boundary conditions, is calculated following the procedure given in the theory section.

\[ v^L_2 = \frac{1}{\overline{U}} u^L_2 A \]

\[ = \begin{pmatrix} 0 \\ -\xi_y \left( 1 - \nabla \lambda \right) - \eta_y \overline{U} \lambda \\ \xi_x \left( 1 - \nabla \lambda \right) + \eta_x \overline{U} \lambda \\ -\lambda \end{pmatrix} \]  \hspace{1cm} (4.27)

This root corresponds to the vorticity wave traveling downstream at a speed \( \overline{U} > 0 \), which can be verified by noting that the right eigenvector gives a wave with vorticity, but uniform entropy and pressure. Since the first two roots are a multiple root, it must be verified that the chosen right and left eigenvectors satisfy the necessary
orthogonality relations.

\[ v_1^L u_2^R = 0 \]  \hspace{1cm} (4.28)

\[ v_2^L u_1^R = 0 \]  \hspace{1cm} (4.29)

It is easily verified that these relations are satisfied.

The above choice of eigenvectors for the first and second roots is not unique. Any linear combinations of the eigenvectors is itself an eigenvector, and the only constraint is the required orthogonality conditions. The motivation for this particular choice is a knowledge of the distinct behavior of the entropy and vorticity variables in fluid dynamics, which subsequently simplified the algebra at later stages of this analysis.
4.3.3 Root 3: Downstream Running Pressure Wave

\[ k_3 = \frac{(\omega - Vl)(S_1 - U)}{\Psi^2 - U^2}, \quad \omega = (\bar{U}k_3 + Vl) + \sqrt{(\xi_x k_3 + \eta_x l)^2 + (\xi_y k_3 + \eta_y l)^2} \] (4.30)

Substituting for \( \omega \) gives

\[
(-\omega I + k_3 A + lB) = \begin{pmatrix}
\bar{U}k_3 + Vl - \omega & \xi_x k_3 + \eta_x l & \xi_y k_3 + \eta_y l & 0 \\
0 & \bar{U}k_3 + Vl - \omega & 0 & \xi_x k_3 + \eta_x l \\
0 & 0 & \bar{U}k_3 + Vl - \omega & \xi_y k_3 + \eta_y l \\
0 & \xi_x k_3 + \eta_x l & \xi_y k_3 + \eta_y l & \bar{U}k_3 + Vl - \omega
\end{pmatrix}
\] (4.31)

Right eigenvector:

\[ u^R_3 = \frac{1}{2 (\Psi - U)^2 \Psi^2} \begin{pmatrix}
(1 - V\lambda) (\Psi^2 - US_1) \\
\xi_x (1 - V\lambda) (S_1 - U) + \eta_x (\Psi^2 - U^2) \lambda \\
\xi_y (1 - V\lambda) (S_1 - U) + \eta_y (\Psi^2 - U^2) \lambda \\
(1 - V\lambda) (\Psi^2 - US_1)
\end{pmatrix} \] (4.32)

Left eigenvector:

\[ u^L_3 = \frac{1}{(\Psi - U)} \begin{pmatrix}
u_{31} & u_{32} & u_{33} & u_{34}
\end{pmatrix} \] (4.33)

where

\[ u_{31} = (1 - V\lambda) (\Psi^2 - US_1) \]
\[ u_{32} = \xi_x (1 - \nabla \lambda) \left( S_1 - \overline{U} \right) + \eta_x \left( \Psi^2 - \overline{U}^2 \right) \lambda \]
\[ u_{33} = \xi_y (1 - \nabla \lambda) \left( S_1 - \overline{U} \right) + \eta_y \left( \Psi^2 - \overline{U}^2 \right) \lambda \]
\[ u_{34} = (1 - \nabla \lambda) \left( \Psi^2 - \overline{U} S_1 \right) \]

The vector \( v_3^L \), which is needed to construct the non-reflecting boundary conditions, is calculated following the procedure given in the theory section.

\[
v_3^L = \frac{1}{\Psi + \overline{U}} u_3^L A
= \begin{pmatrix}
v_{31} & v_{32} & v_{33} & v_{34}
\end{pmatrix}
\]

(4.34)

where

\[ v_{31} = 0 \]
\[ v_{32} = \xi_x (1 - \nabla \lambda) + \eta_x \overline{U} \lambda \]
\[ v_{33} = \xi_y (1 - \nabla \lambda) + \eta_y \overline{U} \lambda \]
\[ v_{34} = (1 - \nabla \lambda) S_1 + \mu \lambda \]

This wave corresponds to an isentropic, irrotational pressure wave, traveling down-stream at a speed \( \overline{U} + 1 \) provided \( \overline{U} > -1 \).
4.3.4 Root 4: Upstream Running Pressure Wave

\[ k_4 = -\frac{(\omega - \nabla l) (S_2 + \overline{U})}{\Psi^2 - \overline{U}^2}, \quad \omega = (\overline{U} k_4 + \nabla l) - \sqrt{(\xi_x k_4 + \eta_x l)^2 + (\xi_y k_4 + \eta_y l)^2} \]  

(4.35)

Substituting for \( \omega \) gives

\[
(-\omega I + k_4 A + lB) = \begin{pmatrix}
\overline{U} k_4 + \nabla l - \omega & \xi_x k_4 + \eta_x l & \xi_y k_4 + \eta_y l & 0 \\
0 & \overline{U} k_4 + \nabla l - \omega & 0 & \xi_x k_4 + \eta_x l \\
0 & 0 & \overline{U} k_4 + \nabla l - \omega & \xi_y k_4 + \eta_y l \\
0 & \xi_x k_4 + \eta_x l & \xi_y k_4 + \eta_y l & \overline{U} k_4 + \nabla l - \omega
\end{pmatrix}
\]  

(4.36)

Right eigenvector:

\[ u_4^R = \frac{1}{2 (\Psi + \overline{U}) \Psi^2} \begin{pmatrix}
(1 - \nabla \lambda) (\Psi^2 + \overline{U} S_2) \\
-\xi_x (1 - \nabla \lambda) (S_2 + \overline{U}) + \eta_x (\Psi^2 - \overline{U}^2) \lambda \\
-\xi_y (1 - \nabla \lambda) (S_2 + \overline{U}) + \eta_y (\Psi^2 - \overline{U}^2) \lambda \\
(1 - \nabla \lambda) (\Psi^2 + \overline{U} S_2)
\end{pmatrix} \]  

(4.37)

Left eigenvector:

\[ u_4^L = \frac{1}{(\Psi + \overline{U})} \begin{pmatrix}
u_{41} & u_{42} & u_{43} & u_{44}
\end{pmatrix} \]  

(4.38)

where

\[ u_{41} = 0 \]
\begin{align*}
u_{42} &= -\xi_x (1 - \nabla \lambda) \left( S_2 + \mathcal{U} \right) + \eta_x \left( \Psi^2 - \mathcal{U}^2 \right) \lambda \\
u_{43} &= -\xi_y (1 - \nabla \lambda) \left( S_2 + \mathcal{U} \right) + \eta_y \left( \Psi^2 - \mathcal{U}^2 \right) \lambda \\
u_{44} &= (1 - \nabla \lambda) \left( \Psi^2 + \mathcal{U} S_2 \right)
\end{align*}

The vector \( v^L_4 \), which is needed to construct the non-reflecting boundary conditions, is calculated following the procedure given in the theory section.

\begin{align*}
v^L_4 &= -\frac{1}{\Psi - \mathcal{U}} u^L_4 A \\
&= \begin{pmatrix}
0 & -\xi_x (1 - \nabla \lambda) - \eta_x \mathcal{U} \lambda & -\xi_y (1 - \nabla \lambda) - \eta_y \mathcal{U} \lambda & (1 - \nabla \lambda) S_2 - \mu \lambda
\end{pmatrix}
\end{align*}

This wave corresponds to an isentropic, irrotational pressure wave, traveling upstream at a speed \( \mathcal{U} - 1 \) provided \( \mathcal{U} < 1 \).
4.4 One-dimensional, Unsteady Boundary Conditions in Curvilinear Co-ordinates

If the computational domain is $0 < x < 1$, and $0 < \bar{U} < 1$, then the boundary at $x = 0$ is an inflow boundary with incoming waves corresponding to the first three roots, and the boundary at $x = 1$ is an outflow boundary with just one incoming wave due to the fourth root.

When $\lambda = 0$, $S_1 = S_2 = \Psi$, and so the right eigenvectors $w^R$ are

$$
\begin{align*}
  w^R_1 &= \begin{pmatrix}
-\xi_x \\
0 \\
0 \\
0 
\end{pmatrix}, \\
  w^R_2 &= \begin{pmatrix}
0 \\
-\xi_y/\Psi^2 \\
\xi_x/\Psi^2 \\
0 
\end{pmatrix}, \\
  w^R_3 &= \begin{pmatrix}
1/2\Psi \\
\xi_x/2\Psi^2 \\
\xi_y/2\Psi^2 \\
1/2\Psi 
\end{pmatrix}, \\
  w^R_4 &= \begin{pmatrix}
1/2\Psi \\
-\xi_x/2\Psi^2 \\
-\xi_y/2\Psi^2 \\
1/2\Psi 
\end{pmatrix}
\end{align*}
$$

(4.40)

and the left eigenvectors $w^L$ are

$$
\begin{align*}
  w^L_1 &= \begin{pmatrix}
-\xi_x & 0 & 0 & \xi_x \\
0 & -\xi_y & \xi_x & 1 \\
0 & \xi_x & \xi_y & \Psi \\
0 & -\xi_x & -\xi_y & \Psi 
\end{pmatrix}
\end{align*}
$$

(4.41)

Hence the transformation to, and from, 1-D characteristic variables is given by
the following two matrix equations.

\[
\begin{pmatrix}
C_1 \\
C_2 \\
C_3 \\
C_4
\end{pmatrix} = \begin{pmatrix}
-\xi_x & 0 & 0 & \xi_x \\
0 & -\xi_y & \xi_x & 0 \\
0 & \xi_x & \xi_y & \Psi \\
0 & -\xi_x & -\xi_y & \Psi
\end{pmatrix}
\begin{pmatrix}
\rho' \\
u' \\
v' \\
p'
\end{pmatrix}
\]

\begin{equation}
(4.42)
\end{equation}

\[
\begin{pmatrix}
\rho' \\
u' \\
v' \\
p'
\end{pmatrix} = \begin{pmatrix}
-\frac{1}{\xi_x} & 0 & \frac{1}{2\Psi} & \frac{1}{2\Psi} \\
0 & -\frac{\xi_y}{\Psi^2} & \frac{\xi_x}{2\Psi^2} & -\frac{\xi_x}{2\Psi^2} \\
0 & \frac{\xi_x}{\Psi^2} & \frac{\xi_y}{2\Psi^2} & -\frac{\xi_y}{2\Psi^2} \\
0 & 0 & \frac{1}{2\Psi} & \frac{1}{2\Psi}
\end{pmatrix}
\begin{pmatrix}
C_1 \\
C_2 \\
C_3 \\
C_4
\end{pmatrix}
\]

\begin{equation}
(4.43)
\end{equation}

\(\rho', u', v',\) and \(p'\) are the perturbations from the uniform flow about which the Euler equations were linearized, and \(C_1, C_1, C_3,\) and \(C_4\) are the amplitudes of the four characteristic waves. It can be seen the above transformations reduce to their corresponding Cartesian form of characteristics for an orthogonal grid.

At the inflow boundary the correct unsteady, non-reflecting, boundary conditions are

\[
\begin{pmatrix}
C_1 \\
C_2 \\
C_3
\end{pmatrix} = 0
\]

\begin{equation}
(4.44)
\end{equation}

while at the outflow boundary the correct non-reflecting boundary condition is

\[C_4 = 0\]

\begin{equation}
(4.45)
\end{equation}
4.5 Approximate, 2D, Unsteady Boundary Conditions in Curvilinear Co-ordinates

Following the theory presented earlier, the second order non-reflecting boundary conditions are obtained by taking the second-order approximation to the left eigenvectors $v^L$ in the limit $\lambda \approx 0$. In this limit, $S_1 = S_2 \approx \Psi$ and so one obtains the following approximate eigenvectors.

\[
\begin{align*}
\bar{v}_1^L &= \begin{pmatrix} -\xi_x & 0 & 0 & \xi_x \end{pmatrix} \\
\bar{v}_2^L &= \begin{pmatrix} 0 & -\xi_y (1 - \nabla \lambda) - \eta_y \overline{U} \lambda & \xi_x (1 - \nabla \lambda) + \eta_x \overline{U} \lambda & -\nu \lambda \end{pmatrix} \\
\bar{v}_3^L &= \begin{pmatrix} 0 & \xi_x (1 - \nabla \lambda) + \eta_x \overline{U} \lambda & \xi_y (1 - \nabla \lambda) + \eta_y \overline{U} \lambda & \Psi (1 - \nabla \lambda) + \mu \lambda \end{pmatrix} \\
\bar{v}_4^L &= \begin{pmatrix} 0 & -\xi_x (1 - \nabla \lambda) - \eta_x \overline{U} \lambda & -\xi_y (1 - \nabla \lambda) - \eta_y \overline{U} \lambda & \Psi (1 - \nabla \lambda) - \mu \lambda \end{pmatrix}
\end{align*}
\]

Actually, the first two eigenvectors are exact since the only approximation which has been made is $S \approx \Psi$ in the third and fourth eigenvectors. Consequently, the inflow boundary conditions will be perfectly non-reflecting for both of the incoming entropy and vorticity characteristics.

The second step is to multiply by $\omega$ and replace $\omega$ by $-\frac{\partial}{\partial t}$ and $l$ by $\frac{\partial}{\partial y}$. This
gives the inflow boundary condition

\[
\begin{pmatrix}
-\xi_x & 0 & 0 & \xi_x \\
0 & -\xi_y & \xi_x & 0 \\
0 & \xi_x & \xi_y & \Psi
\end{pmatrix}
\begin{pmatrix}
\partial U/\partial t \\
\xi_x \nabla - \eta_y \nabla \\
\xi_x \nabla - \eta_x \nabla
\end{pmatrix}
+ \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & -\xi_y \nabla + \eta_y \nabla & \xi_x \nabla - \eta_x \nabla & \nu \\
0 & \xi_x \nabla - \eta_x \nabla & \xi_y \nabla - \eta_y \nabla & \Psi \nabla - \mu
\end{pmatrix}
\begin{pmatrix}
\partial U/\partial \eta \\
\xi_x \nabla - \eta_x \nabla \\
\xi_y \nabla - \eta_y \nabla
\end{pmatrix} = 0
\]

(4.47)

and the outflow boundary condition

\[
\begin{pmatrix}
0 & -\xi_x & -\xi_y & \Psi
\end{pmatrix}
\begin{pmatrix}
\partial U/\partial t \\
\xi_x \nabla + \eta_x \nabla \\
-\xi_y \nabla + \eta_y \nabla \\
\Psi \nabla + \mu
\end{pmatrix}
+ \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & -\xi_y \nabla - \eta_y \nabla & \xi_x \nabla - \eta_x \nabla & \nu \\
0 & \xi_x \nabla - \eta_x \nabla & \xi_y \nabla - \eta_y \nabla & \Psi \nabla - \mu
\end{pmatrix}
\begin{pmatrix}
\partial U/\partial \eta \\
\xi_x \nabla + \eta_x \nabla \\
-\xi_y \nabla + \eta_y \nabla \\
\Psi \nabla + \mu
\end{pmatrix} = 0
\]

(4.48)

For implementation purposes it is preferable to rewrite these equations using the one-dimensional characteristics.

\[
\begin{pmatrix}
\partial & & & & & \partial C_1 \\
\partial t & C_2 \\
\partial & & & & & \partial C_3 \\
\partial C_4
\end{pmatrix}
+ \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & -\nu \nabla \nabla + \mu \nabla \nabla & -\nu \nabla \nabla - \mu \nabla \nabla & (\Psi + \nabla) & (\Psi - \nabla)
\end{pmatrix}
\begin{pmatrix}
\partial & & & & & \partial C_1 \\
\partial t & C_2 \\
\partial & & & & & \partial C_3 \\
\partial C_4
\end{pmatrix} = 0
\]

(4.49)

\[
\begin{pmatrix}
\partial \partial C_4/\partial t \\
\partial & & & & & \partial C_1 \\
\partial & & & & & \partial C_2 \\
\partial C_3
\end{pmatrix}
+ \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & -\nu \nabla \nabla + \mu \nabla \nabla & -\nu \nabla \nabla - \mu \nabla \nabla & (\Psi + \nabla) & (\Psi - \nabla)
\end{pmatrix}
\begin{pmatrix}
\partial & & & & & \partial C_1 \\
\partial t & C_2 \\
\partial & & & & & \partial C_3 \\
\partial C_4
\end{pmatrix} = 0
\]

(4.50)

Before using these conditions it must be verified that they form a well-posed IBVP. If they do not, then no matter how they are implemented they will produce a divergent solution on a sufficiently fine grid.
4.6 Analysis of Well-posedness

4.6.1 Inflow Boundary Conditions

The well-posedness of the second approximation non-reflecting boundary conditions can be analyzed using the theory discussed earlier. To simplify the analysis we shift to a frame of reference which is moving with speed $\mathbf{V}$ in a direction normal to the $\xi$ grid line. The transformed equations of motion and boundary conditions then correspond to $\mathbf{V} = 0$ which simplifies the algebra, and well-posedness in this frame of reference is clearly both necessary and sufficient for well-posedness in the original frame of reference.

At the inflow boundary there are three incoming waves and the generalized incoming mode is

$$U(\xi, \eta, t) = \left[ \sum_{n=1}^{3} a_n u_n^R e^{i k_n \xi} \right] e^{i(\eta - \omega t)}$$

(4.51)

with $\text{Im}(\omega) \geq 0$. Using the assumption that $\mathbf{V} = 0$ the wave numbers are given by

$$k_1 = k_2 = \frac{\omega}{U}$$

(4.52)

$$k_3 = \frac{\omega (S_1 - U)}{\Psi^2 - U^2}$$

(4.53)

where

$$S_1 = -\mu \lambda + \sqrt{\Psi^2 - \left( \nu^2 - \Psi^2 U^2 \right) \lambda^2 + 2\mu U \lambda}$$

(4.54)

with the correct square root being taken in the definition of $S$ to ensure that if $\omega$ and $S$ are both real then $S$ is positive, and if $\omega$ or $S$ is complex then $\text{Im}(k_3) > 0$. 

Following the procedure presented in the theory section, the elements of the critical matrix $C$ are obtained from $C_{mn} = \tau_m^L u_n^R$.

$$C = \begin{pmatrix}
1 & 0 & 0 \\
0 & \frac{(\xi_x + \eta_x U \lambda)^2 + (\xi_y + \eta_y U \lambda)^2}{\Psi^2} & 0 \\
0 & 0 & \frac{S_1 - \overline{U}}{2 (\Psi - \overline{U}) \Psi^2} \left[ (\xi_x + \eta_x U \lambda)^2 + (\xi_y + \eta_y U \lambda)^2 \right]
\end{pmatrix}$$

(4.55)

If $\omega = (-\mu + i\nu) \left( \frac{U}{\Psi^2} \right) |l|$ (satisfying the condition that $Im(\omega) \geq 0$), then

$$\lambda = \frac{-\mu - i\nu}{\Phi U} \quad \text{and} \quad S_1 = \frac{\Psi^2}{U}$$

(with the correct branch of the square root being taken to ensure that $Im(k_3) \geq 0$).

Hence, for this value of $\omega$,

$$C = \begin{pmatrix}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}$$

so there is clearly a non-trivial incoming mode, $U(\xi, \eta, t) = a_2 u_2^R e^{i(k_2 \xi + l\eta - \omega t)}$, and the inflow boundary conditions are ill-posed.

It may appear that there is a second incoming mode, $U(\xi, \eta, t) = a_3 u_3^R e^{i(k_3 \xi + l\eta - \omega t)}$, but it is actually a multiple of the first, because when $\omega = (-\mu + i\nu) \left( \frac{U}{\Psi^2} \right) |l|$, $k_3 = k_2$ and $u_3^R$ is a multiple of $u_2^R$. This degenerate situation was discussed in the theory section and hence the initial-boundary-value problem is ill-posed with just one ill-posed mode.
4.6.2 Outflow Boundary Conditions

At the outflow the generalized incoming mode is

\[ U(\xi, \eta, t) = u_4^R e^{ik_4 \xi} e^{i(l \eta - \omega t)} \]  

(4.56)

with \( \text{Im}(\omega) \geq 0 \). Since \( \overline{V} = 0 \) the wave number is given by

\[ k_4 = -\frac{\omega \left( S_2 + \overline{U} \right)}{\Psi^2 - \overline{U}^2} \]  

(4.57)

where

\[ S_2 = \mu \lambda + \sqrt{\Psi^2 - \left( \nu^2 - \Psi^2 \overline{U}^2 \right) \lambda^2 + 2 \mu \overline{U} \lambda} \]  

(4.58)

Again, the correct square root must be taken in the definition of \( S \) to ensure that if \( \omega \) and \( S \) are both real then \( S \) is positive, and if \( \omega \) or \( S \) is complex then \( \text{Im}(k_4) < 0 \). Since there is now only one incoming mode, the matrix \( C \) is simply a scalar.

\[ C = \frac{1}{2\Psi^2} \left( \Psi S_2 + \Psi^2 - \Phi^2 \overline{U} \left( \Psi - \overline{U} \right) \lambda^2 \right) \]  

(4.59)

The outflow conditions are ill-posed if there is a solution to

\[ \Psi S_2 = -\Psi^2 + \Phi^2 \overline{U} \left( \Psi - \overline{U} \right) \lambda^2 \]  

(4.60)

Substituting for \( S_2 \) and solving for \( \lambda \) gives \( \lambda = -\frac{\mu - i\nu}{\Phi \overline{U}} \). This implies that \( \omega = (-\mu + i\nu) \left( \frac{\overline{U}}{\Psi^2} \right) |l| \) and \( S_2 = \frac{\Psi^2}{U} \), as with the inflow analysis. However, assuming an
orthogonal grid, when these values are substituted back into Eq. (4.60) we obtain

$$\frac{\Psi^3}{U} = -\frac{\Psi^3}{U}$$

This inconsistent equation contradicts the supposition that there is an incoming mode which satisfies the boundary conditions, and so we conclude that the outflow boundary condition is well-posed for orthogonal grids at domain boundaries. The proof for well-posedness of non-orthogonal grids is not provided here.
4.7 Modified Boundary Conditions

To overcome the ill-posedness of the inflow boundary conditions the third inflow boundary condition is modified. It must be noted that requiring \( v^L_3 \) to be orthogonal to \( u^R_1 \) and \( u^R_2 \) is overly restrictive. Since the first two inflow boundary conditions already require that \( a_1 = a_2 = 0 \), it is only needed that \( v^L_3 \) is orthogonal to \( u^R_4 \). Thus a new definition of \( \overline{v}^L_3 \) is proposed, which is equal to \((\overline{v}^L_3)_{old} \) plus \( \lambda \) times some multiple of the leading order term in \( \overline{v}^L_3 \).

\[
\overline{v}^L_3 = \begin{bmatrix}
0 & \xi_x (1 - \nabla \lambda) + \eta_x \nabla \lambda & \xi_y (1 - \nabla \lambda) + \eta_y \nabla \lambda & \Psi (1 - \nabla \lambda) + \mu \lambda \\
+ \lambda m & 0 & -\xi_y & \xi_x & 0
\end{bmatrix}
\]

(4.62)

The variable \( m \) will be chosen to minimize \( \overline{v}^L_3 u^R_4 \), which controls the magnitude of the reflection coefficient, and at the same time will produce a well-posed boundary condition. The motivation for this approach is that the second approximation to the scalar wave equation is well-posed and produces fourth order reflection [40]. Substituting definition gives

\[
\overline{v}^L_3 u^R_4 = \frac{1}{2} \left( \frac{\Psi - \nabla}{\Psi + \nabla} \right) \left( -\Psi S_2 + \Psi^2 + 2\mu (\Psi + \nabla) \lambda + \left( \nu m + \Phi^2 \nabla^2 \right) (\Psi + \nabla) \lambda^2 \right)
\]

(4.63)

The binomial series expansion for \( S_2 (\lambda) \) is given by

\[
S_2 = \mu \lambda + \Psi \left( 1 - \frac{\mu U}{\Psi^2} \lambda - \frac{\nu^2 - \Phi^2 U^2}{2 \Psi^2} \lambda^2 \right)
+ \mu \left( O (\lambda) + O (\lambda^3) \right) + O (\lambda^4)
\]

(4.64)
Assuming orthogonality of the grid at the inflow boundary,

\[ \bar{\xi} \cdot \bar{\eta} = 0 \] (4.65)

where,

\[ \bar{\xi} = \frac{\xi_x \hat{i} + \xi_y \hat{j}}{|\xi|}, \quad |\xi| = \sqrt{\xi_x^2 + \xi_y^2} \]

\[ \bar{\eta} = \frac{\eta_x \hat{i} + \eta_y \hat{j}}{|\eta|}, \quad |\eta| = \sqrt{\eta_x^2 + \eta_y^2} \]

\[ \implies \mu = \xi_x \eta_y + \eta_x \xi_y = 0 \quad \text{(or)} \quad X_\xi X_\eta + Y_\xi Y_\eta = 0 \]

For orthogonal grid at the inflow boundary,

\[ \bar{v}_3^L u_4^R = \frac{1}{2} \left( \frac{\Psi - U}{\Psi + U} \right) \left( -\Psi S_2 + \Psi^2 + (\nu m + \Phi^2 U^2) (\Psi + U) \lambda^2 \right) \] (4.66)

and

\[ S_2 = \Psi - \left( \frac{\nu^2 - \Phi^2 U^2}{2\Psi} \right) \lambda^2 + O(\lambda^4) \] (4.67)

\[ \implies -\Psi S_2 + \Psi^2 = \left( \frac{\nu^2 - \Phi^2 U^2}{2} \right) \lambda^2 + O(\lambda^4) \] (4.68)

From Eqns. (4.66) and (4.68), the reflection co-efficient is fourth order if \( m \) is chosen such that

\[ (\nu m + \Phi^2 U^2) (\Psi + U) = -\frac{1}{2} (\nu^2 - \Phi^2 U^2) \] (4.69)
To obtain a simplified expression for $m$ from the above equation requires the use of orthogonality condition at the grid boundary.

$$m = -\Phi^2 \frac{2\nu}{(\Psi + U)} \quad (4.70)$$

Thus the new form of $\bar{v}_3^L$ is

$$\bar{v}_3^L \bigg|_{\nu=0} = \begin{pmatrix} 0 & \xi - \frac{\eta}{2} (\Psi - U) \lambda & \xi y - \frac{\eta y}{2} (\Psi - U) \lambda & \Psi \end{pmatrix} \quad (4.71)$$

To prove the well-posedness of the modified inflow boundary conditions, the critical matrix $C$ is re-calculated.

$$C = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & \frac{(\xi_x + \eta_x U \lambda)^2 + (\xi_y + \eta_y U \lambda)^2}{\Psi^2} & 0 & 0 \\ 0 & 0 & \frac{1}{2\Psi^2} \left( \Psi S_1 + \Psi^2 - \frac{\lambda^2}{2} \Phi^2 \left( \Psi^2 - U^2 \right) \right) & 0 \\ 0 & 0 & 0 & \frac{1}{2\Psi^2} \left( \Psi S_1 + \Psi^2 - \frac{\lambda^2}{2} \Phi^2 \left( \Psi^2 - U^2 \right) \right) \end{pmatrix} \quad (4.72)$$

Proof of well-posedness is provided only for an orthogonal grid at the boundary, for which $\mu = 0$. $\det(C)$ implies either

$$-\Psi S_1 = \Psi^2 - \frac{1}{2} \Phi^2 (\Psi^2 - U^2) \lambda^2 \quad (4.73)$$

or

$$(\xi_x + \eta_x U \lambda)^2 + (\xi_y + \eta_y U \lambda)^2 = 0 \quad (4.74)$$
Only the first possibility is examined here:

We have,

\[ S_1 \big|_{\mu=0, \nu=0} = \sqrt{\Psi^2 - \left(\nu^2 - \Phi^2 \overline{U}^2\right)} \lambda^2 \]

Substituting \( S_1 \) into Eq. (5.69) and squaring both sides we obtain,

\[ \Psi^2 - \Psi^2 \left(\nu^2 - \Phi^2 \overline{U}^2\right) \lambda^2 = \Psi^2 - \Psi^2 \Phi^2 \left(\Psi^2 - \overline{U}^2\right) \lambda^2 + \frac{1}{4} \Phi^2 \left(\Psi^2 - \overline{U}^2\right)^2 \lambda^4 \quad (4.75) \]

We can write,

\[ \Psi^2 \Phi^2 = \mu^2 + \nu^2 \quad (4.76) \]

which for an orthogonal grid becomes \( \Psi^2 \Phi^2 = \nu^2 \).

Using the above relation it is obvious that the co-efficients of the \( \lambda^2 \) terms on both sides are equal; thus the condition for ill-posedness reduces to

\[ \frac{1}{4} \Phi^2 \left(\Psi^2 - \overline{U}^2\right)^2 \lambda^4 = 0 \quad \implies \quad \lambda = 0 \quad (4.77) \]

For \( \mu = 0, \lambda = 0, \) and \( \overline{V} = 0, \) we get \( S_1 = \Psi \). Substituting these values of \( \lambda \) and \( S_1 \) back into Eq. (4.73), we get:

\[ -\Psi^2 = \Psi^2 \]

which is clearly inconsistent. Hence the first possibility does not lead to an ill-posed mode.

Recall that the \( \overline{v}_3^L \) obtained above is in a reference frame moving with a speed \( \overline{V} \).
In the original reference frame where $\nabla \neq 0$,

$$\bar{\nu}_3^L = \begin{pmatrix} 0 & \xi_x - \left( \xi_x \nabla + \frac{\eta_x}{2} (\Psi - \bar{U}) \right) \lambda & \xi_y - \left( \xi_y \nabla + \frac{\eta_y}{2} (\Psi - \bar{U}) \right) \lambda & \Psi \nabla \end{pmatrix} \lambda$$

(4.78)

Therefore, the modified non-dimensional inflow boundary conditions in terms of primitive flow variables are,

$$\begin{pmatrix} -\xi_x & 0 & 0 & \xi_x \\ 0 & -\xi_y & \xi_x & 0 \\ 0 & \xi_x & \xi_y & \Psi \end{pmatrix} \frac{\partial U}{\partial t} + \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & -\xi_y \nabla + \eta_y \bar{U} & \xi_x \nabla - \eta_x \bar{U} & \nu \\ 0 & \xi_x \nabla + \frac{\eta_x}{2} (\Psi - \bar{U}) & \xi_y \nabla + \frac{\eta_y}{2} (\Psi - \bar{U}) & \Psi \nabla - \mu \end{pmatrix} \frac{\partial U}{\partial \eta} = 0$$

(4.79)

A corresponding modified outflow boundary condition derived using a similar procedure is:

$$\begin{pmatrix} 0 & -\xi_x & -\xi_y & \Psi \end{pmatrix} \frac{\partial U}{\partial t} + \begin{pmatrix} 0 & -\xi_x \nabla + \frac{\eta_x}{2} (\Psi + \bar{U}) & -\xi_y \nabla + \frac{\eta_y}{2} (\Psi + \bar{U}) & \Psi \nabla + \mu \end{pmatrix} \frac{\partial U}{\partial \eta} = 0$$

(4.80)

The modified, well-posed, non-dimensional, 2D Curvilinear boundary conditions written in terms of the characteristic variables are:
Inflow:

\[
\frac{\partial}{\partial t} \begin{pmatrix} C_1 \\ C_2 \\ C_3 \\ C_4 \end{pmatrix} + \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & \nabla - \frac{\mu U}{\Psi^2} & \frac{\nu}{2\Psi^2} (\Psi + \bar{U}) & \frac{\nu}{4\Psi^2} (\Psi - \bar{U}) \\ 0 & \frac{\nu}{2\Psi^2} (\Psi - \bar{U}) & \mu (\Psi - \bar{U}) & -\frac{\mu}{4\Psi^2} (\Psi - \bar{U}) \\ 0 & \frac{\nu}{2\Psi^2} (\Psi + \bar{U}) & \frac{\nu}{4\Psi^2} (\Psi + \bar{U}) & \frac{\mu}{4\Psi^2} (\Psi + \bar{U}) \end{pmatrix} \frac{\partial}{\partial \eta} \begin{pmatrix} C_1 \\ C_2 \\ C_3 \\ C_4 \end{pmatrix} = 0
\]

(4.81)

Outflow:

\[
\frac{\partial C_4}{\partial t} + \left( 0 \frac{\nu}{2\Psi^2} (\Psi + \bar{U}) + \frac{\mu}{4\Psi^2} (\Psi + \bar{U}) \nabla + \frac{\mu}{4\Psi^2} (\Psi - \bar{U}) \right) \frac{\partial}{\partial \eta} \begin{pmatrix} C_1 \\ C_2 \\ C_3 \\ C_4 \end{pmatrix} = 0
\]

(4.82)
4.8 Giles Boundary Conditions for 2D Euler Equations in Curvilinear Co-ordinates

A summary of the dimensional boundary conditions derived in this chapter for the 2D Euler equations in Curvilinear co-ordinates is presented in this section.

a) Transformation to, and from, one-dimensional characteristic variables

\[
\begin{pmatrix}
C_1 \\
C_2 \\
C_3 \\
C_4
\end{pmatrix} =
\begin{pmatrix}
-\xi_x^2 & 0 & 0 & \xi_x \\
0 & -\rho c \xi_y & \rho c \xi_x & 0 \\
0 & \rho c \xi_x & \rho c \xi_y & \Psi \\
0 & -\rho c \xi_x & -\rho c \xi_y & \Psi
\end{pmatrix}
\begin{pmatrix}
\rho' \\
u' \\
v' \\
p'
\end{pmatrix}
\]

(4.83)

\[
\begin{pmatrix}
\rho' \\
u' \\
v' \\
p'
\end{pmatrix} =
\begin{pmatrix}
-1/\xi_x^2 & 0 & 1/2\rho^2\Psi & 1/2\rho^2\Psi \\
0 & -\xi_y/\rho^2\Psi^2 & \xi_x/2\rho^2\Psi^2 & -\xi_x/2\rho^2\Psi^2 \\
0 & \xi_x/\rho^2\Psi^2 & \xi_y/2\rho^2\Psi^2 & -\xi_y/2\rho^2\Psi^2 \\
0 & 0 & 1/2\Psi & 1/2\Psi
\end{pmatrix}
\begin{pmatrix}
C_1 \\
C_2 \\
C_3 \\
C_4
\end{pmatrix}
\]

(4.84)

b) One-dimensional Unsteady Boundary Conditions.

Inflow:

\[
\begin{pmatrix}
C_1 \\
C_2 \\
C_3
\end{pmatrix} = 0
\]

(4.85)
Outflow:

\[ C_4 = 0 \] (4.86)

c) Two-dimensional, Unsteady Inflow Boundary Conditions.

\[
\frac{\partial}{\partial t} \begin{pmatrix} C_1 \\ C_2 \\ C_3 \\ C_4 \end{pmatrix} + \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & \nabla - \mu U \frac{\Psi}{\Psi^2} & \nu \frac{\Psi (\Psi + U)}{2\Psi^2} & \frac{\nu (\Psi - U)}{2\Psi^2} \\ 0 & \nu \frac{(\Psi - U)}{2\Psi^2} & \mu \frac{\Psi (\Psi - U)}{4\Psi^2} & -\mu \frac{(\Psi - U)}{4\Psi^2} \\ 0 & 0 & 0 & 0 \end{pmatrix} \frac{\partial}{\partial \eta} \begin{pmatrix} C_1 \\ C_2 \\ C_3 \\ C_4 \end{pmatrix} = 0 \] (4.87)

d) Two-dimensional, Unsteady Outflow Boundary Conditions.

\[
\frac{\partial C_4}{\partial t} + \begin{pmatrix} 0 & \nu U \frac{\Psi}{\Psi^2} & \mu \frac{(\Psi + U)}{2\Psi^2} & \frac{\mu (\Psi + U)}{2\Psi^2} \end{pmatrix} \frac{\partial}{\partial \eta} \begin{pmatrix} C_1 \\ C_2 \\ C_3 \\ C_4 \end{pmatrix} = 0 \] (4.88)

e) Modified, Two-dimensional, Unsteady Outflow Boundary Conditions.

\[
\frac{\partial C_4}{\partial t} + \begin{pmatrix} 0 & \nu \frac{\Psi}{\Psi^2} & \mu \frac{(\Psi + U)}{4\Psi^2} & \frac{\mu (\Psi + U)}{4\Psi^2} \end{pmatrix} \frac{\partial}{\partial \eta} \begin{pmatrix} C_1 \\ C_2 \\ C_3 \\ C_4 \end{pmatrix} = 0 \] (4.89)

where,

\[
\Psi = \sqrt{\xi_x^2 + \xi_y^2}, \quad \Phi = \sqrt{\eta_x^2 + \eta_y^2} \]

\[
\mu = \xi_x \eta_x + \xi_y \eta_y, \quad \nu = \xi_x \eta_y - \xi_y \eta_x \]

It is to be noted that the Curvilinear Giles boundary conditions derived from
the Curvilinear form of Euler equations have extra terms containing the factor $\mu = \xi_x \eta_x + \xi_y \eta_y$ which are not present in the chain rule form of the Giles boundary conditions derived from the Cartesian form of Euler equations. The significance of these additional terms will be discussed in subsequent chapters.
4.9 Wall Corner Compatibility Conditions for 2D

Curvilinear Giles Boundary Conditions

In this section, wall corner conditions are derived for the extended two-dimensional Curvilinear Giles boundary conditions.

Define:

Unit vectors tangent and normal to the non-reflecting boundary

\[
\vec{m} = \frac{-\xi_y}{\sqrt{\xi_x^2 + \xi_y^2}} \hat{i} + \frac{\xi_x}{\sqrt{\xi_x^2 + \xi_y^2}} \hat{j} \quad (4.90)
\]

\[
\vec{n} = \frac{\xi_x}{\sqrt{\xi_x^2 + \xi_y^2}} \hat{i} + \frac{\xi_y}{\sqrt{\xi_x^2 + \xi_y^2}} \hat{j} \quad (4.91)
\]

\[
\vec{n}' = \frac{\xi_x}{\sqrt{\xi_x^2 + \xi_y^2}} \hat{i} + \frac{\xi_y}{\sqrt{\xi_x^2 + \xi_y^2}} \hat{j} \quad (4.92)
\]

Unit vectors tangent and normal to the wall boundary

\[
\vec{M}_w = M_{wx} \hat{i} + M_{wy} \hat{j} \quad (4.93)
\]

\[
\vec{N}_w = N_{wx} \hat{i} + N_{wy} \hat{j} \quad (4.94)
\]

and

\[
\vec{V} = \vec{u} \hat{i} + \vec{v} \hat{j}
\]

\[
\vec{V}' = u' \hat{i} + v' \hat{j}
\]
4.9.1 Giles Inflow-Wall Corner Condition

For an unsteady flow, not only is the flow through the wall in the normal direction zero, but also its time derivative.

\[ \vec{V}' \cdot \vec{N}_w = 0, \quad \frac{\partial}{\partial t} \left( \vec{V}' \cdot \vec{N}_w \right) = 0 \] (4.95)

Flow through the wall \( \frac{\partial}{\partial t} \left( \vec{V}' \cdot \vec{N}_w \right) \) can be written as a function of \( C_2, C_3, \) and \( C_4 \):

\[ \rho c \frac{\partial}{\partial t} \left( \vec{V}' \cdot \vec{N}_w \right) \bigg|_{\text{NoWallBC}} = \left( \vec{m} \cdot \vec{N}_w \right) \frac{\partial C_2}{\partial t} \bigg|_{\text{NoWallBC}} + \frac{1}{2} \left( \vec{n} \cdot \vec{N}_w \right) \frac{\partial (C_3 - C_4)}{\partial t} \bigg|_{\text{NoWallBC}} \] (4.96)

And,

\[ \rho c \frac{\partial}{\partial t} \left( \vec{V}' \cdot \vec{N}_w \right) \bigg|_{\text{WallBC}} = \left( \vec{m} \cdot \vec{N}_w \right) \frac{\partial C_2}{\partial t} \bigg|_{\text{WallBC}} + \frac{1}{2} \left( \vec{n} \cdot \vec{N}_w \right) \frac{\partial (C_3 - C_4)}{\partial t} \bigg|_{\text{WallBC}} = 0 \] (4.97)

\[ \Delta \left[ \rho c \frac{\partial}{\partial t} \left( \vec{V}' \cdot \vec{N}_w \right) \right] = \rho c \frac{\partial}{\partial t} \left( \vec{V}' \cdot \vec{N}_w \right) \bigg|_{\text{WallBC}} - \rho c \frac{\partial}{\partial t} \left( \vec{V}' \cdot \vec{N}_w \right) \bigg|_{\text{NoWallBC}} \] (4.98)

\[ \Rightarrow \Delta \left[ \rho c \frac{\partial}{\partial t} \left( \vec{V}' \cdot \vec{N}_w \right) \right] = \left( \vec{m} \cdot \vec{N}_w \right) \Delta \left[ \frac{\partial C_2}{\partial t} \right] + \frac{1}{2} \left( \vec{n} \cdot \vec{N}_w \right) \Delta \left[ \frac{\partial (C_3 - C_4)}{\partial t} \right] \] (4.99)

where

\[ \Delta \left[ \frac{\partial C}{\partial t} \right] = \frac{\partial C}{\partial t} \bigg|_{\text{WallBC}} - \frac{\partial C}{\partial t} \bigg|_{\text{NoWallBC}} \] (4.100)

Each one of \( \frac{\partial C_2}{\partial t}, \frac{\partial C_3}{\partial t}, \) and \( \frac{\partial C_4}{\partial t} \) are in turn functions of \( \frac{\partial C_2}{\partial \eta}, \frac{\partial C_3}{\partial \eta}, \) and \( \frac{\partial C_4}{\partial \eta} \) which are again functions of \( \frac{\partial u'}{\partial \eta}, \frac{\partial v'}{\partial \eta}, \) and \( \frac{\partial p'}{\partial \eta} \). Therefore, the change in time derivatives


of the characteristic variables due to the wall boundary condition can be expressed in terms of \( \eta \)-derivatives of the primitive variables. The time derivative of \( C_4 \) cannot be changed because it is outgoing acoustic wave at the inflow boundary.

\[
\Rightarrow \quad \Delta \left[ \frac{\partial C_4}{\partial t} \right]_{\text{corner}} = 0 \quad (4.101)
\]

We do not want to change the \( \eta \)-derivatives of \( u' \) and \( v' \).

\[
\Rightarrow \quad \frac{\partial u'}{\partial \eta} \bigg|_{\text{corner}} = 0, \quad \frac{\partial v'}{\partial \eta} \bigg|_{\text{corner}} = 0 \quad (4.102)
\]

Correction to the \( \eta \)-derivatives of characteristic variables is given by

\[
\Delta \left[ \frac{\partial C_1}{\partial \eta} \right] = \xi_x \Delta \left[ \frac{\partial p'}{\partial \eta} \right] \quad (4.103)
\]

\[
\Delta \left[ \frac{\partial C_2}{\partial \eta} \right] = 0 \quad (4.104)
\]

\[
\Delta \left[ \frac{\partial C_3}{\partial \eta} \right] = \sqrt{\xi_x^2 + \xi_y^2} \Delta \left[ \frac{\partial p'}{\partial \eta} \right] \quad (4.105)
\]

\[
\Delta \left[ \frac{\partial C_4}{\partial \eta} \right] = \sqrt{\xi_x^2 + \xi_y^2} \Delta \left[ \frac{\partial p'}{\partial \eta} \right] \quad (4.106)
\]

Therefore, the correction to the time derivatives of the characteristic variables is
given by

\[
\Delta \left[ \frac{\partial C_1}{\partial t} \right] = 0 \quad (4.107)
\]

\[
\Delta \left[ \frac{\partial C_2}{\partial t} \right] = -\nu \bar{c} \Delta \left[ \frac{\partial p'}{\partial \eta} \right] \quad (4.108)
\]

\[
\Delta \left[ \frac{\partial C_3}{\partial t} \right] = -\Psi \bar{V} \Delta \left[ \frac{\partial p'}{\partial \eta} \right] \quad (4.109)
\]

\[
\Delta \left[ \frac{\partial C_4}{\partial t} \right] = 0 \quad (4.110)
\]

The central idea of this approach is to correct the pressure normal derivative at the wall corner point \( \Delta \left[ \frac{\partial p'}{\partial \eta} \right] \) such that the flow normal to the wall, \( \frac{\partial}{\partial t} \left( \vec{V}' \cdot \vec{N}_w \right) = 0 \). So we need to express \( \Delta \left[ \frac{\partial p'}{\partial \eta} \right] \) in terms of the flow normal to the wall \( \frac{\partial}{\partial t} \left( \vec{V}' \cdot \vec{N}_w \right) \).

This is achieved by substituting \( \Delta \left( \frac{\partial C_2}{\partial t} \right) \), \( \Delta \left( \frac{\partial C_3}{\partial t} \right) \), and \( \Delta \left( \frac{\partial C_4}{\partial t} \right) \) from the above equations into Eq. (4.99).

\[
\Rightarrow \quad \Delta \left[ \frac{\partial p'}{\partial \eta} \right]_{\text{corner}} = \frac{\bar{p}c}{\nu} \frac{\partial}{\partial t} \left( \vec{V}' \cdot \vec{N}_w \right) \bigg|_{\text{NoWallBC}} \left[ \frac{1}{2} \Psi \left( \vec{m} \cdot \vec{N}_w \right) \bar{V} \right] \quad (4.111)
\]

After the pressure derivative correction at the corner point is obtained, its effect is propagated a few points into (depending on the spatial discretization scheme being used) the interior of the computational domain. This method of derivative correction propagation was proposed by Hixon [77]

Corrections to \( \frac{\partial C}{\partial t} \) are then calculated using Eqs. (4.107) to (4.110). Finally, the time derivatives of the characteristics are corrected:

\[
\left. \frac{\partial C}{\partial t} \right|_{\text{WallBC}} = \left. \frac{\partial C}{\partial t} \right|_{\text{NoWallBC}} + \Delta \left[ \frac{\partial C}{\partial t} \right] \quad (4.112)
\]
The time derivatives of primitive variables are then computed from \( \frac{\partial C}{\partial t} \bigg|_{\text{WallBC}} \).

### 4.9.2 Giles Outflow-Wall Corner Condition

The outflow wall corner boundary condition is obtained by following the same procedure adopted for the inflow boundary. At the outflow boundary \( C_1, C_2, \) and \( C_3 \) are outgoing characteristics and \( C_4 \) is the only incoming characteristic. Hence,

\[
\Delta \left[ \frac{\partial C_1}{\partial t} \right]_{\text{corner}} = \Delta \left[ \frac{\partial C_2}{\partial t} \right]_{\text{corner}} = \Delta \left[ \frac{\partial C_3}{\partial t} \right]_{\text{corner}} = 0 \tag{4.113}
\]

\[
\Delta \left[ \frac{\partial C_4}{\partial t} \right] = - \left[ \Psi \nabla + \mu \overline{c} \right] \Delta \left[ \frac{\partial p'}{\partial \eta} \right] \tag{4.114}
\]

The pressure derivative correction at the outflow wall corner will then be (using Eq. (4.99))

\[
\Delta \left[ \frac{\partial p'}{\partial \eta} \right]_{\text{corner}} = - \frac{\rho c}{2} \frac{\partial}{\partial t} \left( \overline{V}' \cdot \overline{N}_w \right)_{\text{NoWallBC}} \tag{4.115}
\]

For the modified outflow boundary condition:

\[
\Delta \left[ \frac{\partial C_1}{\partial t} \right]_{\text{corner}} = \Delta \left[ \frac{\partial C_2}{\partial t} \right]_{\text{corner}} = \Delta \left[ \frac{\partial C_3}{\partial t} \right]_{\text{corner}} = 0 \tag{4.116}
\]

\[
\Delta \left[ \frac{\partial C_4}{\partial t} \right] = - \left[ \Psi \overline{V} + \mu \overline{c} \right] \Delta \left[ \frac{\partial p'}{\partial \eta} \right] \tag{4.117}
\]

The pressure derivative correction at the outflow wall corner will then be (using
Eq. (4.99))
\[
\Delta \left[ \frac{\partial p'}{\partial \eta} \right]_{\text{corner}} = -\frac{\rho c}{\frac{1}{2} \left( \nabla \cdot N_w \right)} \left( \nabla' \cdot N_w \right)_{\text{NoWallBC}} \left( -\Psi V + \frac{\mu c}{2} \right)_{\text{WallBC}} (4.118)
\]

As is the case with the wall conditions for the chain-rule form of Giles outflow wall condition, the Curvilinear Giles outflow wall condition also cannot be applied whenever the wall boundary is orthogonal to the outflow boundary, since \( \nabla \cdot N_w = 0 \), causing the denominator of \( \Delta \left[ \frac{\partial p'}{\partial \eta} \right]_{\text{corner}} \) to be zero.

Once the pressure derivative correction is obtained, it is propagated into the interior domain and the values of \( \frac{\partial C}{\partial t} \bigg|_{\text{WallBC}} \) are calculated as described in the previous section.
Chapter 5

Giles Boundary Conditions for 3D Euler Equations in Cartesian Co-ordinates

A straightforward extension of the two-dimensional Cartesian Giles boundary conditions to 3D linearized Euler equations is presented in this chapter.
5.1 Non-dimensional 3D Linearized Euler Equations in Cartesian Co-ordinates

The 3D Euler equations written in conservative form are:

\[
\begin{bmatrix}
\frac{\partial}{\partial t} & \begin{bmatrix}
\rho & \rho u & \rho v & \rho w & \rho \text{total}
\end{bmatrix} + \\
\rho u & \rho u^2 + p & \rho uv & \rho uw & u(E + p) \\
\rho v & \rho uv & \rho v^2 + p & \rho vw & v(E + p) \\
\rho w & \rho uw & \rho vw & \rho w^2 + p & w(E + p)
\end{bmatrix} = 0
\] (5.1)

The above equations are linearized about an assumed uniform mean flow \((\rho, u, v, w, p)\) to give

\[
\begin{align*}
\frac{\partial Q}{\partial t} + & \begin{bmatrix}
\bar{u} & \bar{p} & 0 & 0 & 0 \\
0 & \bar{u} & 0 & 0 & \frac{1}{\bar{\rho}} \\
0 & 0 & \bar{u} & 0 & 0 \\
0 & 0 & 0 & \bar{u} & 0 \\
0 & \gamma \bar{p} & 0 & 0 & \bar{u}
\end{bmatrix} & \begin{bmatrix}
\bar{v} & 0 & \bar{p} & 0 & 0 \\
0 & \bar{v} & 0 & 0 & 0 \\
0 & 0 & \bar{v} & 0 & 0 \\
0 & 0 & 0 & \bar{v} & 0 \\
0 & 0 & \gamma \bar{p} & 0 & \bar{v}
\end{bmatrix} & \begin{bmatrix}
\bar{w} & 0 & 0 & \bar{p} & 0 \\
0 & \bar{w} & 0 & 0 & 0 \\
0 & 0 & \bar{w} & 0 & 0 \\
0 & 0 & 0 & \bar{w} & \frac{1}{\bar{\rho}} \\
0 & 0 & \gamma \bar{p} & \bar{w} & \bar{w}
\end{bmatrix} = 0
\end{align*}
\] (5.2)
where $Q$ is the vector of perturbation variables, $Q = \begin{pmatrix} \rho' \\ u' \\ v' \\ w' \\ p' \end{pmatrix}$.

The linearized equations are non-dimensionalized using the steady density $\rho$ and speed of sound $c$. The resulting equations are in the form required for Fourier analysis:

$$\frac{\partial Q}{\partial t} + [A] \frac{\partial Q}{\partial x} + [B] \frac{\partial Q}{\partial y} + [C] \frac{\partial Q}{\partial z} = 0 \tag{5.3}$$

where

$$A = \begin{pmatrix} \bar{u} & 1 & 0 & 0 & 0 \\ 0 & \bar{u} & 0 & 0 & 1 \\ 0 & 0 & \bar{v} & 0 & 0 \\ 0 & 0 & 0 & \bar{u} & 0 \\ 0 & 1 & 0 & 0 & \bar{w} \end{pmatrix}, \quad B = \begin{pmatrix} \bar{v} & 0 & 1 & 0 & 0 \\ 0 & \bar{v} & 0 & 0 & 0 \\ 0 & 0 & \bar{v} & 0 & 1 \\ 0 & 0 & 0 & \bar{v} & 0 \\ 0 & 0 & 1 & 0 & \bar{w} \end{pmatrix}, \quad C = \begin{pmatrix} \bar{w} & 0 & 0 & 1 & 0 \\ 0 & \bar{w} & 0 & 0 & 0 \\ 0 & 0 & \bar{w} & 0 & 0 \\ 0 & 0 & 0 & \bar{w} & 1 \\ 0 & 0 & 0 & 1 & \bar{w} \end{pmatrix} \tag{5.4}$$
5.2 Fourier Analysis

A wave-like solution to the Euler equations in Eq. (5.3) of the form

\[ U(x, y, z, t) = ue^{i(kx+ly+mz-\omega t)} \]  (5.5)

is considered for the Fourier analysis.

Following the theory described in chapter 3, the dispersion relation is first obtained.

\[ det (-\omega I + kA + lB + mC) = \]

\[
\begin{vmatrix}
\omega k + \omega l + \omega m - \omega & k & l & m & 0 \\
0 & \omega k + \omega l + \omega m - \omega & 0 & 0 & k \\
0 & 0 & \omega k + \omega l + \omega m - \omega & 0 & l \\
0 & 0 & \omega k + \omega l + \omega m - \omega & m & \omega k + \omega l + \omega m - \omega \\
0 & k & l & m & \omega k + \omega l + \omega m - \omega \\
\end{vmatrix}
\]

\[ = (\omega k + \omega l + \omega m - \omega)^2 \left[ (\omega k + \omega l + \omega m - \omega)^2 - k^2 + l^2 + m^2 \right] \]

\[ = 0 \]  (5.6)

For 3D Euler equations, the first three roots of the dispersion relation are identical.

\[ k_{1,2,3} = \frac{\omega - \bar{v}l - \bar{w}m}{\bar{u}} \]  (5.7)
The fourth and the fifth roots are given by

\[(\overline{u}k + \overline{u} l + \overline{w}m - \omega)^2 - k^2 - l^2 - m^2 = 0 \]  

\( (5.8) \)

\[ k_{4,5} = \frac{\overline{u}(\overline{v}l + \overline{w}m - \omega)}{1 - u^2} \pm \frac{((\overline{u}(\overline{v}l + \overline{w}m - \omega))^2 + (1 - u^2)(\overline{v}l + \overline{w}m - \omega)^2)^{1/2}}{1 - u^2} \]

\( (5.9) \)

Hence the fourth and fifth roots are:

\[ k_4 = \frac{(\omega - \overline{v}l - \overline{w}m)(-\overline{u} + S)}{1 - u^2} \]

\( (5.10) \)

\[ k_5 = \frac{(\omega - \overline{v}l - \overline{w}m)(-\overline{u} - S)}{1 - u^2} \]

\( (5.11) \)

where

\[ S = \sqrt{1 - \frac{(1 - u^2)(l^2 + m^2)}{(\omega - \overline{v}l - \overline{w}m)^2}} \]

\( (5.12) \)

Define:

\[ \lambda_y = \frac{l}{\omega}, \quad \lambda_z = \frac{m}{\omega} \]
5.3 Eigenvectors

5.3.1 Root 1: Entropy Wave

\[ k_1 = \frac{\omega - \overline{v}l - \overline{w}m}{\overline{v}}, \quad \omega = \overline{u}k_1 + \overline{v}l + \overline{w}m \]  

(5.13)

Substituting for \( \omega \) gives

\[ (-\omega I + k_1 A + lB + mC) = \begin{pmatrix} 0 & k_1 & l & m & 0 \\ 0 & 0 & 0 & 0 & k_1 \\ 0 & 0 & 0 & 0 & l \\ 0 & k_1 & l & m & 0 \end{pmatrix} \]  

(5.14)

Right eigenvector is chosen as

\[ u^R_1 = \begin{pmatrix} -1 \\ 0 \\ 0 \\ 0 \end{pmatrix} \]  

(5.15)

and a corresponding left eigenvector is

\[ u^L_1 = \begin{pmatrix} -1 & 0 & 0 & 0 & 1 \end{pmatrix} \]  

(5.16)

The vector \( u^L_1 \), which is needed to construct the non-reflecting boundary conditions,
is calculated following the procedure given in the theory section.

\[ \nu_1^L = \frac{1}{\bar{u}} u_1^L A \]

\[ = \begin{pmatrix} -1 & 0 & 0 & 0 & 1 \end{pmatrix} \quad (5.17) \]

This choice of eigenvectors corresponds to the entropy wave propagating downstream at a speed \( \bar{u} > 0 \). This can be verified by noting that the only non-zero term in the right eigenvector is the density, so that the wave has varying entropy, no vorticity and constant pressure. Also, the left eigenvector ‘measures’ entropy in the sense that \( u_1^L U \) is equal to the linearized entropy, \( p' - \rho' \) (remembering that \( c = 1 \) because of the non-dimensionalization).
5.3.2 Root 2: Vorticity Wave

\[ k_2 = \frac{\omega - \nu l - \nu m}{\nu}, \quad \omega = \bar{u}k_2 + \nu l + \nu m \] \hspace{1cm} (5.18)

The second set of eigenvectors for the multiple root is given by

Right eigenvector:

\[ u_2^R = \begin{pmatrix} 0 \\ -\bar{u}\lambda_y \\ 1 - \nu\lambda_y - \nu\lambda_z \\ 0 \\ 0 \end{pmatrix} \] \hspace{1cm} (5.19)

Left eigenvector:

\[ u_2^L = \begin{pmatrix} 0 & -\bar{u}\lambda_y & 1 - \nu\lambda_y - \nu\lambda_z & 0 & 0 \end{pmatrix} \] \hspace{1cm} (5.20)

The vector \( v_2^L \), which is needed to construct the non-reflecting boundary conditions, is calculated following the procedure given in the theory section.

\[ v_2^L = \frac{1}{\bar{u}} u_2^L A \]

\[ = \begin{pmatrix} 0 & -\bar{u}\lambda_y & 1 - \nu\lambda_y - \nu\lambda_z & 0 & -\lambda_y \end{pmatrix} \] \hspace{1cm} (5.21)

This root corresponds to the vorticity wave propagating downstream at a speed \( \bar{u} > 0 \), which can be verified by noting that the right eigenvector gives a wave with vorticity, but uniform entropy and pressure.
5.3.3 Root 3: Vorticity Wave

\[ k_3 = \frac{\omega - \nu l - \nu m}{\nu}, \quad \omega = \nu k_3 + \nu l + \nu m \] (5.22)

The third set of eigenvectors for the multiple root is given by

Right eigenvector:

\[ u_3^R = \begin{pmatrix} 0 \\ -\nu \lambda_z \\ 0 \\ 1 - \nu \lambda_y - \nu \lambda_z \\ 0 \end{pmatrix} \] (5.23)

Left eigenvector:

\[ u_3^L = \begin{pmatrix} 0 \\ -\nu \lambda_z \\ 0 \\ 1 - \nu \lambda_y - \nu \lambda_z \\ 0 \end{pmatrix} \] (5.24)

The vector \( v_3^L \), which is needed to construct the non-reflecting boundary conditions, is calculated following the procedure given in the theory section.

\[ v_3^L = \frac{1}{\bar{u}} u_3^L A \]

\[ = \begin{pmatrix} 0 \\ -\nu \lambda_z \\ 0 \\ 1 - \nu \lambda_y - \nu \lambda_z \\ -\lambda_z \end{pmatrix} \] (5.25)

This root also corresponds to a vorticity wave propagating downstream at a speed \( \bar{u} > 0 \), which can be verified by noting that the right eigenvector gives a wave with vorticity, but uniform entropy and pressure.
5.3.4 Root 4: Downstream Running Pressure Wave

\[ k_4 = \frac{(\omega - \nu l - \nu m)(S - \pi)}{1 - \pi^2}, \quad \omega = (\bar{u}k_4 + \bar{v}l + \bar{w}m) + \sqrt{k_4^2 + l^2 + m^2} \] (5.26)

Substituting for \( \omega \) gives

\[ (-\omega I + k_4 A + lB + mC) = \]

\[
\begin{pmatrix}
-\sqrt{k_4^2 + l^2 + m^2} & k_4 & l & m & 0 \\
0 & -\sqrt{k_4^2 + l^2 + m^2} & 0 & 0 & k_4 \\
0 & 0 & -\sqrt{k_4^2 + l^2 + m^2} & 0 & l \\
0 & 0 & 0 & -\sqrt{k_4^2 + l^2 + m^2} & m \\
0 & k_4 & l & m & -\sqrt{k_4^2 + l^2 + m^2}
\end{pmatrix}
\]

Right eigenvector:

\[
u_4^R = \frac{1}{2(1-\bar{u})} \begin{pmatrix}
(1 - \bar{v}\lambda_y - \bar{w}\lambda_z)(1 - \bar{u}S) \\
(1 - \bar{v}\lambda_y - \bar{w}\lambda_z)(S - \bar{u}) \\
(1 - \bar{u}^2)\lambda_y \\
(1 - \bar{u}^2)\lambda_z \\
(1 - \bar{v}\lambda_y - \bar{w}\lambda_z)(1 - \bar{u}S)
\end{pmatrix}
\] (5.28)
Left eigenvector:

\[ u_4^L = \frac{1}{(1-u)} \begin{pmatrix} 0 & (1 - \overline{\nu} \lambda_y - \overline{w} \lambda_z)(S - \overline{u}) & (1 - \overline{u}^2) \lambda_y & (1 - \overline{u}^2) \lambda_z & (1 - \overline{\nu} \lambda_y - \overline{w} \lambda_z)(1 - \overline{u}S) \end{pmatrix} \]

(5.29)

The vector \( v_4^L \), which is needed to construct the non-reflecting boundary conditions, is calculated following the procedure given in the theory section.

\[ v_4^L = \frac{1}{1 + \overline{u}} u_4^L A \]

\[ = \begin{pmatrix} 0 & (1 - \overline{\nu} \lambda_y - \overline{w} \lambda_z) \overline{\nu} \lambda_y & \overline{\nu} \lambda_z & (1 - \overline{\nu} \lambda_y - \overline{w} \lambda_z) S \end{pmatrix} \]

(5.30)

This wave corresponds to an isentropic, irrotational pressure wave, traveling downstream at a speed \( \overline{u} + 1 \) provided \( \overline{u} > -1 \).
5.3.5 Root 5: Upstream Running Pressure Wave

\[ k_5 = -\left(\frac{\omega - \nu l - \nu m}{1 - \nu^2}\right) (S + \bar{u}) \], \quad \omega = (\bar{u}k_5 + \nu l + \nu m) + \sqrt{k_5^2 + l^2 + m^2} \] (5.31)

Substituting for \( \omega \) gives

\[ (-\omega I + k_5 A + lB + mC) = \]

\[
\begin{pmatrix}
-\sqrt{k_5^2 + l^2 + m^2} & k_5 & l & m & 0 \\
0 & -\sqrt{k_5^2 + l^2 + m^2} & 0 & 0 & k_5 \\
0 & 0 & -\sqrt{k_5^2 + l^2 + m^2} & 0 & l \\
0 & 0 & 0 & -\sqrt{k_5^2 + l^2 + m^2} & m \\
0 & k_5 & l & m & -\sqrt{k_5^2 + l^2 + m^2}
\end{pmatrix}
\] (5.32)

Right eigenvector:

\[ u_5^R = \frac{1}{2(1 + \bar{u})} \begin{pmatrix}
(1 - \nu \lambda_y - \nu \lambda_z) (1 + \bar{u}S) \\
- (1 - \nu \lambda_y - \nu \lambda_z) (S + \bar{u}) \\
(1 - \bar{u}^2) \lambda_y \\
(1 - \bar{u}^2) \lambda_z \\
(1 - \nu \lambda_y - \nu \lambda_z) (1 + \bar{u}S)
\end{pmatrix} \] (5.33)
Left eigenvector:

\[
\begin{aligned}
    u_5^L &= \frac{1}{(1 + \overline{u})} \left( 0 - (1 - \overline{v}\lambda_y - \overline{w}\lambda_z) (S + \overline{u}) (1 - \overline{u}^2) \lambda_y (1 - \overline{u}^2) \lambda_z (1 - \overline{v}\lambda_y - \overline{w}\lambda_z) (1 + \overline{u}S) \right) \\
    &= (5.34)
\end{aligned}
\]

The vector \( v_5^L \), which is needed to construct the non-reflecting boundary conditions, is calculated following the procedure given in the theory section.

\[
\begin{aligned}
    v_5^L &= -\frac{1}{1 - \overline{u}} u_5^L A \\
    &= \left( 0 - (1 - \overline{v}\lambda_y - \overline{w}\lambda_z) -\overline{u}\lambda_y - \overline{u}\lambda_z (1 - \overline{v}\lambda_y - \overline{w}\lambda_z) S \right) \\
    &= (5.35)
\end{aligned}
\]

This wave corresponds to an isentropic, irrotational pressure wave, traveling downstream at a speed \( \overline{u} - 1 \) provided \( \overline{u} < 1 \).
5.4 One-dimensional, Unsteady Boundary Conditions for 3D Euler Equations

If the computational domain is \(0 < x < 1\), and \(0 < \pi < 1\), then the boundary at \(x = 0\) is an inflow boundary with incoming waves corresponding to the first four roots, and the boundary at \(x = 1\) is an outflow boundary with just one incoming wave due to the fifth root.

When \(\lambda_y = \lambda_z = 0\), \(S = 1\), and so the right eigenvectors \(w^R\) are

\[
\begin{align*}
    w^R_1 &= \begin{pmatrix} -1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \\
    w^R_2 &= \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \end{pmatrix}, \\
    w^R_3 &= \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}, \\
    w^R_4 &= \begin{pmatrix} 1 \\ 0 \\ 1 \\ -1 \end{pmatrix}, \\
    w^R_5 &= \begin{pmatrix} \frac{1}{2} \\ \frac{1}{2} \\ \frac{1}{2} \\ \frac{1}{2} \end{pmatrix}
\end{align*}
\]

(5.36)

and the left eigenvectors \(w^L\) are

\[
\begin{align*}
    w^L_1 &= \begin{pmatrix} -1 & 0 & 0 & 0 & 1 \end{pmatrix}, \\
    w^L_2 &= \begin{pmatrix} 0 & 0 & 1 & 0 & 0 \end{pmatrix}, \\
    w^L_3 &= \begin{pmatrix} 0 & 0 & 0 & 1 & 0 \end{pmatrix}, \\
    w^L_4 &= \begin{pmatrix} 0 & 1 & 0 & 0 & 1 \end{pmatrix}, \\
    w^L_5 &= \begin{pmatrix} 0 & -1 & 0 & 0 & 1 \end{pmatrix}
\end{align*}
\]

(5.37)
Hence the transformation to, and from, 1-D characteristic variables is given by the following two matrix equations.

\[
\begin{pmatrix}
C_1 \\
C_2 \\
C_3 \\
C_4 \\
C_5
\end{pmatrix} =
\begin{pmatrix}
-1 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 \\
0 & -1 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
\rho' \\
u' \\
v' \\
w' \\
p'
\end{pmatrix}
\quad (5.38)
\]

\[
\begin{pmatrix}
\rho' \\
u' \\
v' \\
w' \\
p'
\end{pmatrix} =
\begin{pmatrix}
-1 & 0 & 0 & \frac{1}{2} & \frac{1}{2} \\
0 & 0 & 0 & \frac{1}{2} & -\frac{1}{2} \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{2} & \frac{1}{2}
\end{pmatrix}
\begin{pmatrix}
C_1 \\
C_2 \\
C_3 \\
C_4 \\
C_5
\end{pmatrix}
\quad (5.39)
\]

\(\rho', u', v', w', \) and \(p'\) are the perturbations from the uniform flow about which the Euler equations were linearized, and \(C_1, C_1, C_3, C_4, \) and \(C_5\) are the amplitudes of the four characteristic waves. At the inflow boundary the correct unsteady, non-reflecting, boundary conditions are

\[
\begin{pmatrix}
C_1 \\
C_2 \\
C_3 \\
C_4
\end{pmatrix} = 0
\quad (5.40)
\]
while at the outflow boundary the correct non-reflecting boundary condition is

\[ C_5 = 0 \]  

(5.41)
5.5 Approximate, Quasi-3D, Unsteady Boundary Conditions for 3D Euler Equations

By dividing the dispersion relation by $\omega$ it is clear that $k_n/\omega, u^R_n, u^L_n, v^L_n$ are all functions of $l/\omega$ and $m/\omega$. Thus a sequence of approximations can be obtained by expanding $v^L_n$ in a Taylor series as a function of $\lambda_y = l/\omega$ and $\lambda_z = m/\omega$.

\[
v^L_n(\lambda_y, \lambda_z) = v^L_n|_{\lambda_y=\lambda_z=0} + \lambda_y \left. \frac{dv^L_n}{d\lambda_y} \right|_{\lambda_y=\lambda_z=0} + \lambda_z \left. \frac{dv^L_n}{d\lambda_z} \right|_{\lambda_y=\lambda_z=0} + \frac{1}{2} \lambda^2 \left. \frac{d^2v^L_n}{d\lambda_y^2} \right|_{\lambda_y=\lambda_z=0} + \frac{1}{2} \lambda^2 \left. \frac{d^2v^L_n}{d\lambda_z^2} \right|_{\lambda_y=\lambda_z=0} + \ldots (5.42)
\]

The first order approximation obtained by just keeping the leading term gives the one-dimensional boundary conditions which have already been discussed. The second order approximation is

\[
\bar{v}^L_n(\lambda_y, \lambda_z) = v^L_n|_{\lambda_y=\lambda_z=0} + \lambda_y \left. \frac{dv^L_n}{d\lambda_y} \right|_{\lambda_y=\lambda_z=0} + \lambda_z \left. \frac{dv^L_n}{d\lambda_z} \right|_{\lambda_y=\lambda_z=0} + \frac{1}{\omega} \left[ k_n \left. \frac{du^L_n}{d\lambda_y} \right|_{\lambda_y=\lambda_z=0} + m \left. \frac{k_n}{\omega} \frac{du^L_n}{d\lambda_z} \right|_{\lambda_y=\lambda_z=0} \right] (5.43)
\]

The over bar denotes the fact that $\bar{v}$ is an approximation to $v$. This produces the boundary condition

\[
\left( u^L_n|_{\lambda_y=\lambda_z=0} + \frac{l}{\omega} \left[ k_n \left. \frac{du^L_n}{d\lambda_y} \right|_{\lambda_y=\lambda_z=0} \right] + \frac{m}{\omega} \left[ k_n \left. \frac{du^L_n}{d\lambda_z} \right|_{\lambda_y=\lambda_z=0} \right] \right) U = 0 (5.44)
\]
Multiplying by \( \omega \), and replacing \( \omega \), \( l \) and \( m \) by \( i \frac{\partial}{\partial t} \), \( -i \frac{\partial}{\partial y} \) and \(-i \frac{\partial}{\partial z} \) respectively gives,

\[
\left. u_n^L \right|_{\lambda_y=\lambda_z=0} \frac{\partial U}{\partial t} - \frac{k_n}{\omega} \frac{d u_n^L}{d \lambda_y} A \left|_{\lambda_y=\lambda_z=0} \right. - \frac{k_n}{\omega} \frac{d u_n^L}{d \lambda_z} A \left|_{\lambda_y=\lambda_z=0} \right. \frac{\partial U}{\partial z} = 0 \quad (5.45)
\]

Following the theory presented above, the second order non-reflecting boundary conditions are obtained by taking the second-order approximation to the left eigenvectors \( v^L \) in the limit \( \lambda_y = \lambda_z \approx 0 \). In this limit, \( S \approx 1 \) and so one obtains the following approximate eigenvectors.

\[
\overline{v}_1^L = \begin{pmatrix} -1 & 0 & 0 & 0 & 1 \end{pmatrix}
\]

\[
\overline{v}_2^L = \begin{pmatrix} 0 & -\overline{\omega}_y & 1 - \overline{v}_y \lambda_y - \overline{w}_z \lambda_z & 0 & -\lambda_y \end{pmatrix}
\]

\[
\overline{v}_3^L = \begin{pmatrix} 0 & -\overline{w}_z & 0 & 1 - \overline{v}_y \lambda_y - \overline{w}_z \lambda_z & -\lambda_z \end{pmatrix}
\]

\[
\overline{v}_4^L = \begin{pmatrix} 0 & 1 - \overline{v}_y \lambda_y - \overline{w}_z \lambda_z & \overline{w}_y \lambda_y & \overline{w}_z & 1 - \overline{v}_y \lambda_y - \overline{w}_z \lambda_z \end{pmatrix}
\]

\[
\overline{v}_5^L = \begin{pmatrix} 0 & -(1 - \overline{v}_y \lambda_y - \overline{w}_z \lambda_z) & -\overline{v}_y \lambda_y & -\overline{w}_z & 1 - \overline{v}_y \lambda_y - \overline{w}_z \lambda_z \end{pmatrix} \quad (5.46)
\]

Actually, the first three eigenvectors are exact since the only approximation which has been made is \( S \approx 1 \) in the fourth and five eigenvectors. Consequently, the inflow boundary conditions will be perfectly non-reflecting for both of the incoming entropy and vorticity characteristics.

The second step is to multiply by \( \omega \) and replace \( \omega \) by \(-\frac{\partial}{\partial t} \), \( l \) by \( \frac{\partial}{\partial y} \), and \( m \) by
\[ \frac{\partial}{\partial z} \] This gives the inflow boundary condition

\[
\begin{pmatrix}
-1 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 1
\end{pmatrix}
\frac{\partial U}{\partial t} +
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & \bar{u} & \bar{v} & 0 & 1 \\
0 & 0 & 0 & \bar{v} & 0 \\
0 & \bar{v} & -\bar{u} & 0 & \bar{v}
\end{pmatrix}
\frac{\partial U}{\partial y} +
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & \bar{w} & 0 & 0 \\
0 & \bar{u} & 0 & \bar{w} & 1 \\
0 & \bar{w} & 0 & -\bar{w} & \bar{w}
\end{pmatrix}
\frac{\partial U}{\partial z} = 0
\]

(5.47)

and the outflow boundary condition

\[
\begin{pmatrix}
0 & -1 & 0 & 0 & 1 \\
0 & -\bar{v} & \bar{u} & 0 & \bar{v} \\
0 & -\bar{w} & 0 & \bar{u} & \bar{w}
\end{pmatrix}
\frac{\partial U}{\partial t} +
\begin{pmatrix}
0 & \bar{u} & \bar{v} & 0 & 1 \\
0 & 0 & 0 & \bar{v} & 0 \\
0 & \bar{w} & 0 & -\bar{w} & \bar{w}
\end{pmatrix}
\frac{\partial U}{\partial y} +
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & \bar{w} & 0 & \bar{w} & 1 \\
0 & \bar{w} & 0 & -\bar{w} & \bar{w}
\end{pmatrix}
\frac{\partial U}{\partial z} = 0
\]

(5.48)

For implementation purposes it is preferable to rewrite these equations using the one-dimensional characteristics.
Before using these conditions it must be verified that they form a well-posed IBVP. If they do not, then no matter how they are implemented they will produce a divergent solution on a sufficiently fine grid.
5.6 Analysis of Well-posedness

5.6.1 Inflow Boundary Conditions

The well-posedness of the second approximation non-reflecting boundary conditions can be analyzed using the theory discussed earlier. To simplify the analysis we shift to a frame of reference which is moving with speed $\overline{v}$ in $y$-direction and $\overline{w}$ in $z$-direction. The transformed equations of motion and boundary conditions then correspond to $\overline{v} = \overline{w} = 0$ which simplifies the algebra, and well-posedness in this frame of reference is clearly both necessary and sufficient for well-posedness in the original frame of reference.

At the inflow boundary there are three incoming waves and the generalized incoming mode is

$$U(x, y, z, t) = \left[ \sum_{n=1}^{4} a_n u_n^R e^{i k_n x} \right] e^{i (ly + mz - \omega t)} \quad (5.51)$$

with $\text{Im}(\omega) \geq 0$. Using the assumption that $\overline{v} = \overline{w} = 0$ the wave numbers are given by

$$k_1 = k_2 = k_3 = \frac{\omega}{u} \quad (5.52)$$

$$k_4 = \frac{\omega (S - \overline{u})}{1 - \overline{u}^2} \quad (5.53)$$

where

$$S = \sqrt{1 - (1 - \overline{u}^2) \left( \lambda_y^2 + \lambda_z^2 \right)} \quad (5.54)$$

with the correct square root being taken in the definition of $S$ to ensure that if $\omega$ and $S$ are both real then $S$ is positive, and if $\omega$ or $S$ is complex then $\text{Im}(k_4) > 0$. 
Following the procedure presented in the theory section, the elements of the critical matrix \( C \) are obtained from \( C_{mn} = \pi_m^L \eta_n^R \).

\[
C = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 + \pi^2 \lambda_y^2 + \pi^2 \lambda_y \lambda_z & 0 \\
0 & \pi^2 \lambda_y \lambda_z + 1 + \pi^2 \lambda_z^2 & 0 \\
0 & 0 & 0 & \frac{1}{2} \left[ S + 1 + \pi(1 + \pi) (\lambda_y^2 + \lambda_z^2) \right]
\end{pmatrix}
\]  

(5.55)

If \( \omega = +i \pi \left| \sqrt{l^2 + m^2} \right| \) (satisfying the condition that \( Im(\omega) \geq 0 \), then

\[
\lambda_y^2 + \lambda_z^2 = -\frac{1}{\pi^2} \quad \text{and} \quad S = \frac{1}{\pi}
\]

(with the correct branch of the square root being taken to ensure that \( Im(k_4) \geq 0 \)). Hence, for this value of \( \omega \),

\[
C = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \pi^2 \lambda_y \lambda_z & \pi^2 \lambda_y^2 \lambda_z & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

so there is clearly a non-trivial incoming mode, \( U(x, y, z, t) = a_3 u_3^R e^{i(k_3 x + ly + mz - \omega t)} \), and the inflow boundary conditions are ill-posed.

It may appear that there is a second incoming mode, \( U(x, y, z, t) = a_4 u_4^R e^{i(k_4 x + ly + mz - \omega t)} \), but this is actually a multiple of the first, because when \( \omega = i \pi \left| \sqrt{l^2 + m^2} \right| \), \( k_4 = k_3 \).
and $u_4^R$ is a multiple of $u_3^R$. This degenerate situation was discussed in the theory section, and hence the initial-boundary-value problem is ill-posed with two ill-posed modes.
5.6.2 Outflow Boundary Conditions

At the outflow the generalized incoming mode is

\[ U(x, y, z, t) = u_5^R e^{i k_5 x} e^{i(l y + m z - \omega t)} \]  \hspace{1cm} (5.56)

with Im(\omega) \geq 0. Since \( \bar{v} = \bar{w} = 0 \) the wave number is given by

\[ k_5 = -\frac{\omega (S + \bar{u})}{1 - \bar{u}^2} \]  \hspace{1cm} (5.57)

where

\[ S = \sqrt{1 - (1 - \bar{u}^2) (\lambda_y^2 + \lambda_z^2)} \]  \hspace{1cm} (5.58)

Again, the correct square root must be taken in the definition of \( S \) to ensure that if \( \omega \) and \( S \) are both real then \( S \) is positive, and if \( \omega \) or \( S \) is complex then Im(\( k_5 \)) < 0. Since there is now only one incoming mode, the matrix \( C \) is simply a scalar.

\[ C = \frac{1}{2} \left[ S + 1 - \bar{u}(1 - \bar{u}) (\lambda_y^2 + \lambda_z^2) \right] \]  \hspace{1cm} (5.59)

The outflow conditions are ill-posed if there is a solution to

\[ S = -1 + \bar{u}(1 - \bar{u}) (\lambda_y^2 + \lambda_z^2) \]  \hspace{1cm} (5.60)
Substituting the expression for S and squaring the above equation gives

\[ 1 - (1 - \pi^2) (\lambda_y^2 + \lambda_z^2) = 1 - 2\pi(1 - \pi) (\lambda_y^2 + \lambda_z^2) + \pi^2(1 - \pi)^2 (\lambda_y^2 + \lambda_z^2)^2 \]  \hspace{1cm} (5.61)

This gives \( \lambda_y^2 + \lambda_z^2 = -\frac{1}{\pi^2} \). This implies that \( \omega = +i\pi\sqrt{l^2 + m^2} \) and \( S = \frac{1}{u} \), as with the inflow analysis. However, when these values are substituted back into Eq. (5.60) we obtain

\[ \frac{1}{\pi} = -\frac{1}{\pi} \]  \hspace{1cm} (5.62)

This inconsistent equation contradicts the supposition that there is an incoming mode which satisfies the boundary conditions, and so we conclude that the outflow boundary condition is well-posed.
5.7 Modified Boundary Conditions

To overcome the ill-posedness of the inflow boundary conditions the fourth inflow boundary condition is modified. It must be noted that requiring $v^L_4$ to be orthogonal to $u^R_1$, $u^R_2$, and $u^R_3$ is overly restrictive. Since the first three inflow boundary conditions already require that $a_1 = a_2 = a_3 = 0$, it is only needed that $v^L_4$ is orthogonal to $u^R_5$. Thus a new definition of $v^L_4$ is proposed, which is equal to $(v^L_4)_{old}$ plus $\lambda_y$ times some multiple of the leading order term in $v^L_2$ and $\lambda_z$ times some multiple of the leading order term in $v^L_3$.

$$
\begin{align*}
\overline{v}^L_4 &= \begin{pmatrix} 0 & 1 & \overline{u}\lambda_y & \overline{u}\lambda_z & 1 \end{pmatrix} \\
&+ \lambda_y a \begin{pmatrix} 0 & 0 & 1 & 0 & 0 \end{pmatrix} \\
&+ \lambda_z b \begin{pmatrix} 0 & 0 & 0 & 1 & 0 \end{pmatrix} \\
\end{align*}
$$

(5.63)

The variables $a$ and $b$ will be chosen to minimize $\overline{v}^L_4 u^R_5$, which controls the magnitude of the reflection coefficient, and at the same time will produce a well-posed boundary condition. The motivation for this approach is that the second approximation to the scalar wave equation is well-posed and produces fourth order reflection [40]. Substituting definition gives

$$
\overline{v}^L_4 u^R_5 = \frac{1}{2} \left( \frac{1 - \overline{u}}{1 + \overline{u}} \right) \left( -S + 1 + (1 + \overline{u}) \left( (a + \overline{u}) \lambda_y^2 + (b + \overline{u}) \lambda_z^2 \right) \right)
$$

(5.64)
The binomial series expansion for $S(\lambda_y, \lambda_z)$ is given by

$$S = 1 - \frac{1}{2} (1 - \pi^2) (\lambda_y^2 + \lambda_z^2) + O(\lambda_y^4, \lambda_z^4)$$  \hspace{1cm} (5.65)

The reflection coefficient is fourth order if $a$ and $b$ are chosen such that

$$a + \bar{u} = b + \bar{u} = -\frac{1}{2} (1 - \bar{u})$$  \hspace{1cm} (5.66)

Thus the new form of $\bar{v}_4^L$ is

$$\left. \bar{v}_4^L \right|_{\bar{v} = \bar{w} = 0} = \begin{pmatrix} 0 & 1 & -\frac{1}{2} (1 - \bar{u}) \lambda_y & -\frac{1}{2} (1 - \bar{u}) \lambda_y & 1 \end{pmatrix}$$  \hspace{1cm} (5.67)

To prove the well-posedness of the modified inflow boundary conditions, the critical matrix $C$ is re-calculated.

$$C = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 + \bar{u}^2 \lambda_y^2 & \bar{u}^2 \lambda_y \lambda_z & 0 \\ 0 & \bar{u}^2 \lambda_y \lambda_z & 1 + \bar{u}^2 \lambda_z^2 & 0 \\ 0 & -\frac{1}{2} (1 + \bar{u}) \lambda_y & -\frac{1}{2} (1 + \bar{u}) \lambda_z & \frac{1}{2} \left( S + 1 - \frac{1}{2} (1 - \bar{u}^2) (\lambda_y^2 + \lambda_z^2) \right) \end{pmatrix}$$  \hspace{1cm} (5.68)

$\det(C) = 0$ implies either

$$-S = 1 - \frac{1}{2} (1 - \bar{u}^2) (\lambda_y^2 + \lambda_z^2)$$  \hspace{1cm} (5.69)
or

$$\lambda_y^2 + \lambda_z^2 = -\frac{1}{u^2}$$  \hspace{1cm} (5.70)

Examine the first possibility:

$$-S = 1 - \frac{1}{2} (1 - \pi^2) \left( \lambda_y^2 + \lambda_z^2 \right)$$

We have

$$S|_{\tau=\bar{m}=0} = \sqrt{1 - (1 - \pi^2) \left( \lambda_y^2 + \lambda_z^2 \right)}$$

Substituting $S$, we get:

$$-\sqrt{1 - (1 - \pi^2) \left( \lambda_y^2 + \lambda_z^2 \right)} = 1 - \frac{1}{2} (1 - \pi^2) \left( \lambda_y^2 + \lambda_z^2 \right) \hspace{1cm} (5.71)$$

Squaring both sides we get:

$$1 - (1 - \pi^2) \left( \lambda_y^2 + \lambda_z^2 \right) = 1 - (1 - \pi^2) \left( \lambda_y^2 + \lambda_z^2 \right) + \frac{1}{4} (1 - \pi^2) \left( \lambda_y^2 + \lambda_z^2 \right)^2 \hspace{1cm} (5.72)$$

$$\implies \lambda_y^2 + \lambda_z^2 = 0 \implies S = 1 \hspace{1cm} (5.73)$$

Putting these values of $\left( \lambda_y^2 + \lambda_z^2 \right)$ and $S$ into Eq. (5.69) we have $-1 = 1$ which is clearly inconsistent. Hence, the first possibility given by Eq. (5.69) does not lead to ill-posed incoming modes.
In the original reference frame where $\overline{v} \neq 0$, and $\overline{w} \neq 0$,

\[
\overline{v}_4^L = \begin{pmatrix}
0 & 1 - \overline{v}\lambda_y - \overline{w}\lambda_z & -\frac{1}{2} (1 - \overline{w}) \lambda_y & -\frac{1}{2} (1 - \overline{w}) \lambda_z & 1 - \overline{v}\lambda_y - \overline{w}\lambda_z
\end{pmatrix}
\] (5.74)

Therefore, the modified non-dimensional inflow boundary conditions in terms of primitive flow variables are,

\[
\begin{pmatrix}
-1 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 1
\end{pmatrix} \frac{\partial U}{\partial t} + \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & \overline{u} & \overline{v} & 0 & 1 \\
0 & 0 & 0 & \overline{v} & 0 \\
0 & \overline{v} & \frac{1 - \overline{u}}{2} & 0 & \overline{v}
\end{pmatrix} \frac{\partial U}{\partial y} + \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & \overline{u} & 0 & 0 & \overline{w} \\
0 & \overline{w} & 0 & 0 & 1 \\
0 & \overline{w} & 0 & \frac{1 - \overline{u}}{2} & \overline{w}
\end{pmatrix} \frac{\partial U}{\partial z} = 0
\] (5.75)
The well-posed, non-dimensional, 3D inflow boundary conditions in terms of characteristic variables are:

\[
\frac{\partial}{\partial t} \begin{pmatrix} C_1 \\ C_2 \\ C_3 \\ C_4 \end{pmatrix} + \begin{pmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & \bar{v} & 0 & \frac{1}{2}(1 + \bar{u}) & \frac{1}{2}(1 - \bar{u}) \\ 0 & 0 & \bar{v} & 0 & 0 \\ 0 & \frac{1}{2}(1 - \bar{u}) & 0 & \bar{v} & 0 \end{pmatrix} \begin{pmatrix} C_1 \\ C_2 \\ C_3 \\ C_4 \end{pmatrix} + \begin{pmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & \bar{w} & 0 & 0 & 0 \\ 0 & 0 & \bar{w} & \frac{1}{2}(1 + \bar{u}) & \frac{1}{2}(1 - \bar{u}) \\ 0 & 0 & \frac{1}{2}(1 - \bar{u}) & \bar{w} & 0 \end{pmatrix} \begin{pmatrix} C_1 \\ C_2 \\ C_3 \\ C_4 \end{pmatrix} = 0
\]

(5.76)

A corresponding modified outflow BC can be derived following a similar procedure which gives the following condition at the outflow boundary:

\[
\frac{\partial C_5}{\partial t} + \left( 0 \quad \frac{1}{2}(1 + \bar{w}) \quad 0 \quad 0 \quad \bar{v} \right) \frac{\partial}{\partial y} \begin{pmatrix} C_1 \\ C_2 \\ C_3 \\ C_4 \\ C_5 \end{pmatrix} + \left( 0 \quad 0 \quad \frac{1}{2}(1 + \bar{u}) \quad 0 \quad \bar{w} \right) \frac{\partial}{\partial z} \begin{pmatrix} C_1 \\ C_2 \\ C_3 \\ C_4 \\ C_5 \end{pmatrix} = 0
\]

(5.77)
5.8 Giles Boundary Conditions for 3D Euler Equations in Cartesian Co-ordinates

A summary of the boundary conditions derived for the linearized 3D Euler equations in chapter 5 is given in this section.

a) Transformation to, and from, One-dimensional Characteristic Variables

\[
\begin{pmatrix}
C_1 \\
C_2 \\
C_3 \\
C_4 \\
C_5
\end{pmatrix}
= 
\begin{pmatrix}
-\tau^2 & 0 & 0 & 0 & 1 \\
0 & 0 & \overline{\rho c} & 0 & 0 \\
0 & 0 & 0 & \overline{\rho c} & 0 \\
0 & \overline{\rho c} & 0 & 0 & 1 \\
0 & -\overline{\rho c} & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
\rho' \\
u' \\
v' \\
w' \\
p'
\end{pmatrix}
\] (5.78)

\[
\begin{pmatrix}
\rho' \\
u' \\
v' \\
w' \\
p'
\end{pmatrix}
= 
\begin{pmatrix}
-\frac{1}{\tau^2} & 0 & 0 & 1 & \frac{1}{2\tau^2} & \frac{1}{2\tau^2} \\
0 & 0 & 0 & 1 & \frac{1}{2\overline{\rho c}} & -\frac{1}{2\overline{\rho c}} \\
0 & \frac{1}{\overline{\rho c}} & 0 & 0 & 0 \\
0 & 0 & \frac{1}{\overline{\rho c}} & 0 & 0 \\
0 & 0 & 0 & \frac{1}{2} & \frac{1}{2} & \frac{1}{2}
\end{pmatrix}
\begin{pmatrix}
C_1 \\
C_2 \\
C_3 \\
C_4 \\
C_5
\end{pmatrix}
\] (5.79)
b) One-dimensional, Unsteady, Boundary Conditions.

Inflow:

\[
\begin{pmatrix}
C_1 \\
C_2 \\
C_3 \\
C_4 \\
\end{pmatrix} = 0
\]

Outflow:

\[C_5 = 0\]

(5.81)

c) Unsteady, Quasi-3D, Inflow Boundary Conditions.

\[
\begin{array}{c}
\frac{\partial}{\partial t} \begin{pmatrix}
C_1 \\
C_2 \\
C_3 \\
C_4 \\
\end{pmatrix} + \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & \overline{v} & 0 & \frac{1}{2}(\overline{c} + \overline{u}) & \frac{1}{2}(\overline{c} - \overline{u}) \\
0 & 0 & \overline{v} & 0 & 0 \\
0 & \frac{1}{2}(\overline{c} - \overline{u}) & 0 & \overline{v} & 0 \\
\end{pmatrix} \begin{pmatrix}
\frac{\partial}{\partial y} \\
\frac{\partial}{\partial z} \\
\end{pmatrix} \begin{pmatrix}
C_1 \\
C_2 \\
C_3 \\
C_4 \\
C_5 \\
\end{pmatrix} \\
\end{array}
\]

\[= 0\]

(5.82)
d) Unsteady, Quasi-3D, Outflow Boundary Condition.

\[
\frac{\partial C_5}{\partial t} + \left( \begin{array}{ccc}
0 & \bar{u} & 0 \\
0 & 0 & \bar{v} \\
\end{array} \right) \frac{\partial}{\partial y} \left( \begin{array}{c}
C_1 \\
C_2 \\
\end{array} \right) + \left( \begin{array}{ccc}
0 & 0 & \bar{u} \\
0 & 0 & \bar{w} \\
\end{array} \right) \frac{\partial}{\partial z} \left( \begin{array}{c}
C_3 \\
C_4 \\
C_5 \\
\end{array} \right) = 0 \quad (5.83)
\]

\[
e) \text{ Modified, Unsteady, Quasi-3D, Outflow Boundary Condition.}
\]

\[
\frac{\partial C_5}{\partial t} + \left( \begin{array}{ccc}
0 & \frac{1}{2}(\bar{e} + \bar{u}) & 0 \\
0 & 0 & \bar{v} \\
\end{array} \right) \frac{\partial}{\partial y} \left( \begin{array}{c}
C_1 \\
C_2 \\
\end{array} \right) + \left( \begin{array}{ccc}
0 & 0 & \frac{1}{2}(\bar{e} + \bar{u}) \\
0 & 0 & \bar{w} \\
\end{array} \right) \frac{\partial}{\partial z} \left( \begin{array}{c}
C_3 \\
C_4 \\
C_5 \\
\end{array} \right) = 0 \quad (5.84)
\]
Chapter 6

Ringleb Flow

To validate the Giles non-reflecting boundary conditions and the corresponding wall corner conditions, the Ringleb flow has been used as a test case. Ringleb flow provides for a very good test case due to the following reasons:

1. The analytical solution for the problem is available.

2. The flow is highly non-linear and is non-uniform at the Inflow and Outflow boundaries.

3. The flow bounded by wall geometry defined by a complex curve.

4. A wide range of geometries and flow configurations can be generated analytically for the test cases.
6.1 Equations for Ringleb Flow

Ringleb flow [66] is an exact solution of the Euler equations for an ideal gas obtained by using a hodograph transformation. Hodograph method is a technique for analyzing two-dimensional flow of an ideal fluid by regarding the position \( X = (x, y) \) as a function of velocity \( U = (u, v) \) and determining the partial differential equations satisfied by \( X(U) \). This transformation to independent variables \((u, v)\) and dependent variables \((x, y)\) is a hodograph transformation [67].

The equations are transformed from the Cartesian \((x, y)\) co-ordinate system to the \((q, \theta)\) hodograph plane where \( q \) is the velocity magnitude and \( \theta \) is the angle the velocity vector makes with a reference axis. The momentum equations can be expressed in the stream function form as,

\[
q^2 \frac{\partial^2 \psi}{\partial q^2} + q \left( 1 + \frac{q^2}{c^2} \right) \frac{\partial \psi}{\partial q} + \left( 1 - \frac{q^2}{c^2} \right) \frac{\partial^2 \psi}{\partial \theta^2} = 0 \tag{6.1}
\]

where, \( \psi \) is the stream function defined such that the Cartesian velocity components are given by,

\[
u = \frac{\rho_r}{\rho} \frac{\partial \psi}{\partial y}, \quad \nu = \frac{\rho_r}{\rho} \frac{\partial \psi}{\partial x} \tag{6.2}
\]

where the subscript \( r \) indicates an arbitrary reference condition. This choice of stream function identically satisfies the continuity equation.

The particular solution representing Ringleb flow is given by,

\[
\psi = \frac{1}{q} \sin(\theta) \tag{6.3}
\]
where the overbar indicates division by a reference quantity. The streamlines for this solution are given by,

\[
x = \frac{1}{2\rho} \left( \frac{1}{q^2} - \frac{2}{k^2} \right) + \frac{J}{2}, \quad y = \pm \frac{1}{k\rho q} \sqrt{1 - \left( \frac{\overline{q}}{k} \right)^2}
\]

(6.4)

where

\[
k = \frac{1}{\psi}
\]

(6.5)

\[
J = \frac{1}{\overline{c}} + \frac{1}{3c^3} + \frac{1}{5c^5} - \frac{1}{2} \log \left( \frac{1 + \overline{c}}{1 - \overline{c}} \right)
\]

(6.6)

\[
\overline{c} = \sqrt{1 - \gamma - \frac{1}{2}q^2}
\]

(6.7)

\[
\overline{\rho} = \overline{c}^{\gamma-1}
\]

(6.8)

Pressure is given by,

\[
p = \frac{\overline{pc^2}}{\gamma}
\]

(6.9)

where \(\gamma\) is the ratio of specific heats.

The geometry of a particular test case is determined by choosing two streamlines to serve as solid walls along with lines of constant velocity as inflow and outflow boundaries [68]. A typical geometry for this flow is shown in Fig. (6-1), where the solid walls are formed by streamlines corresponding to \(k = 0.8\) and \(k = 1.6\), and the outflow boundary is given by \(\overline{q} = 0.4\).
6.2 Characteristics of Ringleb Flow

The deceleration of a fluid through a sonic speed generally produces a shock, but this can be avoided if the boundary of the fluid has a special shape. Such shape is provided by a channel with walls at streamlines, assuming that the boundary layer effects may be neglected. The flow can occur according to the equations mentioned in the previous section, so that in the channel the speed of the fluid element increases from subsonic to supersonic and then decelerates back to subsonic without the occurrence of a shock. Thus Ringleb flow captures some physically important properties of exact solutions of the full nonlinear equations of high speed flow of an ideal fluid.
Chapter 7

Numerical Implementation

7.1 Flow Solver and Numerical Schemes

The extended Giles boundary conditions along with the wall corner conditions developed in the present work have been implemented in the NASA Glenn Research Center BASS (Broadband Acoustic Stator Simulator) code. The BASS Code is a high-accuracy Computational Aeroacoustics (CAA) code which solves the nonlinear Euler and Navier-Stokes equations in the non-conservative, chain rule form of the governing equations in order to solve flows with complex geometries. The lack of conservation is offset by the increased accuracy of the transformed equations ([73], [74]). It is a multi-block, parallel solver designed for structured grids. For spatial differences, four methods are available: explicit second-order central differencing, explicit sixth-order central differencing, Tam and Webb’s optimized explicit fourth-order DRP (Dispersion-Relation-Preserving) central differencing [65], and Hixon’s prefactored compact sixth-order central differencing [69].
For the present work, the RK 4L (fourth order, low-storage, Runge-Kutta) scheme is used for time marching along with the DRP scheme for spatial differencing. Kennedy and Carpenter’s tenth-order artificial dissipation [71] is used to remove unresolved waves from the flow solution. The CFL number for all the simulations in this work was chosen as 1.1.

7.2 Mean Flow Boundary Condition

For the test cases in this work, in addition to the Giles non-reflecting boundary conditions, the BASS code implements the Mean Flow Boundary Condition developed by Hixon et. al [72]. The non-reflecting boundary conditions are designed to allow outgoing disturbances to exit the computational domain without generating spurious incoming disturbances. However, these boundary conditions do not maintain a desired mean flow when implemented in a nonlinear flow solver. In the initial transient phase, of a long-time unsteady flow calculation, large disturbances may propagate through the boundary and exit the domain. These disturbances affect the flow solution (such as flow angle at the inflow boundary) as they exit the boundary. To maintain the correct mean flow, the flow must be reset. One method to reset the flow at boundary is to impose an incoming disturbance originating at a source outside of the computational domain. The mean flow boundary condition sends waves into the computational domain in order to obtain the desired mean flow at the boundaries. In order to specify the correct mean flow boundary condition on an unsteady flow, the mean flow itself is calculated at the boundary.
7.3 Wall Boundary Condition

The wall boundary condition is designed to modify the flow solution to prohibit non-physical flow through the wall. The ‘correction’ implementation of Hixon [76], of the wall boundary condition developed by Tam and Dong [75] is used in BASS code.

At the wall, the time derivative of the normal momentum is set to zero:

\[
\left( \rho \vec{V} \right)_t \cdot \vec{n} = 0 \quad (7.1)
\]

The interior flow equations are solved using biased differencing at the wall, and an initial ‘uncorrected’ value for the time derivative of the conserved quantities is obtained at the wall. Using the chain rule form of the Euler equations, the uncorrected time derivative is:

\[
Q_{t,uc} = - \left\{ \xi_x \{E\}_\xi + \eta_x \{E\}_\eta + \xi_y \{F\}_\xi + \eta_y \{F\}_\eta \right\} \quad (7.2)
\]

The wall boundary condition is used to determine the ‘corrected’ value of the time derivative at the wall:

\[
\{Q\}_{t,corrected} = \{Q\}_{t,uncorrected} + \{\Delta Q\}_t \quad (7.3)
\]

At the wall boundary, only the normal flux derivatives can be changed by the boundary condition. This change to the normal flux derivative at the wall has an effect on the time derivative at the wall. Assuming that the wall normal direction lies in the \( \eta \)
co-ordinate direction:

\[
\{\Delta Q\}_t = -\left( \eta_x \{\Delta E\}_\eta + \eta_y \{\Delta F\}_\eta \right)
\] (7.4)

The normal flux derivatives are ‘corrected’ by modifying the value of the normal fluxes at a ghost point outside the flow domain. Depending on the size of the finite-differencing stencil used, the ghost point may affect the value of the normal derivative at grid points in the interior of the computational domain. This ghost point correction method is described fully in Ref. [77], and the wall boundary condition implementation for the chain rule form of the governing equations is also given.
Chapter 8

Results and Discussion

The Curvilinear Giles boundary conditions along with the wall corner conditions have been validated for the following Ringleb flow test cases:

1. $k = 0.50$ for the inner wall and $0.20$ for the outer wall. $\bar{q} = 0.10$ for the inflow and outflow boundaries. The inflow Mach number is $0.10$ and the maximum Mach number is $0.52$ at the center of the inner wall.

2. $k = 0.60$ for the inner wall and $0.20$ for the outer wall. $\bar{q} = 0.10$ for the inflow and outflow boundaries. The inflow Mach number is $0.10$ and the maximum Mach number is $0.64$ at the center of the inner wall.

3. $k = 0.70$ for the inner wall and $0.25$ for the outer wall. $\bar{q} = 0.15$ for the inflow and outflow boundaries. The inflow Mach number is $0.14$ and the maximum Mach number is $0.74$ at the center of the inner wall.

4. $k = 0.80$ for the inner wall and $0.30$ for the outer wall. $\bar{q} = 0.20$ for the inflow and outflow boundaries. The inflow Mach number is $0.20$ and the maximum
Mach number is 0.86 at the center of the inner wall.

5. \( k = 0.95 \) for the inner wall and 0.45 for the outer wall. \( \bar{q} = 0.25 \) for the inflow and outflow boundaries. The inflow Mach number is 0.25 and the maximum Mach number is 1.05 at the center of the inner wall.

6. \( k = 1.05 \) for the inner wall and 0.55 for the outer wall. \( \bar{q} = 0.35 \) for the inflow and outflow boundaries. The inflow Mach number is 0.35 and the maximum Mach number is 1.20 at the center of the inner wall.

Each of the above test cases was run on the following grid sizes: 21x11, 31x16, 41x21 and 61x31.

Fig. (8-1) shows a 61x31 grid of two Ringleb flow geometries, with maximum velocities of 0.80 on the left and 1.05 on the right. The inflow and outflow boundaries are curved and the grid at the boundaries is non-orthogonal for all the test cases.
Figure 8-1: A 61x31 Grid for $k_{\text{max}} = 0.80$, $k_{\text{min}} = 0.30$, $\bar{q} = 0.10$ (left) and $k_{\text{max}} = 1.05$, $k_{\text{min}} = 0.55$, $\bar{q} = 0.35$ (right)
8.1 Wall Corner Condition

Fig. (8-2) shows a typical wall-corner flow vectors of Ringleb flow solution ($k_{max} = 0.70, k_{min} = 0.25, \overline{q} = 0.15$) computed using the Cartesian Giles boundary conditions without the wall condition. The wall condition for the 2D Cartesian Giles boundary conditions was tested on the Ringleb flow test cases and flow through the wall at the corner vanished. However, the correct flow solution at the corners could still not be computed when the wall condition was applied to the chain-rule form of Cartesian Giles and eventually caused the numerical solution to diverge as seen in Fig (8-3).

Figure 8-2: Cartesian Giles Boundary Conditions without the Wall Condition
Figure 8-3: Cartesian Giles Boundary Conditions with the Wall Condition
As pointed out earlier, the Giles boundary conditions were derived from the Cartesian form of Euler equations and then transformed into Curvilinear co-ordinates using the chain rule formulation. The 2D Curvilinear boundary conditions in chapter 4 were derived starting with the Curvilinear form of Euler equations which resulted in new terms containing the factor \((\xi_x\eta_x + \xi_y\eta_y)\) that vanishes when the grid is orthogonal at the boundaries. These orthogonal terms were lost when deriving the boundary conditions from the Cartesian form of the governing equations.

When the Curvilinear boundary conditions were implemented without the additional terms, the solution at the corner showed similar behavior to that obtained from Cartesian Giles boundary conditions. Figs (8-4) and (8-5) show the velocity vectors of flow solution obtained using Curvilinear Giles boundary conditions without the extra terms. It is clearly seen that without the additional orthogonal terms, the corner problem is not eliminated in spite of the application of the wall condition.

Only the Curvilinear boundary conditions with the additional terms and with the wall corner condition solved the corner problem completely and obtained a converged solution as seen in Fig. (8-6).
Figure 8-4: Curvilinear Giles Boundary Conditions without Additional Terms and without the Wall Condition

Figure 8-5: Curvilinear Giles Boundary Conditions without Additional Terms and with the Wall Condition
Figure 8-6: Curvilinear Giles Boundary Conditions with Additional Terms and with the Wall Condition
8.2 Long-term Instability

The Curvilinear boundary conditions have been tested on various ringleb flow geometries and grid densities. For a given Mach number, as the number of grid points were increased, the solution displayed instability waves running through the domain that eventually caused the solution to diverge. Figs. (8-7) - (8-12) shows the history of L2 errors of density for the entire computational domain for all the test cases. The long-term instability can be seen in each of the ringleb flow geometries beyond a certain number of grid points. Spurious wave reflections caused due to various reasons such as inaccuracy of the boundary conditions, type of spatial discretization scheme, interior and boundary stencils, have created a non-physical feedback loop from the downstream resulting in a long-term instability of flow solution. Change of the time marching scheme from RK4L to RK56 and RK67 did not solve the long-term instability problem.

Sufficient stretching of the grid towards the inflow and outflow boundaries eliminated the long-term instability in flow solution. Stretching the grid towards the boundaries breaks the feedback loop and damps the unresolved frequencies propagating through the domain. For 21x11 and 31x16 grids, stretching was not necessary for any of the test cases. Grid stretching was not required for a 41x21 grid, for the cases with a maximum velocity of 0.60 and 1.05. The L2-norm errors in Density for the test cases with grid stretching are listed in Tables (8.1) - (8.6). For a given number of grid points, as the grid stretching factor increases, the L2-norm error increases. The L2-norm error is calculated using the analytical solution of Ringleb flow.
Figure 8-7: L2 Error in Density for a Maximum Velocity of 0.50

Figure 8-8: L2 Error in Density for a Maximum Velocity of 0.60
Figure 8-9: L2 Error in Density for a Maximum Velocity of 0.70
Figure 8-10: **L2 Error in Density for a Maximum Velocity of 0.80**
Figure 8-11: **L2 Error in Density for a Maximum Velocity of 0.95**
Figure 8-12: **L2 Error in Density for a Maximum Velocity of 1.05**
Table 8.1: **L2 Errors with Grid Stretching for a Maximum Velocity of 0.50**

<table>
<thead>
<tr>
<th>Grid Size</th>
<th>Stretch Factor</th>
<th>( \rho )</th>
<th>( \rho h u )</th>
<th>( \rho h v )</th>
<th>( E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>21x11</td>
<td>1.00</td>
<td>1.10E-03</td>
<td>5.98E-04</td>
<td>5.69E-03</td>
<td>2.13E-03</td>
</tr>
<tr>
<td>31x16</td>
<td>1.00</td>
<td>9.64E-05</td>
<td>3.48E-05</td>
<td>4.79E-05</td>
<td>1.83E-04</td>
</tr>
<tr>
<td>41x21</td>
<td>1.01</td>
<td>1.12E-05</td>
<td>1.68E-05</td>
<td>1.65E-05</td>
<td>2.11E-05</td>
</tr>
<tr>
<td></td>
<td>1.02</td>
<td>1.19E-05</td>
<td>1.66E-05</td>
<td>1.08E-05</td>
<td>2.27E-05</td>
</tr>
<tr>
<td>61x31</td>
<td>1.05</td>
<td>4.10E-06</td>
<td>9.87E-06</td>
<td>8.24E-06</td>
<td>6.96E-06</td>
</tr>
</tbody>
</table>

Table 8.2: **L2 Errors with Grid Stretching for a Maximum Velocity of 0.60**

<table>
<thead>
<tr>
<th>Grid Size</th>
<th>Stretch Factor</th>
<th>( \rho )</th>
<th>( \rho h u )</th>
<th>( \rho h v )</th>
<th>( E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>21x11</td>
<td>1.00</td>
<td>2.57E-03</td>
<td>2.10E-03</td>
<td>1.32E-03</td>
<td>4.87E-03</td>
</tr>
<tr>
<td>31x16</td>
<td>1.00</td>
<td>2.59E-04</td>
<td>1.27E-04</td>
<td>1.35E-04</td>
<td>4.94E-04</td>
</tr>
<tr>
<td>41x21</td>
<td>1.00</td>
<td>4.95E-05</td>
<td>2.08E-05</td>
<td>2.01E-05</td>
<td>9.43E-05</td>
</tr>
<tr>
<td></td>
<td>1.02</td>
<td>8.37E-06</td>
<td>1.64E-05</td>
<td>1.77E-05</td>
<td>1.29E-05</td>
</tr>
</tbody>
</table>

Table 8.3: **L2 Errors with Grid Stretching for a Maximum Velocity of 0.70**

<table>
<thead>
<tr>
<th>Grid Size</th>
<th>Stretch Factor</th>
<th>( \rho )</th>
<th>( \rho h u )</th>
<th>( \rho h v )</th>
<th>( E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>21x11</td>
<td>1.00</td>
<td>6.74E-04</td>
<td>4.30E-04</td>
<td>7.37E-04</td>
<td>1.22E-03</td>
</tr>
<tr>
<td>31x16</td>
<td>1.00</td>
<td>7.86E-05</td>
<td>3.32E-05</td>
<td>4.00E-05</td>
<td>1.48E-04</td>
</tr>
<tr>
<td>41x21</td>
<td>1.01</td>
<td>1.63E-05</td>
<td>2.04E-05</td>
<td>1.40E-05</td>
<td>2.94E-05</td>
</tr>
<tr>
<td></td>
<td>1.02</td>
<td>1.55E-05</td>
<td>1.63E-05</td>
<td>1.37E-05</td>
<td>2.81E-05</td>
</tr>
<tr>
<td>61x31</td>
<td>1.06</td>
<td>4.87E-06</td>
<td>7.86E-06</td>
<td>3.60E-06</td>
<td>8.43E-06</td>
</tr>
<tr>
<td></td>
<td>1.08</td>
<td>4.22E-06</td>
<td>1.18E-05</td>
<td>6.45E-06</td>
<td>7.63E-06</td>
</tr>
</tbody>
</table>
Table 8.4: **L2 Errors with Grid Stretching for a Maximum Velocity of 0.80**

<table>
<thead>
<tr>
<th>Grid Size</th>
<th>Stretch Factor</th>
<th>rho</th>
<th>rhou</th>
<th>rhov</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>21x11</td>
<td>1.00</td>
<td>4.73E-04</td>
<td>3.68E-04</td>
<td>4.36E-04</td>
<td>8.44E-04</td>
</tr>
<tr>
<td>31x16</td>
<td>1.00</td>
<td>4.78E-05</td>
<td>2.29E-05</td>
<td>3.97E-05</td>
<td>8.62E-05</td>
</tr>
<tr>
<td>41x21</td>
<td>1.01</td>
<td>1.20E-05</td>
<td>9.87E-06</td>
<td>1.44E-05</td>
<td>2.18E-05</td>
</tr>
<tr>
<td></td>
<td>1.02</td>
<td>1.34E-05</td>
<td>1.37E-05</td>
<td>1.42E-05</td>
<td>2.39E-05</td>
</tr>
<tr>
<td></td>
<td>1.03</td>
<td>1.53E-05</td>
<td>1.69E-05</td>
<td>1.42E-05</td>
<td>2.69E-05</td>
</tr>
<tr>
<td>61x31</td>
<td>1.06</td>
<td>6.41E-06</td>
<td>6.86E-06</td>
<td>3.67E-06</td>
<td>1.08E-05</td>
</tr>
</tbody>
</table>

Table 8.5: **L2 Errors with Grid Stretching for a Maximum Velocity of 0.95**

<table>
<thead>
<tr>
<th>Grid Size</th>
<th>Stretch Factor</th>
<th>rho</th>
<th>rhou</th>
<th>rhov</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>21x11</td>
<td>1.00</td>
<td>7.01E-04</td>
<td>3.75E-04</td>
<td>3.83E-04</td>
<td>1.21E-03</td>
</tr>
<tr>
<td>31x16</td>
<td>1.00</td>
<td>7.75E-05</td>
<td>2.36E-05</td>
<td>3.43E-05</td>
<td>1.40E-04</td>
</tr>
<tr>
<td>41x21</td>
<td>1.01</td>
<td>1.46E-05</td>
<td>8.02E-06</td>
<td>9.65E-06</td>
<td>2.65E-05</td>
</tr>
<tr>
<td></td>
<td>1.05</td>
<td>1.32E-05</td>
<td>6.94E-06</td>
<td>3.52E-06</td>
<td>2.21E-05</td>
</tr>
</tbody>
</table>

Table 8.6: **L2 Errors with Grid Stretching for a Maximum Velocity of 1.05**

<table>
<thead>
<tr>
<th>Grid Size</th>
<th>Stretch Factor</th>
<th>rho</th>
<th>rhou</th>
<th>rhov</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>21x11</td>
<td>1.00</td>
<td>3.19E-04</td>
<td>1.22E-04</td>
<td>1.66E-04</td>
<td>5.83E-04</td>
</tr>
<tr>
<td>31x16</td>
<td>1.00</td>
<td>5.21E-05</td>
<td>1.40E-05</td>
<td>2.31E-05</td>
<td>9.23E-05</td>
</tr>
<tr>
<td>41x21</td>
<td>1.00</td>
<td>8.73E-06</td>
<td>3.63E-06</td>
<td>6.69E-06</td>
<td>1.55E-05</td>
</tr>
<tr>
<td></td>
<td>1.01</td>
<td>2.03E-05</td>
<td>7.45E-06</td>
<td>7.34E-06</td>
<td>3.46E-05</td>
</tr>
<tr>
<td></td>
<td>1.02</td>
<td>3.75E-05</td>
<td>1.22E-05</td>
<td>9.82E-06</td>
<td>6.37E-05</td>
</tr>
<tr>
<td>61x31</td>
<td>1.06</td>
<td>1.00E-05</td>
<td>5.79E-06</td>
<td>3.65E-06</td>
<td>1.73E-05</td>
</tr>
</tbody>
</table>
8.3 Errors on Inflow and Outflow Boundaries

Figs. (8-13) - (8-24) show the plots of L2 errors of density on the inflow and outflow boundaries of the Ringleb flow test cases. For all the mach numbers tested, it can be seen that as the number of grid points is increased, the L2 error on the inflow and outflow boundaries decreased. However, the errors are higher for a higher grid stretching factor. In most cases, the errors at the wall corners are higher than the errors at the interior nodes.
Figure 8-13: Inflow Boundary L2 Error in Density for a Maximum Velocity of 0.50
Figure 8-14: Outflow Boundary L2 Error in Density for a Maximum Velocity of 0.50
Figure 8-15: Inflow Boundary L2 Error in Density for a Maximum Velocity of 0.60
Figure 8-16: Outflow Boundary L2 Error in Density for a Maximum Velocity of 0.60
Figure 8-17: Inflow Boundary L2 Error in Density for a Maximum Velocity of 0.70
Figure 8-18: Outflow Boundary L2 Error in Density for a Maximum Velocity of 0.70
Figure 8-19: Inflow Boundary L2 Error in Density for a Maximum Velocity of 0.80
Figure 8-20: Outflow Boundary L2 Error in Density for a Maximum Velocity of 0.80
Figure 8-21: Inflow Boundary L2 Error in Density for a Maximum Velocity of 0.95
Figure 8-22: Outflow Boundary L2 Error in Density for a Maximum Velocity of 0.95
Figure 8-23: Inflow Boundary L2 Error in Density for a Maximum Velocity of 1.05
Figure 8-24: Outflow Boundary L2 Error in Density for a Maximum Velocity of 1.05
8.4 Errors on Inside and Outside Wall Boundaries

The L2-norm errors of density on the inside and outside walls for all the test cases have been plotted in Figs. (8-25) - (8-36). The x-coordinate of the plots runs from the inflow-wall corner to the outflow-wall corner. It is seen that the errors on the outside wall are lower than the errors on the inside wall. For the test case with maximum velocity of 0.50, it can be seen that the errors on the walls for the 41x21 grid and the 61x31 grid are similar. This is because the advantage of increase in grid points is offset by a large stretch factor. A similar trend in the L2 error is observed for cases with a maximum velocity of 0.60, 0.95, and 1.05.
Figure 8-25: Inside Wall L2 Error in Density for a Maximum Velocity of 0.50
Figure 8-26: Outside Wall L2 Error in Density for a Maximum Velocity of 0.50
Figure 8-27: Inside Wall L2 Error in Density for a Maximum Velocity of 0.60
Figure 8-28: Outside Wall L2 Error in Density for a Maximum Velocity of 0.60
Figure 8-29: Inside Wall L2 Error in Density for a Maximum Velocity of 0.70
Figure 8-30: Outside Wall L2 Error in Density for a Maximum Velocity of 0.70
Figure 8-31: Inside Wall L2 Error in Density for a Maximum Velocity of 0.80
Figure 8-32: Outside Wall L2 Error in Density for a Maximum Velocity of 0.80
Figure 8-33: Inside Wall L2 Error in Density for a Maximum Velocity of 0.95
Figure 8-34: Outside Wall L2 Error in Density for a Maximum Velocity of 0.95
Figure 8-35: Inside Wall L2 Error in Density for a Maximum Velocity of 1.05
Figure 8-36: Outside Wall L2 Error in Density for a Maximum Velocity of 1.05
Chapter 9

Conclusions and Future Work

9.1 Conclusions

In the present work, the Giles non-reflecting boundary conditions have been extended to Curvilinear co-ordinates for wall-bounded flows, with non-orthogonal grids and curved boundary geometries. In addition to the non-reflecting boundary conditions, wall boundary conditions have been derived and implemented for inflow/outflow-wall corners. The wall corner conditions were sufficient to eliminate the flow through wall at inflow and outflow corners of the Ringleb flow test cases. However, Cartesian Giles boundary conditions with the wall corner conditions could not solve the corner problem and eventually caused the flow solution to diverge. Two-dimensional Curvilinear Giles boundary conditions were derived from the Curvilinear form of the linearized Euler equations using a similar approach to that of the Cartesian Giles boundary conditions. Additional terms that were not present in the chain rule form of Cartesian Giles boundary conditions were present in the Curvilinear bound-
ary conditions. These additional terms all contained the factor \((\xi_x \eta_x + \xi_y \eta_y)\) which becomes zero for an orthogonal grid. The Curvilinear boundary conditions, when implemented without the additional terms, displayed the same corner problem that was encountered with the chain rule form of Cartesian Giles boundary conditions, proving the significance of the additional orthogonal terms. In order to completely eliminate flow through the wall and obtain the correct solution at the corners, the Curvilinear boundary conditions with the additional terms and the wall conditions were required.

The Curvilinear Giles boundary conditions along with the wall conditions were successfully tested on various Ringleb flow geometries. However, a long-term instability was noticed for all the Ringleb flow cases beyond certain grid density. This was eliminated by stretching the grid towards the inflow and outflow boundaries. Converged solutions were obtained for all the test cases with acceptable L2 errors.
9.2 Recommendations for Future Work

The significance of the Curvilinear form of the Giles non-reflecting boundary conditions in solving problems with non-orthogonal grids and non-planar boundaries was shown through this effort. A three-dimensional Curvilinear extension to the Giles boundary conditions is currently being developed. The present work provides a guideline for developing compatibility conditions at interfaces of different kinds of boundaries. Following a similar approach, compatibility conditions could be developed for other types of boundary corners such as a Giles-Giles interface or an inflow/outflow interface. The issue of long-term instability observed with denser grids could further be investigated by quantifying the frequency of the instability and identifying its dependence on various flow, geometry, and grid parameters. The effect of various spatial discretization schemes on the long-term instability is of interest.
Appendix A

Ringleb Flow Contours

Flow contours of the analytical solution of a Ringleb flow domain with \(k_{\text{max}} = 0.80\), \(k_{\text{min}} = 0.30\), and \(\bar{q} = 0.20\), on a 61x31 grid are provided here.

Figure A-1: 61x31 Grid for a Maximum Velocity = 0.80
Figure A-2: Density Contours for a Maximum Velocity = 0.80
Figure A-3: Pressure Contours for a Maximum Velocity = 0.80
Figure A-4: Velocity Contours for a Maximum Velocity = 0.80
Figure A-5: Mach number Contours for a Maximum Velocity = 0.80
Figure A-6: Velocity Vectors for a Maximum Velocity $= 0.80$
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