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Abstract

Humans are sensitive to the frequency of events, and this sensitivity is reflected in a wide range of behavioral and neural measures. This thesis focuses on the ways in which syntactic co-occurrence frequencies affect human language comprehension.

Previous psycholinguistic findings seemed to show that humans are not sensitive to verbal subcategorization frequencies. Instead, this work demonstrates that sensitivity to fine-grained syntactic frequencies provide a confounding explanation for those findings. A left-corner parser is defined that can be used to compute a variety of psycholinguistic complexity metrics in order to better control for such syntactic influences in future studies.

One of the strongest and most commonly used psycholinguistic measures output by the parser is surprisal (Hale, 2001; Levy, 2008), which estimates frequency-based comprehension difficulty based on the probability of an observation conditioned on the observations that preceded it. When used to predict reading times, however, this work shows that surprisal is mathematically inconsistent since it conditions on the immediately adjacent lexical material despite the fact that reading proceeds via saccades over non-adjacent material. This mathematical problem with surprisal can be corrected by summing surprisal over each saccade region to enable the measure to account for the probability of each new span of text conditioned on the preceding material that was actually observed. The corrected version of lexical (n-gram)
surprisal, cumulative n-gram surprisal, obtains a better fit to reading times than the uncorrected version, though the correction does not work for surprisal over syntactic (probabilistic context-free; PCFG) structure.

In addition to the frequency of observed events, this work explores the influence of frequency in how humans predict upcoming events. In particular, uncertainty about upcoming material (entropy) is shown to influence reading times, corroborating previous results in the literature (Roark et al., 2009; Angele et al., 2015). Unfortunately, the entropy over upcoming material is very expensive to compute, and so can be difficult to control for in psycholinguistic experiments. This work shows that the surprisal (n-gram and PCFG) of upcoming words, which is inexpensive to compute, can approximate the influence of that uncertainty on self-paced reading times.

The results in this thesis indicate that humans are sensitive to both lexical sequence frequencies and syntactic frequencies, and this work concludes by providing a proof-of-concept model of syntactic acquisition that links the two types of frequencies. The acquisition model demonstrates how a learner that is sensitive to linear ordering frequencies could end up acquiring long-distance dependencies, typically conceived as a hallmark of hierarchical syntax, in a fashion that replicates the acquisition timeline of children.
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Chapter 1: Introduction

Previous studies have questioned the degree to which hierarchical syntax is used by humans during online sentence processing (Frank and Bod, 2011; Frank et al., 2012). However, in order to know whether a given result can be attributed to an influence of latent structural syntactic frequencies, it is first critical to adequately control for the observed lexical sequence frequencies. This thesis provides an in-depth investigation of lexical frequency effects (n-grams), syntactic frequency effects, and the degree to which syntactic frequencies predict behavioral data once the n-gram frequencies have been controlled for.

Chapter 2 demonstrates that hierarchical syntax provides a compelling potential confound to many previous findings, suggesting a need to control for hierarchic occurrence frequencies in psycholinguistic studies. Chapter 3 describes a left-corner parser that can be used to compute a variety of incremental complexity measures, including occurrence frequency estimates of hierarchical syntactic structures. Chapter 4 identifies and corrects an inconsistency in how surprisal (both n-gram and probabilistic context-free grammar; PCFG) is typically used in reading time studies to estimate incremental processing complexity due to frequency effects. Correcting this inconsistency produces a baseline n-gram model that better captures frequency influences on reading times. Once n-gram surprisal is improved, PCFG surprisal becomes a much
weaker predictor of reading times, though at least some of its remaining predictivity seems due to long-distance dependencies, which would be much harder to capture with n-grams. Chapter 5 shows that humans are sensitive to upcoming (un)certainty and that the degree of certainty about future observations (both lexical and syntactic) affects self-paced reading times. The chapter further demonstrates that a single sample from the conditional probability distribution over future observations (future surprisal) may be used as an inexpensive aggregate entropy approximation that provides more psycholinguistically robust entropy estimates than the typical point-wise entropy estimates which estimate uncertainty at each time-step by hallucinating every possible continuation. Finally, Chapter 6 describes an acquisition model that accounts for the acquisition pattern of filler-gap dependencies, providing a framework for bootstrapping from a linear frequency sensitivity into a processing model that could be sensitive to hierarchical syntactic frequencies. The results in this thesis indicate that, though PCFG surprisal is only weakly predictive of first-pass reading times after theoretically-motivated n-gram adjustments, hierarchical syntactic frequencies do correlate with self-paced reading times even over strong lexical sequence predictors, suggesting that humans are sensitive to hierarchical syntactic frequencies during processing.
Psycholinguistic studies are subject to strong frequency influences, so psycholinguists often must either statistically or experimentally control for possible frequency effects confounded with the effects of interest. Statistical frequency controls provide explicit baseline terms that quantify the expected frequency influence. Systematic deviations from the baseline predictions indicate some kind of processing effect divorced from the frequency effects linguists already know about. Experimental frequency control occurs prior to data collection by tightly controlling the stimuli that are used in the study. For example, stimuli may be generated so that the lexical context preceding a target region is present across all experimental conditions in order to remove the possibility that an observed effect will be caused by the different preceding contexts rather than by the target manipulation. This chapter demonstrates that hierarchical syntactic frequency is a strong potential confound for a variety of previous studies. These results suggest that cloze norming should generally be augmented by corpus statistics to provide adequate frequency controls.

*The work in this chapter originally appeared in van Schijndel et al. (2014).*
2.1 Introduction

Unbounded dependencies (e.g., between the book and about in the noun phrase [the book], the author wrote about \( t_i \)) consist of a filler (the book) and an attachment site or gap (\( t_i \)) which can be separated by an unbounded number of words. Since gaps are not overtly represented in sentences, their locations can be temporarily ambiguous (e.g., after wrote or after about). Some researchers have suggested that maintaining such dependencies introduces additional processing difficulty (Chomsky and Miller, 1963; Gibson, 2000). In order to quickly resolve ambiguous unbounded dependencies and ease any potential difficulty, one might expect readers to make full use of the information at their disposal to complete unbounded dependencies as soon as possible.

Several self-paced reading and eye-tracking studies have explored whether readers make use of subcategorization preferences of verbs in order to immediately restrict the hypothesis space of unbounded dependency attachments (Mitchell, 1987; Pickering et al., 2000; van Gompel and Pickering, 2001; Pickering and Traxler, 2003). Subcategorization preference or bias may be ascertained by observing how frequently a verb appears with given argument types (a verb that appears very frequently with a noun phrase (NP) direct object but occasionally without any direct object argument would be deemed an optionally transitive verb with a transitive bias to take NP arguments). The following sentences from Pickering and Traxler (2003) are representative of the stimuli used in such experiments:

(1) That’s the plane that the pilot landed carefully behind in the fog at the airport.
That’s the truck that the pilot landed carefully behind in the fog at the airport.

These authors claim that if readers use subcategorization frequency in processing, the implausibility in (2) of truck as an argument of landed should not cause readers to slow since landed prefers a prepositional phrase (PP) argument to a noun phrase (NP) argument. Instead, readers of (2) do slow down compared to readers of (1) after reading landed, which the authors claim suggests that they have difficulty with the implausible interpretation of (2) that arises from the attachment of the unbounded dependency to the verb in spite of its subcategorization bias (pilots don’t usually land trucks). These previous studies have interpreted such results as an indication that subcategorization frequency is not used by readers when initially resolving unbounded dependencies; rather, readers seem to employ a simple early-attachment heuristic.

This chapter reviews recent articles from the psycholinguistics literature which suggest an alternative, frequency-based explanation for this finding. It then goes on to show how a probabilistic context free grammar (PCFG) can be constructed from corpora annotated with unbounded dependencies and used to estimate the frequency effects involved in unbounded dependency processing. This analysis shows that the slow-down in sentences such as (2) may be explained by the frequencies of non-preterminal syntactic configurations which may have a much stronger impact than subcategorization preferences.

2.2 Background

Since Pickering and Traxler (2003), a number of studies have revisited the claim that subcategorization is not used by readers in initial attachment of unbounded
dependencies. For example, Staub et al. (2006) conducted two experiments that explored the time course of processing a particular kind of unbounded dependency: heavy-NP shift constructions. They found that sentences containing an optionally transitive verb with a transitive bias (e.g., The teacher helped immediately [the confused student]) were processed more slowly upon encountering the shifted region than sentences containing an obligatorily transitive verb (e.g., The teacher corrected immediately [the unusual answer]). They interpret their results as evidence that readers adopt a parsing heuristic that disfavors a heavy-NP shift interpretation rather than purely relying on the subcategorization bias of the verb. Otherwise, verbs with a transitive bias would force an initial transitive reading to be adopted and so would not yield this pattern of slowing. They point out, however, that their results may have been driven by the infrequency of heavy-NP shift as a construction. That is, the infrequency of heavy-NP shift may overwhelm any transitivity bias of the verb. The PCFG analysis described in this chapter may be construed as a formalization of this analysis.

Arai and Keller (2013) suggest a similar frequency explanation of the findings of Pickering and Traxler (2003) based on visual world experiments similar to those of Altmann and Kamide (1999), Kamide et al. (2003a), and Kamide et al. (2003b). By observing where subjects’ eyes moved as they listened to sentences containing transitive or intransitive verbs, they found evidence that subjects do take selectional information into account at the verb. Specifically, plausible arguments and complements are fixated on more frequently than implausible ones when verbs with either subcategorization bias are heard. Based on this finding, they speculated that the findings of 2

While Staub et al. (2006) argue for a serial model of language processing, this chapter remains agnostic with respect to whether processing is serial or parallel.
studies such as Pickering and Traxler (2003) could be due to the frequency of main clause direct object constructions when compared with the alternative constructions supported by verbal subcategorization, but they did not evaluate this claim.

Finally, Staub (2007) conducted three self-paced reading studies in an attempt to remove confounds from Pickering et al. (2000) and similar studies. By separating the intransitive verbs used in those studies into unaccusative verbs (e.g., erupt), which can never take a direct object argument, and unergative verbs (e.g., sneeze), which can take direct object arguments under particular circumstances, Staub was able to construct a set of sentences that were truly obligatorily intransitive. When reading a sentence containing an obligatorily intransitive (unaccusative) verb, readers did not show any evidence of attaching the filler of the unbounded dependency to the verb, unlike in the unergative case where there was a slight chance of obtaining a transitive interpretation. This finding indicates that any possibility of transitive interpretation, even when that possibility is very slight, can cause readers to adopt implausible analyses, which suggests that the frequency of a direct object interpretation can overwhelm the lexically-specific bias of a verb.

This chapter directly investigates these recent claims that earlier findings of insensitivity to verb subcategorization bias may be due to syntactic configuration frequency. If the probability of a syntactic configuration is defined as the product of the probabilities of its component syntactic configurations and its lexical items, a very small or very large syntactic probability (e.g., that of heavy-NP shift, or the prevalence of direct object complements) could overwhelm verb-specific argument biases.
Figure 2.1: An example syntactic analysis of The book the author wrote about sold quickly with a GCG-like treatment of unbounded dependencies. The gap is annotated with $t_i$ in the figure, only. Each category is sensitive to whether it has an unresolved gap within its subtree.

2.3 Probabilistic Grammars

Probabilities for syntactic configurations can be obtained by assigning probabilities to grammar rules. For example, a prepositional phrase (PP) usually generates a preposition (P) and a noun phrase (NP). Each such rule in the grammar may be assigned a conditional probability based on the frequency with which that parent category generates those child categories in large corpora. The resulting probability-weighted grammar is called a probabilistic context-free grammar (PCFG, Booth & Thompson, 1973). The probability of a syntactic configuration can then be estimated as the product of these conditional rule probabilities.

Well-studied algorithms exist for finding and refining PCFGs from data (Petrov et al., 2006), and PCFGs have been shown to be useful as a basis for information-theoretic accounts of garden path effects and reading time delays (Jurafsky, 1996; Hale, 2001, 2003, 2006; Levy, 2008). Usually, however, PCFG models have excluded
Figure 2.2: Alternative parses of a portion of That’s the plane/truck that the pilot landed carefully behind in the fog at the airport, shown immediately after observing the word behind. The predicted syntactic category of the next observation is shown, and gaps are annotated with $t_i$. Parse (a) corresponds to a transitive NP interpretation and Parse (b) corresponds to an intransitive PP interpretation.

unbounded dependency information because of its inherent complexity. In order to capture unbounded dependency information and still use existing algorithms for obtaining highly accurate PCFGs, this chapter uses a generalized categorial grammar (GCG) (Bach, 1981; Nguyen et al., 2012), which passes unbounded dependencies from parents to children and so makes the propagation of a gap into a category context-free (solely dependent on whether a gap exists in the parent category and on whether the preceding sibling could serve as a filler).

The Nguyen et al. (2012) GCG encodes gap information using a -g operator added to categories that contain a gap (see Figure 2.1), so a verb phrase (VP) with a gapped NP argument would be assigned the category VP-gNP and would expand to a child transitive verb (TV) and a gap associated with an NP. To link this gap to the correct filler, this GCG propagates the -g from the sibling category of the filler to each appropriate child in the syntax tree in a fashion similar to the SLASH category of
Table 2.1: The probability of the grammar rules associated with transitive and intransitive interpretations during incremental resolution of unbounded dependencies as calculated from the Wall Street Journal text corpus. These numbers are based on the 2,355 occurrences of VP-gNP in the corpus.

<table>
<thead>
<tr>
<th>Interpretation</th>
<th>Grammar rule</th>
<th>Prob</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transitive</td>
<td>VP-gNP→VP-gNP PP</td>
<td>0.17</td>
</tr>
<tr>
<td>Intransitive</td>
<td>VP-gNP→VP PP-gNP</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Head-driven Phrase Structure Grammar (HPSG) (Pollard and Sag, 1994) and other HPSG-like context-free gap notations (Hale, 2001; Lewis and Vasishth, 2005).

2.4 Evaluation

Aside from verb subcategorization bias, the difference between the transitive and intransitive interpretations of the sentences in Pickering and Traxler (2003) and related studies is that a transitive interpretation hypothesizes the gap as the complement of the main verb, whereas an intransitive interpretation hypothesizes the gap as the complement of the preposition (see Figure 2.2). In order to quantify the frequency interactions that may be behind the findings of studies such as Pickering and Traxler (2003), the Wall Street Journal (WSJ) portion of the Penn Treebank corpus of English (Marcus et al., 1993) is reannotated using a GCG as described by Nguyen et al. (2012).

Counts of each syntactic configuration in this reannotated corpus indicate that the intransitive interpretation is much less frequent than the transitive interpretation (see Table 2.1). Since the parse of each interpretation is otherwise equivalent up to the verb, the probability of subjects entertaining each possible interpretation may
be computed by taking the product of each grammar rule probability in Table 2.1 and the probability of a subsequent rule generating the verb from a given preterminal category (since all other relevant grammar rules are common to both interpretations). The probability of a verb being generated from a given preterminal category (TV or IV) is proportional to ($\propto$) the subcategorization bias of the verb divided by the prior probability of the preterminal:

\[
P(\text{Trans}) = P(\text{VP-gNP} \rightarrow \text{VP-gNP PP}) \cdot P(\text{verb} \mid \text{TV})
\]

\[
\propto P(\text{VP-gNP} \rightarrow \text{VP-gNP PP}) \cdot \frac{P(\text{TV} \mid \text{verb})}{P(\text{TV})}
\]

\[
P(\text{Intrans}) = P(\text{VP-gNP} \rightarrow \text{VP PP-gNP}) \cdot P(\text{verb} \mid \text{IV})
\]

\[
\propto P(\text{VP-gNP} \rightarrow \text{VP PP-gNP}) \cdot \frac{P(\text{IV} \mid \text{verb})}{P(\text{IV})}
\]

Counts from the reannotated corpus show that 14719 transitive verbs (TV) were used and 5617 intransitive verbs (IV) were used, which gives relative prior probabilities for each type of verb that can be used as normalizing constants in the evaluation:

\[
P(\text{TV}) = \frac{\text{count}(\text{TV})}{\text{count}(\text{IV}) + \text{count}(\text{TV})} = \frac{14719}{5617 + 14719} = 0.72
\]

\[
P(\text{IV}) = \frac{\text{count}(\text{IV})}{\text{count}(\text{IV}) + \text{count}(\text{TV})} = \frac{5617}{5617 + 14719} = 0.28
\]

For ease of comparison, this chapter makes use of the bias frequencies obtained during the verb norming study of Pickering and Traxler (2003), which were obtained

\[
^3\text{An additional adverb (e.g., carefully) is sometimes used to increase the ambiguous region of each sentence during reading experiments. Although the probabilities for rules with and without the adverb are different, including the probabilities of adverbial rules (VP $\rightarrow$ VP Adv and VP-gNP $\rightarrow$ VP-gNP Adv) and the probabilities of preterminal rules (VP $\rightarrow$ IV and VP-gNP $\rightarrow$ TV) does not change the direction of the effect reported in this chapter and generally increases the magnitude (with preterminal rules, the probability of transitive interpretation: 0.046 and intransitive interpretation: 0.0001; with adverbal rules, probability of transitive interpretation: 0.0078 and intransitive interpretation: 0.0001), so they are omitted for clarity.}
\]
by asking 90 subjects to write sentences containing the relevant verbs and counting the number of times a verb appeared in a given configuration. As an example, landed appeared with an NP 25% of the time, a PP 40% of the time, and with neither 35% of the time. Using the above formula of rule-bias/prior, this means the probability of landed inducing a transitive NP complement interpretation in subjects is $0.17 \cdot 0.25 / 0.72 = 0.059$ compared with the probability of landed inducing the intransitive PP complement interpretation in subjects, which is $0.01 \cdot 0.4 / 0.28 = 0.014$. The NP complement interpretation of landed is thus 400% more likely for subjects to adopt than a PP complement interpretation, despite the prima facie bias for landed to take a PP complement. This disparity directly arises from the substantially greater probability of propagating a gap dependency to a VP child than to a PP child. On average, the PP-biased verbs used in Pickering and Traxler (2003) have an intransitive bias of 0.52 and a transitive bias of 0.14, which means the average PP-biased verb is nearly twice as likely to induce a transitive interpretation than an intransitive interpretation in subjects (NP interpretation: $0.17 \cdot 0.14 / 0.72 = 0.033$; PP interpretation: $0.01 \cdot 0.52 / 0.28 = 0.019$). Even the second most PP-biased verb used by Pickering and Traxler (2003), searched, which appeared with an NP 15% of the time and with a PP 75% of the time, is more likely to receive an NP interpretation than a PP interpretation (NP interpretation: $0.17 \cdot 0.15 / 0.72 = 0.035$; PP interpretation: $0.01 \cdot 0.75 / 0.28 = 0.027$). Lacking a representative number of verbs with a strong enough subcategorization bias to induce a PP-interpretation, it is unsurprising that such studies have failed to observe an effect of verb subcategorization bias.

4Pickering and Traxler (2003) also determined the subcategorization bias of each verb using other norming studies, but the study that yielded the results used in this chapter had the largest subject pool. Using one of their other sets of bias results does not significantly affect the results of this chapter.
2.5 Discussion

A possible criticism of using frequency probabilities derived from the WSJ corpus is that the lexicon or the distribution of syntactic configurations may not generalize well to other domains (Sekine, 1997; McClosky, 2010). However, the lexeme-specific probabilities used in this study were determined experimentally by Pickering and Traxler (2003), so they do not depend on the WSJ lexicon. Only the syntactic rule probabilities are derived from the WSJ corpus; however, Nguyen et al. (2012) showed that a parser trained only on a GCG-reannotated WSJ corpus can achieve state-of-the-art parsing accuracy for unbounded dependencies in a variety of domains (news, narrative, etc). This finding suggests the distribution of unbounded dependencies in the WSJ corpus is representative of the distribution of English unbounded dependencies as a whole.

The same probability model given in this chapter can be used to account for the findings of Staub (2007) that readers do not mistakenly attach fillers to unaccusative verbs (e.g., erupt). Since unaccusative verbs cannot take an NP argument, the probability of erupt inducing an NP transitive interpretation is $0.17 \cdot 0.0 / 0.72 = 0.0$.

Further, this model can account for the findings of Staub et al. (2006) regarding reading times of heavy-NP shift constructions. Though it is beyond the scope of this chapter to detail the syntactic analyses that are involved, heavy-NP shift constructions are less frequent than unshifted constructions. Using a similar analysis to that given here, it may be shown that this model replicates the findings of Staub et al. (2006): obligatorily transitive verbs should cause readers to slow at the inserted material in shifted constructions (because shifted constructions are less frequent than unshifted constructions) and optionally transitive verbs should cause readers to slow
at the shifted NP (because the infrequency of shifted constructions outweighs all but the strongest transitive biases). Interestingly, preliminary results exploring heavy-NP shift with this model indicate that optionally transitive verbs with a transitive bias of around 87% may yield a slow-down at the inserted adverb (when compared with adverbs in unshifted, optionally transitive constructions) rather than the object noun since that optional transitive bias should outweigh the bias of intransitive constructions but not completely outweigh the preference to not shift. Such a finding was not observed by Staub et al. (2006), but their optionally transitive verbs did not approach this level of transitive bias.\(^5\)

The effectiveness of this model at accounting for a variety of experimental findings has potential implications for theories of human sentence processing. For example, this model assumes that subcategorization information (e.g., the number and type of required arguments) is present immediately during parsing, regardless of its regularity. In contrast, some theories of sentence processing like the Garden Path Model (Frazier, 1987) or Construal (Frazier and Clifton, 1996) posit that only regular grammatical patterns (e.g., transitive verbs) are immediately available to the parser, whereas irregular exceptions only become available during a later stage in processing. Such theories have typically been supported by findings (e.g., Pickering & Traxler, 2003, and Pickering et al., 2000) that subcategorization is not immediately used during sentence processing. While the present study does not rule out multi-stage processing models altogether, it does show that processing can make immediate use of subcategorization

\(^5\)A script to replicate all findings in this chapter is available at https://github.com/vansky/unbounded_frequency. The replication script also confirms the preliminary heavy-NP shift analysis given here.
biases and still replicate findings which had been interpreted as showing that subcategorization is not used immediately during processing. Therefore, a pool of supporting evidence that was previously thought to strongly favor multi-stage processing models should no longer be considered to do so.

Conclusion

While it may be true that verbs have specific subcategorization preferences, this chapter has shown that the overwhelming bias to propagate a gap into a verb phrase rather than a prepositional phrase sibling will override all but the strongest subcategorization preferences during online processing. In fact, an optionally transitive verb would have to appear with a PP 6.6 times for every 1 NP (85% intransitive bias) in order to have an even chance of inducing a PP complement interpretation compared with an NP complement interpretation. This work, therefore, provides quantitative evidence in support of recent suggestions (Staub et al., 2006; Staub, 2007; Arai and Keller, 2013) that previous findings of reader insensitivity to verb subcategorization preference may be due to the frequencies of the syntactic configurations involved. Further, these results demonstrate that cloze probability norming studies only account for a single term in the larger equation that describes the incremental expectations of readers. This finding highlights the need to account for frequency at multiple levels of processing rather than simply in terms of lexical biases.
Chapter 3: Computing incremental complexity measures*

In order to control for syntactic frequency effects on broad-coverage data, this chapter describes an incremental parser that computes a variety of word-level complexity measures. Psycholinguistic studies can use the parser either to control for possible frequency confounds, as outlined in the previous chapter, or to explicitly look for correlations between those complexity estimates and behavioral measures such as reading times.

3.1 Incremental parsing

Whether visually, auditorily, or haptically, language is a sequential process, and humans process language incrementally as input is received. Evidence for the incremental processing of language comes from garden path sentences (e.g., Frazier and Rayner, 1982; Slattery et al., 2013), eye-tracking studies (e.g., Altmann and Kamide, 1999; Ito and Speer, 2008; Arai and Keller, 2013), and brain imaging studies (e.g., Kutas and Hillyard, 1980; Frank et al., 2015) as well as a variety of other sources.

One of the most intuitive ways to model human sentence processing, then, is as an incremental parsing operation. The present work will largely restrict its scope

*The work in this chapter originally appeared in van Schijndel et al. (2013a).
to syntactic processing, which covers how the underlying structural relationships between words are constructed. In particular, this chapter will describe a probabilistic incremental parser. Probabilistic models can not only operate at scale, but they can also typically estimate incremental prefix probabilities for analyses. Prefix probabilities are needed to compute information-theoretic complexity measures, which have seen growing popularity among psycholinguists (Hale, 2001, 2006; Levy, 2008; Demberg and Keller, 2008; Frank et al., 2015).

Recent models of working memory (Howard and Kahana, 2002; Botvinick, 2007) are defined in terms of hierarchic sequential and temporal cueing operations. Observed events (for example, visible grasping and manipulation actions) are organized into hypothesized sequences of more general states (actions in a process of making coffee), encoded in a changing context (a set of continuous-valued neural units expressing features of states) representing a weighted set of active hypotheses pursued in parallel. Sequences of these states may themselves belong to higher-level sequences (steps in making breakfast, for example), forming a multi-level hierarchy. Sequential transitions between states in each level of this hierarchy may be directly learned from experience, then recalled rapidly and reliably by ‘sequentially’ cueing successive states on features of preceding states (observations of pouring coffee into a mug are likely to be followed by adding milk, say). But when these learned sequences terminate, the process must recall its place in some immediately superordinate sequence (the current step in making breakfast). Unlike content-based sequential cueing, the transition from a terminating subordinate state to a state in some immediately superordinate sequence may not have been directly learned, so the superordinate state must instead be recalled based on the similarity of a set of temporal features associated with this
state to a set of temporal features in the current context. These temporal features change as the current context changes. As a result, this ‘temporal cueing’ becomes less reliable and takes more time to converge as the similarity of these temporal features decreases. This provides a tidy explanation of scale-invariant long-term recency effects in serial recall experiments (Bjork and Whitten, 1974; Crowder, 1982).\(^6\)

Can sentence processing be modeled using the same kind of sequential and temporal cueing operations popular in the computational memory community? Words, phrases, and sentences form hierarchies just like observed events, actions, and processes. But unlike phrase structure trees and discourse structures, the hierarchic sequence models described in the computational memory literature are typically fairly shallow, reflecting the tendency for memories of superordinate sequence states to become increasingly conflated as the temporal features of the current context diverge from their temporal features.

This chapter describes a broad-coverage probabilistic sentence processing model that uses an optionally arc-eager variant of a left-corner parsing strategy (Rosencrantz and Lewis II, 1970; Johnson-Laird, 1983; Abney and Johnson, 1991; Schuler et al., 2010) to flatten sentence processing operations into a similarly shallow hierarchy of learned sequences. These sequences are then mapped to explicit states in a hierarchic probabilistic sequence model. Unlike the similar broad-coverage sequence model parsers of Crocker and Brants (2000) and Henderson (2004), this model exploits a property of optionally arc-eager left-corner parsing that ensures that subordinate sequences are initiated or terminated no more than once in each hypothesis after each

\(^6\)That is, subjects show a preference for recalling recent items in list recall studies even when these items are separated by distractor tasks (e.g. performing arithmetic), contra predictions of working memory models that posit short-term buffers to explain recency effects.
observed word. This provides a natural constraint on temporal cueing operations, yielding a shallower hierarchy of sequence states than those required by Crocker and Brants (2000) and Henderson (2004).

The main result of this paper is that a broad-coverage model with these kinds of constraints can process large newspaper corpora with the same accuracy as a state-of-the-art parser not defined in terms of hierarchic sequential working memory operations. As argued by Crocker and Brants (2000), broad-coverage models like this are valuable because they allow experimental evaluation of interactions among factors across a variety of phenomena under uniform modeling assumptions, providing a more rigorous test of claims about general linguistic behavior, including unanticipated consequences of modeling decisions. This is expected to facilitate broad-coverage experimental evaluations in which memory-based measures (for example, measures of subordinate sequence termination as a proportion of the set of active hypotheses) can be combined with frequency-based measures (for example, surprisal or entropy reduction; Hale, 2001, 2006) on a fair footing.

The remainder of this chapter describes an incremental processing model based on sequential and temporal cueing operations, adapts the model for use with probabilistic context-free grammars, then describes a broad-coverage evaluation of this model in which the model performs approximately as well as a non-incremental baseline.

3.1.1 Model

The model described in this chapter is defined in terms of nested signs, which may consist of phrases (e.g. bought the rights), clauses (e.g. the studio bought the rights), and non-constituent signs (e.g. the studio bought) with various syntactic categories.
These signs can be arranged graphically in a binary tree structure, showing how they are nested.\(^7\) This tree structure can be incrementally recognized with minimal memory requirements using an optionally arc-eager variant of a left-corner parsing process (Rosencrantz and Lewis II, 1970; Johnson-Laird, 1983; Abney and Johnson, 1991; Schuler et al., 2010), which stores at each incremental step a set of states delimiting connected components in this tree structure that cannot yet be directly merged. This process uses stored states only within center-embedded structures (if $[S$ either $[S \ldots]$ or $\ldots)$ then $\ldots), not left- or right-embedded structures ($[NP [NP$ the bride]\,'s mother]\,'s friend, or the cat that $[S$ chased the rat that $[S$ ate the malt]]). As a result, this memory hierarchy is much shallower than the tree representation of the syntactic relationships that are recognized.

The model described in this chapter represents time in discrete steps $t$, corresponding to discrete observations of words $x_t$. At each time step, the model maintains

\(^7\)Non-binary trees may be binarized through insertion of unique intermediate categories.
several hypotheses $q_t$ which are probabilistically weighted and considered in parallel, as an explicit decomposition of the high-dimensional hidden context of a recurrent neural network like that of Botvinick (2007). Each hypothesis defines a hierarchy of sequence states $q^d_t$, ordered by depth $d$ from superordinate ($d = 1$) to subordinate ($d > 1$). Each sequence state $q^d_t$ defines a maximal connected component of predicted syntactic tree structure $a^{d}_t/b^{d}_t$, consisting of an active sign of category $a^{d}_t$ lacking an awaited sign of category $b^{d}_t$ yet to come. Any connected sequence of signs descending over time in a predicted syntactic tree structure (e.g. S, VP, and NP in Figure 3.1) can form a single connected-component state (e.g. S/NP).

Over time, the model predicts syntactically-structured signs, compares them against observed words, generalizes them into new connected-component states, then merges them with subordinate and superordinate connected-component states as the syntactic relations that connect them in the syntactic tree structure are predicted. Any sequence of hierarchically-organized connected-component states generated by this model corresponds to a traversal of a predicted syntactic tree structure. For example, Figure 3.2 shows a hierarchic state sequence corresponding to a traversal of a predicted syntactic tree structure for the sentence The studio bought the publisher’s rights.

Note that transitions within a single hierarchy level may predict syntactic relations upward along sequences of initial children (from the NP the publisher to the D the publisher’s between time steps 5 and 6, for example), and downward along sequences of final children (from the VP bought the publisher’s rights to the NP the publisher’s rights between time steps 3 and 4). Although this predicted syntactic structure may have an unbounded number of recursive initial or final children (for example,
sequences of possessives extending the initial portion of a noun phrase or sequences of adjectives extending the final portion of a noun phrase, as shown in Figure 3.3), it requires only a bounded number of connected-component states at any given time step. This flattening of the syntactic tree structure into potentially cyclic sequences of connected-component states is similar to the programming strategy of replacing head recursion and tail recursion with loops (where program instructions correspond to states, recursive function calls in the call stack correspond to subordinate states in the state hierarchy, and loops correspond to cyclic transitions over states like S/N and D/G). This is also similar to the left-corner parsing strategy commonly used in sentence processing models (Johnson-Laird, 1983; Abney and Johnson, 1991; Gibson, 1991; Henderson, 2004; Lewis and Vasishth, 2005), except that connected components in the state hierarchy defined here are paired into active signs with awaited signs somewhere on their final (right) edge, rather than as awaited signs with active signs somewhere on their initial (left) edge.\(^8\)

Sequence modeling with connected components

The general hierarchic sequence model described in this chapter is defined in terms of a set of syntactic relations — in particular, a set of context-free rules of the form \(a \rightarrow a' \ b'\) (meaning sign \(a\) is composed of an initial child sign \(a'\) followed by final child sign \(b'\)), or \(a \rightarrow x\) (meaning sign \(a\) is associated directly with an observation of word \(x\)). In addition to this set of syntactic relations, this model also assumes an ability to predict arbitrarily deeply nested initial descendant sub-signs \(a'\) of larger signs \(b\), denoted \(b \xrightarrow{\pm} a' \ldots\).

\(^8\)In previous work, this is therefore referred to as right-corner parsing (Schuler et al., 2010).
A simple nondeterministic process for incrementally predicting phase structures using a sequence of connected-component states can be defined as a deductive system, given an input sequence consisting of a top-level connected-component state \( \top/\top \), corresponding to an existing discourse context, followed by a sequence of observed words \( x_1, \ldots, x_n \), processed in time order.\(^9\) As each \( x_t \) is encountered, it is connected to the existing components, or it introduces a new disjoint component using productions that treat each word as the first observation of a newly initiated connected-component state, or as the last observation of a terminated connected-component state, or as neither, or as both.

First, if an observation \( x_t \) can attach as the awaited sign \( b \) of the most recent (most subordinate) connected component \( a/b \) from \( a \) to \( b \), it is hypothesized to do so, turning this incomplete connected component into a complete connected component below \( a \) (via production \( F^- \), below); or if the observation can serve as a lower descendant of this awaited sign \( b \), it is hypothesized to form the first sign \( a' \) in a newly initiated complete connected component (via production \( F^+ \)):

\[
\frac{a/b \quad x_t}{a} \quad b \rightarrow x_t
\] (\( F^- \))

\[
\frac{a/b \quad x_t}{a/b} \quad b \Rightarrow a' \ldots \quad a' \rightarrow x_t
\] (\( F^+ \))

Then, if either of these complete connected components (below \( a \) or \( a' \) above, matched to \( a'' \) below) can attach as an initial child of the awaited sign \( b \) of the immediately superordinate connected component \( a/b \) from \( a \) to \( b \), it is hypothesized to do so and terminate recognition of the subordinate connected component, with \( x_t \) as the last observation of the terminated connected component (via production \( L^+ \)); or if the

\(^9\)A deductive system consists of inferences or productions of the form: \( \frac{P}{Q} R \), meaning premise \( P \) entails conclusion \( Q \) according to rule \( R \).
observation can serve as a lower descendant of this awaited sign \( b \), it is hypothesized to remain disjoint and form its own connected component (via production \( L^- \)):

\[
\frac{a/\overline{b}}{a/\overline{b}''} \ b \rightarrow a'' \ b'' \tag{L+}
\]

\[
\frac{a/\overline{b}}{a/\overline{b}'} \ a'/\overline{b}'' \ b \rightarrow^+ a' \ \ldots ; \ a' \rightarrow a'' \ b'' \tag{L-}
\]

These initiation (F) and termination (L) productions are similar to the push and pop operations respectively of a nondeterministic pushdown automaton or the shift and reduce operations of a shift-reduce parser (taking all non-observation consequents in this model to be store items), except that the model observes a memory-based processing constraint that it may use no more than one initiation (F) and one termination (L) production per time step. When applied to parsing, this model is therefore more constrained than the PDA-based models of Crocker and Brants (2000) and Henderson (2004), which allow unlimited numbers of initiations and terminations between each pair of observations. An example derivation of the sentence The studio bought the publisher’s rights, using these productions is shown in Figure 3.4.

Note that the derivation shown in Figure 3.4 contains only two instances of a connected component more than one word long being composed with a disjoint superordinate connected component, requiring temporal cueing or recall of the superordinate connected component (for example, this occurs after the genitive marker ’s, merging the publisher’s with the studio bought, and after the word rights, merging the sentence with the discourse context \( \top/\top \)). In general this only results from a non-initiation production (\( F^- \)) followed by a termination production (\( L^+ \)). All other combinations of productions (non-termination in \( F^-L^- \) or \( F^+L^- \), or initiation with immediate termination in \( F^+L^+ \)) can be implemented by content-based sequential
cueing on the content of the preceding most subordinate state. This gives the system the capability to directly measure temporal cueing or recall operations during parsing. When extended to a probabilistic model, this measure can be expressed as a proportion of a distribution of weighted hypotheses, and potentially combined with other probabilistic measures like surprisal and entropy reduction (Hale, 2001, 2006).

Also note that if there is no bound on the number of disjoint connected-component states that can be hypothesized in a hierarchy, this system will be able to generate all and only those syntactic structures allowed by the context-free rules it is defined over. This can be shown by observing that (i) every binary syntactic tree over $t$ observations must also contain $t$ branches from a parent sign to a pair of children,\(^{10}\) and (ii) for each observation $x_t$ in a complete tree there is a unique largest sign which is co-final with $x_t$. Inspection of the F and L operations shows that F− and F+ isolate this largest co-final sign (as a in the consequent of F− or $a'$ in the consequent of F+), and L+ and L− connect this sign (as $a''$) to a parent and a sibling in some tree (to $b$ and $b''$ in L+ and to $a'$ and $b''$ in L−). Since each such connection is unique, and since there are only $t$ such connections in any complete tree, the system must be able to predict any complete tree for any sequence of $t$ observations.

A probabilistic hierarchic sequence model

This process can be extended to calculate probabilities for syntactic tree structures by introducing probability distributions $\phi$ and $\lambda$ over the binary F and L decisions defined above, with constraints taken directly from these productions. F decisions

\(^{10}\)This includes a connection from the top-level sign of this structure to some discourse structure $\top$.  
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(about whether to initiate a new subordinate sequence) are constrained such that:

\[ P_\phi('–'|b \ x) \neq 0 \quad \text{only if} \quad b \rightarrow x \]  \hspace{1cm} (3.1a)

\[ P_\phi('+'|b \ x) \neq 0 \quad \text{only if} \quad b \xrightarrow{\pm} a'... \quad \text{and} \quad a' \rightarrow x \quad \text{for some } a' \]  \hspace{1cm} (3.1b)

L decisions (about whether to terminate a subordinate sequence) are constrained such that:

\[ P_\lambda('+'|b \ a'') \neq 0 \quad \text{only if} \quad b \rightarrow a'' \ b'' \quad \text{for some } b'' \]  \hspace{1cm} (3.2a)

\[ P_\lambda('–'|b \ a'') \neq 0 \quad \text{only if} \quad b \xrightarrow{\pm} a'... \quad \text{and} \quad a' \rightarrow a'' \ b'' \quad \text{for some } a', b'' \]  \hspace{1cm} (3.2b)

Constraints for probability distributions \( \alpha \) and \( \beta \) over the active and awaited signs \( a \) and \( b \) in hypothesized connected-component states are also derived from F and L productions:

\[ P_\alpha(a'|b \ a'') \neq 0 \quad \text{only if} \quad b \xrightarrow{\pm} a'... \quad \text{and} \quad a' \rightarrow a'' \ b'' \quad \text{for some } b'' \]  \hspace{1cm} (3.3)

\[ P_\beta(b''|a' \ a'') \neq 0 \quad \text{only if} \quad a' \rightarrow a'' \ b'' \]  \hspace{1cm} (3.4)

These constraints are more precisely defined in the next section.

Since F productions take observations \( x \) as input and produce complete connected components \( a \) as output, and L productions take complete connected components \( a \) as input and produce incomplete connected-component states \( a/b \) as output, the process may only iterate by applying exactly one F production and one L production at each time step. Since F and L productions each have two (‘+’ and ‘–’) options, a complete hierarchic transition model \( \sigma \) can be defined using only four cases: one for each combination of F and L productions. These cases are represented as addends in the definition below. Each addend is a product of factors for: (i) hypothesizing a combination of an initiation and a termination of a subordinate state sequence.
(using \( \phi \) and \( \lambda \) probabilities), (ii) hypothesizing an active and awaited sign for the most subordinate connected-component state in the resulting hierarchy (using \( \alpha \) and \( \beta \) probabilities), and (iii) deterministically carrying forward empty or unmodified states from the previous time step. All models depend on the depth \( d \) of the most subordinate connected-component state at the previous time step, and (in the case of the \( \beta \) model) on whether the first parameter is an active or awaited sign (‘A’ or ‘B’, respectively). In this definition, \( D \) is an arbitrary bound on the size of the state hierarchy (set to 4 in the evaluation described below), and \([...]\) is a deterministic indicator function, evaluating to 1 if ‘...’ is true, and 0 otherwise, used to represent a deterministic distribution.

The transition model is factored into three stages: \( \sigma \), \( \sigma' \), and \( \sigma'' \), below. First, the probability is split across the two possible outcomes for the F decision — whether to introduce a new subordinate sequence or not — based on the most subordinate connected component state \( q_{t-1}^d \) in the state hierarchy:

\[
P_\sigma(q_{t-1}^{1..D} \mid q_{t-1}^{1..D} x_{t-1}) \overset{\text{def}}{=} P_\phi(q_{t-1}^{1..D} \mid b_{t-1}^d x_{t-1}) \cdot P_{\sigma_d}(q_{t-1}^{1..D} \mid q_{t-1}^{1..D} a_{t-1}^d) \\
+ P_\phi(q_{t-1}^{1..D} \mid b_{t-1}^d x_{t-1}) \cdot P_{\sigma''}(q_{t-1}^{1..D} \mid q_{t-1}^{1..D} x_{t-1-1}); \quad d \overset{\text{def}}{=} \max\{d' \mid q_{t-1}^{d'} \neq '−'\}
\]

Then, for each F outcome, the transition model splits the remaining probability across the two possible outcomes for the L decision — whether to terminate the current most subordinate sequence or not — traversing the predicted tree downward from \( b_{t-1}^{d-1} \) if so (using rule \( b_{t-1}^{d-1} \rightarrow a'' b_{t}^{d-1} \)), and traversing the predicted tree upward from \( a'' \) if not.
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(using rule \( a^d_t \to a'' b^d_t \)):\textsuperscript{11}

\[
\begin{align*}
P_{\sigma_d}(q^{1..D}_t \mid q^{1..D}_{t-1} a'') & \overset{\text{def}}{=} P_{\lambda_d}(i^+ \mid b^{d-1}_{t-1} a'') \cdot \left[ a^{d-1}_t = a^{d-1}_{t-1} \right] \cdot P_{\beta_{B,d-1}}(b^d_{t-1} \mid b^{d-1}_{t-1} a'') \cdot P_{\sigma_d}(q^{1..D}_{t-1} \mid q^{1..D}_{t-1}) \\
& \quad + P_{\lambda_d}(i^- \mid b^{d-1}_{t-1} a'') \cdot P_{\alpha_d}(a^d_t \mid b^{d-1}_{t-1} a'') \cdot P_{\beta_{B,d}}(b^d_t \mid a^d_t a'') \cdot P_{\sigma_d}(q^{1..D}_t \mid q^{1..D}_{t-1})
\end{align*}
\]

Finally, for each combination of F and L outcomes, the transition model ensures the rest of the hierarchy \( q^{1..D}_t \) is copied over from the previous time step, or replaced with null values below the most subordinate connected-component state in the hierarchy:

\[
P_{\sigma_d}(q^{1..D}_t \mid q^{1..D}_{t-1}) \overset{\text{def}}{=} \left[ q^{1..D}_t = q^{1..D}_{t-1} \right] \cdot \left[ q^{d+1..D}_t = i^- \right]
\]

These transition probabilities \( \sigma \) are then combined with observation probabilities \( \xi \) to define a most likely sequence of connected component hierarchies \( \tilde{q}^{1..D}_{1..T} \):

\[
\tilde{q}^{1..D}_{1..T} \overset{\text{def}}{=} \arg\max_{q^{1..D}_{1..T}} \prod_{t=1}^{T} P_{\sigma}(q^{1..D}_t \mid q^{1..D}_{t-1} x_t) \cdot P_{\xi}(x_t \mid b^d_t); \quad d \overset{\text{def}}{=} \max \{ d' \mid q^{d'}_{t-1} \neq i^- \}
\]

This model predicts syntactic tree structure while restricting access to superordinate states as a memory-based recency constraint. Since the model is implemented as a simple sum of products, it is essentially equivalent to a localist representation in a recurrent neural network, albeit one with a hidden context unit for every combination of disjoint connected components, represented in an explicit state hierarchy.

In this respect, the hierarchic sequence model described in this chapter is similar to the hierarchic connectionist memory model of Botvinick (2007). However, in order to maintain a close connection with linguistic notions of syntactic structure, the model is not trained using learning techniques traditionally applied to connectionist models.

\textsuperscript{11}Note that the active sign of a superordinate state is deterministically carried forward whenever \( x_t \) is the last observation in a subordinate state sequence (when \( \lambda \) is positive). This is because the active sign of a superordinate state does not change when a subordinate state is terminated.
3.1.2 Application to probabilistic context free grammars

The constraints described in the previous section can be satisfied in a variety of ways. The model evaluated in this chapter is directly defined over a Probabilistic Context Free Grammar (PCFG), trained using latent variable induction (Petrov et al., 2006). PCFGs are widely used in parsing because they provide a simple branching stochastic process (Collins, 1997), because well-studied algorithms exist for inferring or refining PCFGs from data (Petrov et al., 2006), and because PCFGs have been shown to be useful as a basis for information-theoretic accounts of garden path effects and reading time delays (Jurafsky, 1996; Hale, 2001, 2003, 2006; Levy, 2008).

Side- and depth-specific rules

The general hierarchic sequence model described in the Model section can be defined for a given PCFG by first deriving side- and depth-specific rule probabilities and expected counts of initial descendant sub-signs derived from rule probabilities in Chomsky Normal Form (CNF):\textsuperscript{12}

- $P_\gamma(a \rightarrow x)$ denotes the probability of a sign of category $a$ expanding into an observation,

- $P_{\gamma,s,d}(a' \rightarrow a'' b'')$ denotes the probability that a sign of category $a'$ at hierarchy depth $d$ occurring on initial (A) or final (B) side $s$ of its parent will expand into an initial sign of category $a''$ followed by a final sign of category $b''$,

- $E_{\gamma,d}(b \xrightarrow{\gamma} a' \ldots)$ denotes the expected number of times a sign of category $a'$ at hierarchy depth $d$ will occur as an initial descendant sub-sign of another sign of category $b$, and

\textsuperscript{12}PCFGs not in CNF can be compiled into CNF by binarizing with unique symbols.
\( E_{\gamma_d}(b \rightarrow a' \ldots) \) denotes the expected number of times a sign of category \( a' \) at hierarchy depth \( d \) will occur either as equivalent to or as an initial descendant sub-sign of another sign of category \( b \).

In lieu of a confusability model, the model instead imposes hard constraints on the number of distinct syntactically connected components allowed in each hypothesis. This has the effect of bounding the number of center embeddings allowed in any partial syntactic tree (in particular, initial children of final children in any CNF derivation). This is done by first computing a side- and depth-specific PCFG ‘fit’ model \( \delta_{s,d}^{(i)} \), defining the probability that a subtree below a sign of category \( a \), occurring on its parent’s initial or final side \( s \in \{A, B\} \), will fit within a bounded depth \( d \) of disjoint connected components. This fit model is computed according to the following recursive definition, where \( i \) is the recursive iteration:

\[
\begin{align*}
P_{\delta_{s,d}^{(0)}}(1 | a) & \overset{\text{def}}{=} 0 \\
P_{\delta_{A,d}^{(i)}}(1 | a) & \overset{\text{def}}{=} \sum_x P_\gamma(a \rightarrow x) + \sum_{a',b'} P_\gamma(a \rightarrow a' b') \cdot P_{\delta_{A,d}^{(i-1)}}(1 | a') \cdot P_{\delta_{B,d}^{(i-1)}}(1 | b') \\
P_{\delta_{B,d}^{(i)}}(1 | a) & \overset{\text{def}}{=} \sum_x P_\gamma(a \rightarrow x) + \sum_{a',b'} P_\gamma(a \rightarrow a' b') \cdot P_{\delta_{A,d}^{(i-1)}}(1 | a') \cdot P_{\delta_{B,d}^{(i-1)}}(1 | b')
\end{align*}
\] (3.7a)

Note that the only difference between the initial-sign \( (\delta_{A,d}^{(i)}) \) and final-sign \( (\delta_{B,d}^{(i)}) \) cases above is simply that the depth is incremented for initial children of final children. These initial-final zig-zags form the breaks between connected components in the hierarchy. In practice the recursive product is estimated to some constant \( I \) using value iteration (Bellman, 1957).
Now a side- and depth-specific PCFG model $\gamma_{s,d}$ can be defined by renormalizing over the probability mass isolated in $\delta^{(I)}_{s,d}$:

$$P_{\gamma_{A,d}}(a \rightarrow a' b') \overset{\text{def}}{=} \frac{P_{\gamma}(a \rightarrow a' b') \cdot P_{\delta^{(I)}_{A,d}}(1 | a') \cdot P_{\delta^{(I)}_{B,d}}(1 | b')}{P_{\delta^{(I)}_{A,d}}(1 | a)}$$ \hspace{0.5cm} (3.8a)

$$P_{\gamma_{B,d}}(a \rightarrow a' b') \overset{\text{def}}{=} \frac{P_{\gamma}(a \rightarrow a' b') \cdot P_{\delta^{(I)}_{A,d+1}}(1 | a') \cdot P_{\delta^{(I)}_{B,d}}(1 | b')}{P_{\delta^{(I)}_{B,d}}(1 | a)}$$ \hspace{0.5cm} (3.8b)

This renormalizing over $\delta^{(I)}_{s,d}$ ensures no probability mass is lost when the depth of the model is bounded. Again, the only difference between the initial- and final-sign cases is that the depth is incremented for initial children of final children.

Initial descendant sub-sign expected counts

The model also needs initial descendant sub-sign expected counts, which are based on the expected number of times a constituent of category $a''$ occurs at the beginning of a constituent of category $b$ after any number of expansions. This is also estimated recursively with $j$ as the recursive iteration:

$$E_{\gamma_{d}}^{*}(b \xrightarrow{+} a' \ldots) \overset{\text{def}}{=} \sum_{b'} P_{\gamma_{B,d}}(b \rightarrow a' b')$$ \hspace{0.5cm} (3.9a)

$$E_{\gamma_{d}}^{*}(b \xrightarrow{j} a'' \ldots) \overset{\text{def}}{=} \sum_{a',b''} E_{\gamma_{d}}^{*}(b \xrightarrow{j-1} a' \ldots) \cdot P_{\gamma_{A,d}}(a' \rightarrow a'' b'')$$ \hspace{0.5cm} (3.9b)

$$E_{\gamma_{d}}^{*}(b \xrightarrow{=} a'' \ldots) \overset{\text{def}}{=} \sum_{j=1}^{\infty} E_{\gamma_{d}}^{*}(b \xrightarrow{j} a'' \ldots)$$ \hspace{0.5cm} (3.9c)

$$E_{\gamma_{d}}^{*}(b \xrightarrow{\hat{+}} a'' \ldots) \overset{\text{def}}{=} \left[ b=a'' \right] + E_{\gamma_{d}}^{*}(b \xrightarrow{=} a'' \ldots)$$ \hspace{0.5cm} (3.9d)

Here again, the recursive products and infinite sum are estimated to some constant $J$ using value iteration (Bellman, 1957).
Transition operations for language comprehension

The model probabilities are then just straightforward probabilistic implementations of the constraints specified in Equations 3.1a–3.4 expressed in terms of side- and depth-specific rule probabilities and expected counts of initial descendant sub-signs from a PCFG $\gamma$:

1. The initiation model $\phi$ probabilities are calculated from the expected counts of a sign of syntactic category $a'$ occurring as an initial descendant sub-sign of a larger sign of category $b$ multiplied by the probability of that category generating an observation $x$:

$$
P_{\phi_d}('-' | b a') \overset{\text{def}}{=} \frac{\sum_x P_{\gamma}(a' \rightarrow x) \cdot [b = a']} {E_{\gamma_d}(b \rightarrow a' \rightarrow ...) \cdot \sum_x P_{\gamma}(a' \rightarrow x)} \quad (3.10a)
$$

$$
P_{\phi_d}( '+' | b a') \overset{\text{def}}{=} \frac{E_{\gamma_d}(b \rightarrow a' \rightarrow ...) \cdot \sum_x P_{\gamma}(a' \rightarrow x)} {E_{\gamma_d}(b \rightarrow a' \rightarrow ...) \cdot \sum_x P_{\gamma}(a' \rightarrow x)} \quad (3.10b)
$$

2. The termination model $\lambda$ probabilities are calculated from the expected counts of a sign of syntactic category $a'$ occurring as an initial descendant sub-sign of a larger sign of category $b$ multiplied by the probability of that sign having an initial child of category $a''$:

$$
P_{\lambda_d}( '+' | b a'') \overset{\text{def}}{=} \frac{\sum_{a', b''} [b = a'] \cdot P_{\gamma, d}(a' \rightarrow a'' b'')} {\sum_{a', b''} E_{\gamma_d}(b \rightarrow a' \rightarrow ...) \cdot P_{\gamma, d}(a' \rightarrow a'' b'')} \quad (3.11a)
$$

$$
P_{\lambda_d}( '-' | b a'') \overset{\text{def}}{=} \frac{\sum_{a', b''} E_{\gamma_d}(b \rightarrow a' \rightarrow ...) \cdot P_{\gamma, d}(a' \rightarrow a'' b'')} {\sum_{a', b''} E_{\gamma_d}(b \rightarrow a' \rightarrow ...) \cdot P_{\gamma, d}(a' \rightarrow a'' b'')} \quad (3.11b)
$$

3. The active sign model $\alpha$ probabilities are calculated from the expected counts of a sign of syntactic category $a'$ occurring as an initial descendant sub-sign of a larger sign of category $b$ multiplied by the probability of that sign having an
initial child of category $a''$:

$$P_{a,d}(a' \mid b a'') \overset{\text{def}}{=} \frac{\sum_{b''} E_{b''}^\gamma (b \triangleright a' \ldots) \cdot P_{\gamma A,d}(a' \rightarrow a'' b'')} {\sum_{a',b''} E_{a''}^\gamma (b \triangleright a' \ldots) \cdot P_{\gamma A,d}(a' \rightarrow a'' b'')} \quad (3.12)$$

4. The awaited sign model $\beta$ probabilities are simply the probability that a sign of category $a$ has a final child of category $b'$ given that it has an initial child of category $a'$:

$$P_{\beta s,d}(b' \mid a a') \overset{\text{def}}{=} \frac{P_{\gamma s,d}(a \rightarrow a' b')} {\sum_{b'} P_{\gamma s,d}(a \rightarrow a' b')} \quad (3.13)$$

Transition model for language comprehension

These individual model probabilities are combined into a single hierarchic transition probability $\sigma$, as described in Equations 3.5a–3.5c of the previous section. These transition probabilities $\sigma$ are then combined with preterminal and terminal probabilities $\pi$ and $\xi$, described below.

In the previous section, observations were generated directly from awaited signs. In practice, it is more efficient to make the assumption that certain syntactic categories are preterminals, which generate a single lexical observation as a child. Such an assumption is made primarily for efficiency since only a subset of syntactic categories must then be considered for prediction, which reduces the complexity of the $\phi$, $\alpha$, and $\beta$ models that depend on preterminal signs.

Formally, the preterminal probabilities $\pi$ define the normalized probabilities of generating a preterminal $p$ as an initial descendant sub-sign of a larger sign of category $b$:

$$P_{\pi d}(p \mid b) \overset{\text{def}}{=} E_{b}^\gamma (b \ast p \ldots) \cdot \sum_{x} P_{\gamma}(p \rightarrow x) \quad (3.14)$$
Terminal probabilities $\xi$ are then defined as the normalized probabilities of generating an observation $x$ from a preterminal $p$:

$$P_\xi(x|p) \overset{\text{def}}{=} \frac{P_\gamma(p \rightarrow x)}{\sum_x P_\gamma(p \rightarrow x)} \quad (3.15)$$

These transition probabilities $\sigma$, preterminal probabilities $\pi$, and terminal probabilities $\xi$ are then combined to define a most likely sequence $\hat{q}_{1..T}^{1..D}$:

$$\hat{q}_{1..T}^{1..D} = \arg \max_{q_{1..T}^{1..D}} \prod_{t=1}^{T} P_\sigma(q_t^{1..D} | q_{t-1}^{1..D}, p_{t-1}) \cdot P_\pi^{d'}(p_t | b_t^{d}) \cdot P_\xi(x_t | p_t); \quad d \overset{\text{def}}{=} \max\{d' \mid q_{t-1}^{d'} \neq '--'\} \quad (3.16)$$

### 3.1.3 Evaluation

In order to determine whether the flattened hierarchy generated by the single initiation and single termination constraints described above could predict syntactic tree structures as accurately as a model without such constraints, the hierarchic sequence model described in this chapter was evaluated on a standard parsing task (Collins, 1997). This task is to reproduce labeled bracketings on a standard test set of newspaper text from the Wall Street Journal section of the Penn Treebank (Marcus et al., 1993), which can be directly compared against published results of other models. Comparable results to these systems would indicate that the memory-based constraints of the hierarchic sequence model do not harm language processing performance.

**Training**

The model evaluated in this chapter uses the Petrov et al. (2006) split-merge-smooth algorithm to extract a latent variable PCFG from the Penn Treebank (Marcus et al., 1993). The corpus delimits syntactic constituents with parentheses and
category labels. The split-merge-smooth algorithm attempts to find latent subcategories (splits) of each category label which conform to distinct distributions in a set of training data relative to the surrounding category labels. For example, the class of present tense ditransitive verbs (such as gives) may be discovered to have a different distribution than the class of present tense transitive verbs (such as owns), though both are typically labelled ‘VBZ’ (present tense verb) in the Treebank. Another iteration of the splitting algorithm may then find that certain categories appear more often as first arguments of ditransitive verbs (now that they have been distinguished) than as arguments of transitive verbs. Assigning each such distribution a unique subcategory label helps encode mild contextual information into each label. To avoid overfitting to the training data, splits which are not sufficiently statistically informative are then merged back into a larger category. The PCFG relations used in the previous section are then calculated over these refined grammar categories.

Results

The accuracy of the hierarchic sequence model as a parser was compared to that of the Petrov and Klein (2007) and Roark (2001) parsers using varying beam widths (numbers of competing hypotheses). The Petrov and Klein (2007) parser is a state-of-the-art chart parser based on the same latent variable PCFG (Petrov et al., 2006) used to define the hierarchic sequence model evaluated in this chapter. As a chart parser, it does not calculate prefix probabilities like the model described in this chapter and therefore cannot be used to calculate complexity measures like surprisal or entropy reduction. The Roark (2001) parser is an incremental parser widely used

13The Petrov and Klein (2007) parser was run using the Viterbi decoding option on the latent variable grammar to be comparable with the other incremental parsers.
<table>
<thead>
<tr>
<th>System</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roark 2001 (CNF)</td>
<td>86.6</td>
<td>86.5</td>
<td>86.5</td>
</tr>
<tr>
<td>Current Model (CNF, beam width 500)</td>
<td>86.6</td>
<td>87.3</td>
<td>87.0</td>
</tr>
<tr>
<td>Current Model (CNF, beam width 2000)</td>
<td>87.8</td>
<td>87.8</td>
<td>87.8</td>
</tr>
<tr>
<td>Current Model (CNF, beam width 5000)</td>
<td>87.8</td>
<td>87.8</td>
<td>87.8</td>
</tr>
<tr>
<td>Petrov Klein (CNF)</td>
<td>88.1</td>
<td>87.8</td>
<td>88.0</td>
</tr>
<tr>
<td>Petrov Klein (not CNF)</td>
<td>88.3</td>
<td>88.6</td>
<td>88.5</td>
</tr>
<tr>
<td>Dyer et al., 2016 (not CNF)</td>
<td></td>
<td></td>
<td>92.4</td>
</tr>
</tbody>
</table>

Table 3.1: Accuracy comparison with state-of-the-art syntactic parsers. Numbers in parentheses are the number of parallel activated hypotheses. The left-corner parser used here restricts trees to Chomsky Normal Form (CNF), in which trees are binary branching at all nonterminals except preterminals. This makes the model less able to reproduce unary branches in the Penn Treebank.

in cognitive modeling evaluations, and can be used to calculate prefix probabilities necessary for calculating complexity measures like surprisal, but it is not as accurate as that of Petrov and Klein. Neither the Petrov and Klein nor Roark parsers are defined in terms analogous to sequentially or temporally cued recall operations.

The evaluated hierarchic sequence model restricts the number of disjoint connected components in any hypothesis to at most four. This limit was empirically determined to be sufficient to achieve greater than 99.9% coverage on the Wall Street Journal Corpus (Schuler et al., 2010).

All parsers were trained on Sections 02-21 of the Wall Street Journal portion of the Penn Treebank (Marcus et al., 1993) and tested on Section 23, following the standard parsing evaluation. No tuning was done as part of the conversion to a sequence model. With the exception of the Roark (2001) parser,14 all parsers used 5 iterations of the

14The top-down nature of the Roark (2001) parser is not amenable to efficient use of the subcategorizations output by the split-merge-smooth algorithm.
Petrov et al. (2006) split-merge-smooth algorithm. The results are shown in Table 3.1. Note that the Petrov and Klein (2007) parser allows unary branching within the syntactic tree structure, which is not directly supported by the set of production rules described in the model section of this chapter. To obtain a fair comparison, it was also run with strict binarization (restricting the grammar to Chomsky Normal Form). The hierarchic sequence model described in this chapter achieves comparable accuracy to the Petrov and Klein (2007) parser, assuming a strictly binary-branching syntax tree, and superior accuracy to the Roark (2001) parser.

3.2 Complexity measures

Having demonstrated the accuracy of the parser in the preceding section, this section outlines a number of incremental psycholinguistic complexity measures which are output by the parser.

3.2.1 PCFG surprisal

Hale (2001) demonstrated that information-theoretic surprisal (Shannon, 1948; Attneave, 1959) could predict the difficulty difference between subject and object relative clauses and the difficulty associated with garden path sentences. That is, the conditional log probability of a word given the preceding context is proportional to the difficulty people experience during incremental sentence processing. Levy (2008) showed that this relationship is equivalent to a model that predicts difficulty according to the amount of probability mass that needs to be reallocated after each new lexical observation. That is, a probabilistic fully parallel incremental parser needs to estimate

\[ \text{This is the recommended number of split-merge iterations to obtain high accuracy while avoiding overfitting (Petrov and Klein, 2007).} \]
the probability of each parse hypothesis after each new observation. The amount of probability mass that is reallocated during this processing step is equivalent to the conditional log probability of the word given its context (i.e. the word’s surprisal, $S$). Roark et al. (2009) demonstrated that computation of surprisal over an incremental beam ($B_t$) provides a close approximation to the true surprisal of a word ($w_t$) given the preceding sentential context ($w_{1..t-1}$) because the extremely low probability events that are excluded from a beam approximation will not contribute much probability mass to the surprisal measure.

$$S(w_t, w_{1..t-1}) = -\log \left[ \sum_{q_t^1..D, p_t \in B_t} P(w_t | p_t) \cdot P(q_t^1..D, p_t | w_{1..t-1}) \right]$$  (3.17)

Surprisal and corrections for using surprisal to predict reading times are explored further in Chapter 4.

### 3.2.2 Incremental memory load

It has long been observed that center-embedded sentences cause difficulty during sentence processing (Yngve, 1960; Miller and Chomsky, 1963). Psycholinguistic theories have attempted to capture this effect by predicting longer reading times for embeddings that intervene in an incomplete dependency (Gibson, 2000) or for embeddings that contain material with confusable syntactico-semantic features (Lewis and Vasishth, 2005). Some studies have suggested that the difficulty of processing embedded structures may simply be driven by the infrequency of deeply embedded linguistic phrases (Hale, 2001; Frank et al., 2016), though Phillips (2010) has hypothesized that grammar rule probabilities may be grounded in memory limitations.\(^{16}\)

\(^{16}\)Frank et al. (2016) attempt to guard against this possibility by showing that individual subjects are more or less susceptible to supposed memory limitations depending on the language being processed. However, their findings don’t completely rule out the possibility that people may disprefer
Regardless of a particular theory about where the processing difficulty comes from, embedded structures are of interest due to the difficulty they are associated with.

A center embedding is defined as any left syntactic branch from any right syntactic branch. The center embedding is concluded when the rightmost child of the subtree introduced by that left branch has been processed. The parser described in this chapter tracks the embedding depth of each parse hypothesis \( q_{t}^{1..D} \) separately for each new word \( w_{t} \) and uses these to compute a weighted embedding depth \( D \) where the depth of each hypothesis is weighted by its probability:

\[
D(w_{t}) = \sum_{q_{t}^{1..D}, p_{t} \in B_{t}} P(q_{t}^{1..D}, p_{t}, w_{t} | w_{1..t-1}) \cdot d; d \overset{\text{def}}{=} \max\{d' | q_{t}^{d'} \neq i \} \quad (3.18)
\]

Embedding depth will not be explored further in this thesis.

### 3.2.3 Embedding Difference

Wu et al. (2010) hypothesized that the process of increasing the working memory load might be costly, and formalized this cost as embedding difference:

\[
\Delta_{D}(w_{t}) = D(w_{t}) - D(w_{t-1}) \quad (3.19)
\]

They showed that such a measure corresponds to a kind of depth-weighted surprisal, so essentially this measure combines a cost for memory load with a cost for infrequency of an observation. They demonstrated that such a measure could effectively predict self-paced reading times, and a similar finding was obtained by van Schijndel and Schuler (2013) on the Dundee eye-tracking corpus (Kennedy et al., 2003). Embedding difference will not be explored further in this thesis.
Note that this measure predicts that readers will slow down when increasing memory load and will speed up when decreasing memory load. In other words, this measure predicts faster reading times at embedding-reduction sites, a somewhat controversial hypothesis (see, e.g., Gibson, 2000). Recently, Shain et al. (2016) used a very large (181 subjects) self-paced reading corpus (Natural Stories; Futrell et al., in prep), and found that there is a small but robust slowing of reading times at integration sites, suggesting previous results showing faster reading at embedding-reduction sites may have been false positives.

3.2.4 Entropy reduction

Information-theoretic entropy \( H \); Shannon, 1948) represents the uncertainty of a random process \( X \) based on the possible values of that process:

\[
H(x) = - \sum_{x \in X} P(x) \log P(x)
\]  

Wilson and Carroll (1954) defined the informational content of words via the concept of entropy reduction, which corresponds to the degree to which an observation \( w_t \) reduces uncertainty about upcoming observations compared to the preceding observation \( w_{t-1} \):

\[
\Delta_H(w_t) = \max(0, H_{t-1} - H_t)
\]

Hale (2006) extended this concept with probabilistic context-free grammars and coined the entropy reduction hypothesis, which claims that ‘entropy reduction is positively related to human sentence processing difficulty.’ Intuitively, this means that people will have greater processing difficulty when an observation has a greater informational load.
Hale (2006) computes this measure over all possible derivations of a word sequence, given a small grammar. However, this measure would ideally be extended to large corpora with large grammars, which makes it impractical to compute entropy over all possible derivations. Instead, this work follows Wu et al. (2010) who demonstrated that entropy reduction also correlates with self-paced reading times when the entropy refers to uncertainty about the correct parse of previous observations. That is, the parser measures the entropy of the hypothesis beam at each time step \((B_t)\) over all component hypotheses \((q^{1..D}_t)\) and reports how much each new observation \((w_t)\) reduces the beam’s entropy:

\[
\Delta_H(w_t) = \max(0, H_{t-1} - H_t) \tag{3.22}
\]

\[
= \max(0, H(w_{t-1} \mid w_{1..t-2}) - H(w_t \mid w_{1..t-1})) \tag{3.23}
\]

\[
= \max(0, \sum_{q^{1..D}_{t-1} \in B_{t-1}} P(q^{1..D}_{t-1}, w_{t-1} \mid w_{1..t-2}) \log P(q^{1..D}_{t-1}, w_{t-1} \mid w_{1..t-2}) - \sum_{q^{1..D}_t \in B_t} P(q^{1..D}_t, w_t \mid w_{1..t-1}) \log P(q^{1..D}_t, w_t \mid w_{1..t-1})) \tag{3.24}
\]

Entropy reduction will not be explored further in this thesis though entropy, itself, and approximations to estimate entropy are explored in Chapter 5.

### 3.3 Conclusion and discussion

This chapter has shown that the flattened hierarchic sequence model described herein can obtain similar accuracy to a well-regarded non-psycholinguistic parser (the Petrov and Klein, 2007, parser). Therefore, the seemingly austere constraints of shallow hierarchic sequential prediction do not harm performance. The ready application of such general prediction to syntactic parsing suggests that human language processing might be performed using a shallow hierarchic sequential process similar to
those described in existing computational models of memory (Howard and Kahana, 2002; Botvinick, 2007).

Some combinations of operations in this model correspond to combinators in a Combinatory Categorial Grammar (CCG) (Steedman, 2000) in a maximally incremental parse. In particular:

- $F_+ \text{ followed by } L_- \text{ performs the CCG operation of forward type raising of } x_t$,
- $F_+ \text{ followed by } L_+ \text{ performs forward type raising of } x_t \text{ followed by the CCG operation of forward function composition of } a/b \text{ on this raised category}$, and
- $F_- \text{ performs the CCG operation of forward function application of } a/b \text{ on } x_t$.

The model described in this chapter can therefore be taken as an exploration of the origins of combinators as a consequence of sequential and temporal cueing operations.\textsuperscript{17}

Sturt and Lombardo (2005) warn about the need for constituents to be interconnected in processing, in order to pass along appropriate information to predict reading time delays. But the definition of connectivity they use includes underspecified or non-immediate relations such as the initial descendant sub-sign relations described in this chapter, and is therefore more permissive than the immediate graph-theoretic notion of connectivity used to define the limits of connected components. In the

\textsuperscript{17}However, nothing in this account predicts any of the more specialized combinators (like backward cross composition, involved in right-node raising and filler-gap constructions with non-peripheral gaps), or the constrained set of elementary categories (S and NP signifying truth values and entities) normally associated with CCG. Moreover, although recall of superordinate connected components is dispreferred due to recency effects, nothing in this account rules out conditional dependencies in productions that cross multiple connected components in the hierarchy, which would violate the CCG principle of adjacency for combinators, providing the original motivation for some of the more sophisticated CCG combinators such as backward cross composition. A more thorough exploration of some of these issues would be an interesting topic for future research.
model described in this chapter, all disjoint connected components within the same hypothesis are syntactically connected by Sturt and Lombardo’s (2005) more permissive definition since the awaited signs of superordinate connected components are related by initial descendant sub-sign relations ($\rightarrow$) to the active signs of subordinate connected components. Indeed, probabilistic operations can be defined to be dependent on other connected components in this model as well (although recall of superordinate connected components is dispreferred due to recency effects).

PCFGs provide a simple branching probabilistic model that can be used to generate complex syntactic structures and can be trained to predict these structures for novel sentences with high accuracy. This chapter shows that this kind of model can be incrementally processed in a straightforward way that is compatible with current assumptions about working memory. Carefully trained but computationally simple models like this may provide a framework for evaluating the contribution of recency and other memory-based effects on processing complexity (for example, costs associated with F− or L+ operations) on top of frequency effects currently measured by probabilistic measures like surprisal, entropy reduction, and uniform information density.
Figure 3.2: Incrementally constructed representations of the syntactic structure of the sentence The studio bought the publisher’s rights (a–f), and the associated sequence of random variable values in a hierarchic sequential prediction model (g). Open circles represent hidden variables, shaded circles represent observed variables ($x_t$), and directed edges represent conditional dependencies. ‘Pea-pod’ ovals summarize dependencies over subsumed variables. Selected random variables are also annotated with example values, shown diagonally.
Figure 3.3: Phrase structure tree for the sentence The studio bought the book’s publisher’s distribution rights (a), with repeated initial and final signs for book’s and distribution; and the associated sequence of random variable values in a hierarchic sequential prediction model (b), with corresponding repeated states D/G and S/N at time steps 8 and 10.
Figure 3.4: Derivation of the sentence The studio bought the publisher’s rights, using F+, F–, L+, and L– productions.
Chapter 4: The influence of surprisal on reading times*

This chapter identifies and corrects an inconsistency in how conditional probabilities are used to predict reading times. Specifically, surprisal is conditioned on adjacent lexical context, but reading involves saccades between non-adjacent material. Therefore readers may respond behaviorally to complexity in the intervening material that is not modeled by traditional surprisal when it is used to predict complexity of spans larger than one item (e.g., first pass reading times). Summing surprisal over each saccade region improves the fit of n-gram surprisal to reading times, which makes probabilistic context-free grammar (PCFG) surprisal less effective as a reading time predictor, though it remains predictive in some corpora.

4.1 Introduction

Rare words and constructions produce longer reading times than their more frequent counterparts. Such effects can be captured by n-gram and probabilistic context-free grammar (PCFG) surprisal. Surprisal theory (Hale, 2001; Levy, 2008) predicts reading times will be directly proportional to the amount of new information which

*Parts of this chapter were originally published in van Schijndel and Schuler (2015) and in van Schijndel and Schuler (2016). The portions of this work from van Schijndel and Schuler (2016) are licensed under a Creative Commons Attribution 4.0 International Licence. Licence details: http://creativecommons.org/licenses/by/4.0/
must be processed, as calculated by a generative model. However, the surprisal measures commonly used in eye-tracking studies (e.g., Demberg and Keller, 2008; Demberg et al., 2013; Frank, 2017) omit probability estimates for words skipped in saccades. Therefore, the generative model assumed by those studies does not account for the information contributed by the skipped words even though those words must be processed by readers. This chapter uses two reading time corpora to show that cumulative n-gram probabilities significantly improve an n-gram baseline to better capture the correlation between sequential frequency statistics and reading times. The ability of PCFG surprisal to predict reading times is shown to be much weaker given the improved n-gram measures, and this chapter suggests other measures may be necessary to adequately estimate the impact of syntactic processing on reading times.

First, this work uses a stronger n-gram baseline than that used in previous studies by replacing a bigram baseline computed from 101 million words with a back-off 5-gram baseline computed over 2.96 billion words. Second, while previous work has used the surprisal from the end of each eye-movement region to model reading times in that region, this chapter defines two cumulative surprisal measures (n-gram surprisal in Section 4.2; PCFG surprisal in Section 4.3), which are mathematically better able to estimate the amount of information conferred by each new region. Section 4.4 introduces the two corpora used in this chapter. Section 4.5 describes the linear mixed modeling baseline predictors and techniques used in this chapter. Section 4.6 shows that cumulative n-gram surprisal is better correlated with reading times than non-cumulative n-gram surprisal. Section 4.7 finds that cumulative PCFG surprisal is less effective than non-cumulative PCFG surprisal at predicting reading times, though
Bigram: The \textcolor{red}{1} apple that the \textcolor{red}{2} girl ate ...

Cumulative Bigram: The \textcolor{red}{1} apple that the \textcolor{red}{2} girl ate

\[ X: \text{bigram targets} \quad X: \text{bigram conditions} \]

Figure 4.1: Eye movements jump between non-adjacent fixation regions (1, 2), while traditional n-gram measures are conditioned on the preceding adjacent context, which is never generated by the typical surprisal models used in eye-tracking studies. Cumulative n-grams sum the n-gram measures over the entire skipped region in order to better capture the information that readers need to process.

PCFG surprisal generally becomes much less effective as a reading time predictor with the n-gram improvements introduced in this chapter. Section 4.8 shows that at least some of the remaining predictivity of PCFG surprisal may be attributed to non-local syntactic dependencies.

4.2 Cumulative n-gram surprisal

N-gram surprisal is conditioned on the preceding context (see Equation 4.1). As stated in the introduction, however, direct use of this factor in a reading time model ignores the fact that some or all of the preceding context may not be generated if the associated lexical targets were not previously fixated by readers (see Figure 4.1). The lack of a generated condition results in a probability model that does not reflect the influence of words skipped during saccades. This deficiency can be corrected by accumulating n-gram surprisal over the entire saccade region (see Equation 4.2).

\[ \text{n-gram}(w, i) = -\log P(w_i | w_{i-n} \ldots w_{i-1}) \quad (4.1) \]
Table 4.1: Bigram factors and their predictions of reading times in example eye-tracking regions. $w_i$ represents word $i$. $R_i^j$ represents the region from $w_i$ to $w_j$ (inclusive).

\[
\text{cumu-n-gram}(w, f_{t-1}, f_t) = \sum_{i=f_{t-1}+1}^{f_t} -\log P(w_i \mid w_{i-n} \ldots w_{i-1})
\] (4.2)

where $w$ is a vector of input tokens, $f_{t-1}$ is the index of the previous fixation, $f_t$ is the index of the current fixation.

As a motivating example of the utility of cumulative n-grams, consider Table 4.1. The standard bigram factor (top line) predicts that the reading time of the region that ends with word 6 depends on word 5, but the probability of word 5 given its context is never included in the model, so an improbable transition between words 4 and 5 would not be caught. This might allow another factor to inappropriately receive credit for an extra long reading duration for the region ending with word 6. Instead, a better model would include the probabilities of every word in the sequence since that is the information that will need to be processed by the reader (see Figure 4.1 for an example).

### 4.3 Cumulative PCFG Surprisal

Probabilistic context-free grammar (PCFG) surprisal is similar to n-gram surprisal in that it is also conditioned on preceding context, but PCFG surprisal is conditioned on hierarchic structure rather than on linear lexical sequences (see Equation 4.3).
PCFG surprisal, therefore, suffers from the same deficiency as non-cumulative n-gram surprisal when modeling reading times: the condition context is never generated by the model. As with cumulative n-grams, cumulative PCFG surprisal of a region can be calculated by simply summing the PCFG surprisal of each word in the region (see Equation 4.4).

\[
\text{PCFG}(w, i) = -\log P(T_i = w_i \mid T_1 \ldots T_{i-1} = w_1 \ldots w_{i-1}) \tag{4.3}
\]

\[
\text{cumu-PCFG}(w, f_{t-1}; f_t) = \sum_{i=f_{t-1}+1}^{f_t} -\log P(T_i = w_i \mid T_1 \ldots T_{i-1} = w_1 \ldots w_{i-1}) \tag{4.4}
\]

where \( w \) is a vector of input tokens, \( f_{t-1} \) is the index of the previous fixation, \( f_t \) is the index of the current fixation, \( T \) is a random variable over syntactic trees and \( T_i \) is a terminal symbol in a tree. In psycholinguistic models, PCFG surprisal estimates the influence of incremental hierarchic context when processing a given word. For examples of these measures, see Table 4.2. A non-cumulative total PCFG surprisal factor (top line) would predict that duration of region \( R_4^i \) depends on \( T_5 \) (the set of trees that can span from \( w_1 \) to \( w_5 \)), but the probability of generating the prefix of \( T_5 \) is never fully calculated by this factor.
4.4 Data

This work makes use of the Dundee (Kennedy et al., 2003) and University College London (UCL) (Frank et al., 2013) eye-tracking corpora. The Dundee corpus consists of eye-tracking data from 10 subjects who read 2388 sentences of news text from the newspaper, The Independent. In contrast, the UCL corpus has reading time data from 43 subjects who read 361 sentences drawn from a series of self-published online novels. The articles in the Dundee corpus were read in their entirety with comprehension questions after each article. The sentences in the UCL corpus were presented isolated from one another, in a random order, with sentence-level comprehension questions appearing after half of the sentences.

The Dundee corpus and half of the sentences in the UCL corpus (every other sentence) were used for exploratory analyses, while the rest of the UCL corpus was set aside for significance testing.\textsuperscript{18}

The corpora were parsed using the van Schijndel et al. (2013a) left-corner parser described in Chapter 3, which outputs a wide variety of incremental complexity measures computed during parsing. 5-gram back-off n-gram probabilities were computed for each word using the KenLM toolkit (Heafield et al., 2013) trained on Gigaword 4.0 (Graff and Cieri, 2003). Models were fit to Box-Cox transformed first-pass reading times for all experiments in this chapter ($\lambda \approx 0.02$; Box and Cox, 1964).\textsuperscript{19} Fixation data was excluded from analysis if the fixation occurred on the first or last word of

\textsuperscript{18}The different treatment of the two corpora arises from the fact that the Dundee analyses (except the future surprisal analyses) were originally reported first in van Schijndel and Schuler (2015), while the UCL analyses were conducted later with an eye to improving statistical practices and were reported in van Schijndel and Schuler (2016).

\textsuperscript{19}The Box-Cox transform helps make the distribution of reading times more normal. The results here were also replicated using non-transformed reading times.
a sentence or line or if it followed an unusually long saccade, defined here and in previous work (Demberg and Keller, 2008) as a saccade over more than 4 words (3% of the Dundee corpus; 2.5% of the UCL corpus).

4.5 Modeling

All evaluations are done with linear mixed effects models\textsuperscript{20} using lme4 (version 1.1-7; Bates et al., 2014).\textsuperscript{21} There are two dependent reading time variables of interest in this study: first pass durations and go-past durations.\textsuperscript{22} During reading, a person’s eye can jump over multiple words each time it moves, this study refers to each new span of words as a region. First pass durations measure elapsed time until a person’s eye leaves a given region. Go-past durations measure elapsed time until a person’s eye moves further in the text. For example, in the fixation sequence: word 4, word 6, word 3, word 7, the first region would be from word 4 to word 6 and the second region would be from word 6 to word 7. The first pass duration for the first region would consist of the time fixated on word 6 before leaving the region for word 3, while the go-past duration would consist of the duration from the fixation of word 6 until the fixation of word 7. Separate models are fit to each centered dependent variable.

\textsuperscript{20}Linear mixed modeling is a linear regression technique that separately estimates the variance for generalizable (fixed) population-level factors (e.g., human sensitivity to word length) and for non-generalizable (random) factors (e.g., each subject’s individual sensitivity to word length).

\textsuperscript{21}The models are fit using both the default bobyqa and the gradient nlminb algorithms to work around convergence issues. If a bobyqa model’s final relative gradient during fitting is greater than 0.002, the model fit is compared across both fitting algorithms to determine whether convergence occurred. If the model has not converged, the model is refit without random intercept correlations. Subsequently, the random slopes of baseline factors are removed one-at-a-time until convergence is achieved.

\textsuperscript{22}Both dependent measures were used for the Dundee analyses, but only first pass durations were used as dependent variables for the UCL analyses.
There are a number of independent variables in all evaluations in this study: sentence position (sentpos), word length (wlen), region length in words (rlen), whether the previous word was fixated (prevfix), basic 5-gram surprisal of the current word given the preceding context (5-gram), and cumulative 5-gram surprisal over the region (cumu-5-gram). All independent predictors are centered and scaled before being added to each model.

Each mixed effects model contains random intercepts for subject, word, and sentence ID crossed with subject. The latter helps account for the fact that multiple events occur within a single sentence/subject pairing, so those events are not independent. The models contain random by-subject slopes for all fixed effects. The following evaluations use ablative testing to determine whether a fixed effect significantly improves the fit of a model compared to a model without that fixed effect. All models in a given evaluation include random slopes for all fixed effects used in that evaluation, even if the fixed effect is absent from that particular model.

4.6 Experiment 1: Cumulative N-gram Surprisal in Reading Times

To test the effectiveness of using cumulative n-gram factors to predict reading times on the Dundee corpus (Table 4.3), the baseline omits the fixed n-gram factors. Then, the same model is fit to reading times after adding just a fixed effect for n-gram and after adding just a fixed effect for cumulative n-gram. Finally, a model
Baseline random slopes: sentpos, wlen, rlen, prevfix, 5-gram, cumu-5-gram  
Baseline fixed effects: sentpos, wlen, rlen, prevfix

Table 4.3: Goodness of fit of n-gram models to reading times in the Dundee corpus.  
Significance testing was done between each model and the models in the section above it.  
Significance for Base+Both applies to improvement over each of the n-gram models.  
\[ p < .05 \quad * \quad p < .01 \]

<table>
<thead>
<tr>
<th>Model</th>
<th>First Pass</th>
<th>Go-Past</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Log-Likelihood</td>
<td>AIC</td>
</tr>
<tr>
<td>Baseline</td>
<td>-1212399</td>
<td>2424868</td>
</tr>
<tr>
<td>Base+N-gram</td>
<td>-1212396†</td>
<td>2424864</td>
</tr>
<tr>
<td>Base+Cumu-N-gram</td>
<td>-1212392*</td>
<td>2424856</td>
</tr>
<tr>
<td>Base+Both</td>
<td>-1212387*</td>
<td>2424848</td>
</tr>
</tbody>
</table>

is fit with both the cumulative and non-cumulative n-gram factors as fixed effects.  
Significance between the models is determined using likelihood ratio testing.  
Table 4.3 shows that both n-gram factors significantly improve the fit of the model  
and the final line shows that each factor provides a significant orthogonal improvement.  
Both n-gram factors were therefore included as fixed effects and as by-subject random slopes in the baselines of the remaining Dundee analyses.  
The same four models were fit to the UCL corpus (Table 4.4), and cumulative 5-grams again provided a significant improvement over basic n-grams \( p < 0.001 \),  
but unlike with the Dundee analysis, basic n-grams do not improve over cumulative

---

\(^{23}\)To ensure effects are not driven by individual subject differences, by-subject random slopes for both predictors of interest are included in all models. This practice is maintained throughout this thesis.

\(^{24}\)Twice the log-likelihood difference of two nested models can be approximated by a \( \chi^2 \) distribution with degrees of freedom equal to the difference in degrees of freedom of the models in question. The probability of obtaining a given log-likelihood difference \( D \) between the two models is therefore analogous to \( P(2 \cdot D) \) under the corresponding \( \chi^2 \) distribution.

\(^{25}\)Log-likelihood values are rounded to the nearest whole number, which is why the difference between Base and Base+Both can be larger than the cumulative difference between Base and the other two models.
### Table 4.4: Goodness of fit of n-gram models to first pass reading times in the UCL corpus.

Significance testing was performed between each model and the models in the section above it. Significance for the Base+Both model applies to its improvement over the Base+Basic model. * p < .001

<table>
<thead>
<tr>
<th>Model</th>
<th>N-gram vs Cumu-N-gram</th>
<th>β</th>
<th>Log-Likelihood</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td></td>
<td></td>
<td>-12702</td>
<td>25476</td>
</tr>
<tr>
<td>Base+Basic</td>
<td>0.035</td>
<td></td>
<td>-12689*</td>
<td>25451</td>
</tr>
<tr>
<td>Base+Cumulative</td>
<td>0.055</td>
<td></td>
<td>-12683*</td>
<td>25440</td>
</tr>
<tr>
<td>Base+Both</td>
<td></td>
<td></td>
<td>-12683*</td>
<td>25442</td>
</tr>
</tbody>
</table>

Baseline random slopes: sentpos, wlen, rlen, prevfix, 5-gram, cumu-5-gram
Baseline fixed effects: sentpos, wlen, rlen, prevfix

n-grams on this corpus (p > 0.05). The unreliability of non-cumulative n-grams as a reading time predictor compared to the cumulative variant suggests psycholinguists should use cumulative n-grams as a lexical frequency control in their reading time experiments. Further, the benefit of cumulative n-grams suggests that the lexical processing of words skipped during a saccade has a time cost similar to directly fixated words.\(^{26}\)

### 4.7 Experiment 2: Cumulative PCFG Surprisal in Reading Times

The preceding section showed that applying region accumulation to an n-gram factor improves a model’s fit to reading times. Previous work suggests region accumulation might improve the fit of syntactic factors to reading times (van Schijndel and Schuler, 2013; van Schijndel et al., 2013b), but the baselines in those studies only

\(^{26}\)It is important to note that, in using first pass and go past durations as the dependent variables, it is possible that the words skipped by the initial saccade were fixated during a first-pass or go-past regression. This possibility seems unlikely to be so widespread and consistent as to drive these findings, but it is left to future work to test this possibility.
Baseline random slopes: sentpos, wlen, rlen, prevfix, 5-gram, cumu-5-gram, PCFG, cumuPCFG; Baseline fixed effects: sentpos, wlen, rlen, prevfix, 5-gram, cumu-5-gram.

Table 4.5: Goodness of fit of hierarchical syntax models to reading times in the Dundee corpus. Significance testing was done between each model and the models in the section above it. Significance for Base+Both applies only to improvement over the CumuPCFG model. * p < .01

included unigram and bigram statistics and did not apply region accumulation to the n-gram models. It does make intuitive sense that region accumulation would help improve the fit of total PCFG surprisal for the same reason accumulating n-grams helps.

As in the previous section, a baseline model is fit to Dundee reading times without a fixed effect for surprisal, then surprisal is added as a fixed effect and significance of the fixed effect is determined using a likelihood ratio test with the baseline. The results (Table 4.5) show that PCFG surprisal is a significant predictor of both first pass and go-past durations even over a strong baseline including both types of n-gram factors.

When tested, however, the present work does not find any improvement from region accumulation of PCFG surprisal when stronger n-gram factors are also included (Table 4.5, Row 2), suggesting that the improvement in previous studies may have been due to latent n-gram information captured by cumulative PCFG surprisal.
In the UCL corpus, accumulated PCFG surprisal (see Equation 4.4) did not improve reading time fit either ($p > 0.05$), unlike n-gram surprisal, which replicates the Dundee results. However, not even basic PCFG surprisal was predictive ($p > 0.05$) over this baseline model in the UCL corpus, whereas it was predictive over this baseline in the Dundee corpus. Posthoc testing on the exploratory data partition revealed that PCFG surprisal becomes predictive on the UCL corpus when the n-gram predictors are removed from the baseline ($p < 0.001$), which could indicate that PCFG surprisal simply helps predict reading times when the n-gram model is too weak. Alternatively, since UCL sentences were chosen for their brevity during corpus construction, there just may not be enough syntactic complexity in the corpus to provide an advantage to PCFG surprisal over the n-gram measures, which would explain why PCFG surprisal is still predictive for Dundee reading times where there is greater syntactic complexity.

4.8 Grammar Formalism Evaluation

One way of distinguishing the influence of syntactic PCFG surprisal compared to lexical n-gram surprisal is to look at long-distance dependencies, which cannot be reliably modeled with n-grams. This section uses the Dundee corpus to investigate whether a representation of hierarchical syntax that explicitly represents and preserves long-distance dependencies can improve reading time predictions over a hierarchic representation based on the Penn Treebank which discards long-distance dependencies. This evaluation compares total PCFG surprisal as calculated by the original Penn Treebank grammar to total PCFG surprisal calculated by the Nguyen et al. (2012) Generalized Categorial Grammar (GCG).
A GCG has a category set \( C \), which consists of a set of primitive category types \( U \), typically labeled with the part of speech of the head of a category (e.g. V, N, A, etc., for phrases or clauses headed by verbs, nouns, adjectives, etc.), followed by one or more unsatisfied dependencies, each consisting of an operator (-a and -b for adjacent argument dependencies preceding and following a head, -c and -d for adjacent conjunct dependencies preceding and following a head, -g for filler-gap dependencies, -r for relative pronoun dependencies, and some others), followed by a dependent category type. For example, the category for a transitive verb would be V-aN-bN, since it is headed by a verb and has unsatisfied dependencies to satisfied noun-headed categories preceding and following it (for the subject and direct object noun phrase, respectively).

As in other categorial grammars, inference rules for local argument attachment apply functors of category \( c-ad \) or \( c-bd \) to initial or final arguments of category \( d \):

\[
\begin{align*}
  d & \rightarrow c & (Aa) \\
  c-bd & \rightarrow d & (Ab)
\end{align*}
\]

However, the Nguyen et al. (2012) GCG uses distinguished inference rules for modifier attachment, which allows modifier categories to be consolidated with categories for modifiers in other contexts (pre-verbal, post-verbal, etc.), and with certain predicative categories. This allows derivations in the training corpus involving different modifier types to also be consolidated, which increases the power of the extracted statistics. Inference rules for modifier attachment apply initial or final modifiers of category \( u-ad \).
to modificands of category \( c \), for \( u \in U \) and \( c, d \in C \):

\[
\begin{align*}
    u-ad & \implies c & (M_a) \\
    c & \ u-ad \implies c & (M_b)
\end{align*}
\]

The Nguyen et al. (2012) GCG also uses distinguished inference rules to introduce, propagate, and bind missing non-local arguments, similar to the gap or slash rules of Generalized Phrase Structure Grammar (Gazdar et al., 1985) and Head-driven Phrase Structure Grammar (Pollard and Sag, 1994). Inference rules for gap attachment hypothesize gaps as initial arguments, final arguments, or modifiers, for \( c, d \in C \):

\[
\begin{align*}
    c-ad & \implies c-gd & (G_a) \\
    c-bd & \implies c-gd & (G_b) \\
    c & \implies c-gd & (G_c)
\end{align*}
\]

Non-local arguments, using non-local operator and argument category \( \psi \in \{-g, -h, -i, -r\} \times C \), are then propagated to the consequent from all possible combinations of antecedents. For each rule \( d \ e \implies c \in \{Aa-b, Ma-b\} \):

\[
\begin{align*}
    d \ e\psi & \implies c\psi & (Ac-d,Mc-d) \\
    d\psi \ e & \implies c\psi & (Ae-f,Me-f) \\
    d\psi \ e\psi & \implies c\psi & (Ag-h,Mg-h)
\end{align*}
\]

In order to consolidate relative and interrogative pronouns in different pied-piping contexts into just two reusable categories, this grammar uses distinguished inference rules for relative and interrogative pronouns as well as tough constructions (e.g. this bread is easy to cut), which introduce clauses with gap dependencies, for \( c, d, e \in C \),
\( \psi \in \{-g\} \times C: \)

\[
\begin{align*}
  d-ie & \ c-gd \Rightarrow c-ie & (Fa) \\
  d-re & \ c-gd \Rightarrow c-re & (Fb) \\
  c-b(d\psi) & \ d\psi \Rightarrow c & (Fc)
\end{align*}
\]

Also, inference rules for relative pronoun attachment apply pronominal relative clauses of category \( c-rd \) to modificands of category \( e \):

\[
e \ c-rd \Rightarrow e
\]

Because of its richer set of language-specific inference rules, the GCG grammar annotated by Nguyen et al. (2012) does not require different categories for words like which in different pied-piping contexts:

\[
{\text{cafes}} \begin{array}{c}
  \text{which} \\
  \text{we ate in}
\end{array}
\begin{array}{c}
  \text{N-rN} \\
  \text{V-gN} \\
  \text{V-rN}
\end{array}
\begin{array}{c}
  \text{R}
\end{array}
\]

\[
{\text{cafes}} \begin{array}{c}
  \text{in} \\
  \text{which} \\
  \text{we ate}
\end{array}
\begin{array}{c}
  \text{R-aN-bN} \\
  \text{R-aN-rN} \\
  \text{V-g(R-aN)}
\end{array}
\begin{array}{c}
  \text{Ab} \\
  \text{V} \\
  \text{V-rN} \\
  \text{R}
\end{array}
\]

4.8.1 Experiment 3: Long-Distance Influences on Reading Times

Following van Schijndel et al. (2013b), the GCG calculation of PCFG surprisal comes from a GCG-reannotated version of the Penn Treebank whose grammar rules have undergone 3 iterations of the split-merge algorithm (Petrov et al., 2006). A \( k \)-best beam with a width of 5000 is used in order to be comparable to the PTB surprisal from the Section 4.7.

Significance testing is done as in the preceding evaluations: a baseline model is fit to reading times, each PCFG surprisal factor is added independently to the baseline,
<table>
<thead>
<tr>
<th>Model</th>
<th>First Pass</th>
<th>Go-Past</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Log-Likelihood</td>
<td>AIC</td>
</tr>
<tr>
<td>Baseline</td>
<td>-1212242</td>
<td>2424592</td>
</tr>
<tr>
<td>Base+PTB</td>
<td>-1212239*</td>
<td>2424587</td>
</tr>
<tr>
<td>Base+GCG</td>
<td>-1212239†</td>
<td>2424589</td>
</tr>
<tr>
<td>Base+Both</td>
<td>-1212235†</td>
<td>2424583</td>
</tr>
</tbody>
</table>

Base random slopes: sentpos, wlen, rlen, prevfix, 5-gram, cumu-5-gram, surp-GCG, surp-PTB; Baseline fixed effects: sentpos, wlen, rlen, prevfix, 5-gram, cumu-5-gram.

Table 4.6: Goodness of fit of models with differing syntactic calculations to reading times on the Dundee corpus. Significance testing was done between each model and the models in the section above it. Base+Both first pass significance applies to improvement over PTB (p < .05) and to improvement over GCG (p < .01), Base+Both go-past significance applies to improvement over each independent model. † p < .05 * p < .01

and both PCFG surprisal factors are added concurrently to the baseline. Each model is compared to the next simpler models using likelihood ratio tests.

The results (Table 4.6) show that GCG PCFG surprisal is a significant predictor of reading times even in the presence of the stronger n-gram baseline. Moreover, both PTB and GCG PCFG surprisal significantly improve reading time predictions even when the other PCFG surprisal measure is also included. This suggests that each is contributing something the other is not. Since the GCG grammar is derived from an automatically reannotated version of the Penn Treebank, there may be errors in the GCG annotation which cause errors in the estimates of underlying GCG structure. Since the PTB grammar is manually annotated by experts, the PTB grammar may be receiving credit for correct structural prediction in cases where GCG’s estimates are incorrect. However, it seems likely that GCG may be providing a better fit in cases
of long-distance dependencies because such relations are not explicitly represented by the PTB grammar.

A follow-up evaluation using the experimental design from Section 4.7 but using GCG PCFG surprisal rather than PTB PCFG surprisal revealed that cumulative PCFG surprisal is still not a significant predictor when calculated using GCG. The failure of cumulative PCFG surprisal to improve over basic GCG PCFG surprisal could be expected since a strength of GCG is in enabling non-local decisions on a local basis (by propagating non-local decisions into the category labels), so any non-local advantage cumulative PCFG surprisal might confer is already compressed into the GCG categories.

The results of this evaluation suggest that reading times are mostly affected by local hierarchic structure, but the fact that GCG PCFG surprisal is able to provide a significant fit even in the presence of the PTB PCFG surprisal predictor suggests that some non-local information affects reading times. In particular, while this evaluation showed that accumulated syntactic context is not always a good predictor of reading times, some or all of the non-local information contained in the GCG categories may be used by readers and so influences reading time durations over the local structural information reflected in the PTB PCFG surprisal measure.

4.9 Discussion

The finding that hierarchic grammars orthogonally improve reading time predictions in each other’s presence suggests that hierarchic structural information has a significant influence on reading times. Since both the PTB and GCG calculations of surprisal contain sequential information (e.g., of part-of-speech tags), if the effect in
this study was driven by purely sequential information as suggested by Frank and Bod (2011), one might expect either the PTB or the GCG calculations of surprisal (but not both) to be a significant predictor of reading times.

Instead, the present set of results support the hypothesis in Chapter 2 that non-local subcategorization decisions may have a strong influence on the (relatively early) reading time measures used in the present study. Such decisions would have to be conditioned on hierarchic structural information not present in either PTB PCFG surprisal or the sequential structure models of Frank and Bod (2011).

Further, predictability has been shown to affect word duration during speech production (Jurafsky et al., 2001; Aylett and Turk, 2006), and Demberg et al. (2012) found that hierarchic structure significantly improves over n-gram computations of predictability in that domain as well. Together, these findings suggest that hierarchic structure is not only a convenient descriptive tool for linguists, but that such structure is deeply rooted in the human language processor and is used during online language processing. However, the fact that PCFG surprisal is not improved via accumulation and its lack of predictivity in the UCL corpus suggests PCFG surprisal may only indirectly capture hierarchical syntactic influences and may need to be reformulated in order to best account for those effects.

Previous work has made a distinction between lexical surprisal, syntactic surprisal, and total surprisal (Demberg and Keller, 2008; Roark et al., 2009) as defined in the previous chapter. Fossum and Levy (2012) show that, with a non-cumulative bigram baseline, this distinction is not significant when predicting reading times, so the present study simply uses total surprisal. It may be interesting in future work
to see if the distinction between surprisal types becomes more or less useful as the sequential baseline improves.

The finding that cumulative n-gram information is useful in predicting reading times bears some resemblance to the finding that the spillover effect of a word is proportional to its logarithmic probability given the context (Smith and Levy, 2013). However, the spillover effect studied by Smith and Levy (2013) is one of a given fixation on the following fixation. Cumulative n-grams could conceivably capture spillover processing of parafoveal preview obtained during the previous fixation, but generally cumulative n-grams permit finer predictability of a word given the unfixated intervening context, and outside of parafoveal preview, the two effects are quite different. Spillover is conceived as continued processing from the preceding fixation, while cumulative n-grams reflect the amount of new information contained in the region between one fixation and the next. Since the cumulative n-gram measure improves the predictability estimate of a word, it could provide a better measure of the spillover effect a given word will have on later fixations. Future work could investigate this by using the cumulative n-gram of a word to compute the predictability of the current word and the cumulative n-gram of the preceding region’s word to predict the spillover effect from the preceding fixation. The present work suggests that doing so would provide even better reading time predictors.

4.10 Conclusion

First, this work suggests that the standard accounting for n-gram frequencies needs to change in psycholinguistic studies. Currently, the standard procedure is to use n-gram statistics only from the end of an eye-tracking region. This standard
calculates the influence of the final word in each region given the lexical context, but that context is never accounted for in regions greater than one word in length. Instead, psycholinguistic models need to additionally account for the probability of the context given its own preceding context to provide a coherent model of the probability of the observed lexical sequence.

The Dundee results in this chapter also suggest that, even with good cumulative and non-cumulative estimates of the frequency effects generated by a given lexical sequence, measures of hierarchic structure can provide a significant improvement to reading time predictions. However, the failure of accumulation to improve PCFG surprisal in both corpora, and the general lack of correlation between PCFG surprisal and reading times in the UCL corpus, suggests that PCFG surprisal may not be the best approximation of the syntactic frequency influences on human reading times, and other measures, formalisms and architectures for computing syntactic probability should be explored in the future.
This chapter shows that, although the correlation between PCFG surprisal and reading times is reduced after the n-gram improvements in the previous chapter, (un)certainty about upcoming hierarchical syntactic constructions (entropy) can reliably predict reading times even once upcoming lexical information is controlled for. This uncertainty has been estimated in previous studies by summing the log probabilities over hypotheses of possible sentence continuations, a process which is extremely expensive and so cannot be done with fine-grained grammars. This chapter shows that it is possible to estimate upcoming uncertainty by sampling the conditional probability distribution over future events. When the sample consists of events that actually occur, this estimate is equivalent to the surprisal of the upcoming events, which makes entropy estimation much less expensive to compute.

5.1 Introduction

The lexical frequencies of upcoming words affects reading times even when the upcoming word is masked from readers (Angele et al., 2015). Angele et al. suggest that the driving factor behind their result may be anticipation of upcoming difficulty.

*Portions of this chapter were originally published in van Schijndel and Schuler (2016) and others were published in van Schijndel and Schuler (2017).
For example, a less constraining context (i.e. less predictable upcoming words) may produce slower reading. This study uses information-theoretic entropy to test their hypothesis and to investigate the level of linguistic detail predicted by readers.

This work is scientifically important because it uses a large self-paced reading corpus to show that reading times are influenced both by uncertainty over upcoming syntactic constructions and by uncertainty over upcoming lexical items, which supports the hypothesis of Angele et al. (2015) that anticipation of upcoming difficulty influences reading times. While previous work has found evidence of prediction during language processing through responses to violated predictions (Wicha et al., 2004; Van Berkum et al., 2005; Fine et al., 2013; DeLong et al., 2014), the present work demonstrates that the influence of prediction can be reliably detected in reading times prior to any violation of that prediction. Other work, for example using a visual world paradigm (Altmann and Kamide, 1999; Kamide et al., 2003a; Ito and Speer, 2008), has also demonstrated predictive processing absent a prediction violation, but the present work demonstrates that such an effect is also observable in a broad-coverage self-paced reading corpus such as can be collected via Mechanical Turk. Finally, Roark et al. (2009) have previously shown that the entropy of upcoming syntactic categories influences self-paced reading times, but their entropy measure is extremely expensive to compute, they used a much smaller corpus, and they did not find an influence of upcoming lexical uncertainty on reading times, unlike the present work.

In addition, this work demonstrates that surprisal (Hale, 2001; Levy, 2008), typically only used to estimate responses to observed stimuli, can be used to quantify predictive influences as well. From a computational perspective, this work provides an

27The corpus in this work is about 25 times larger.
inexpensive way to estimate the uncertainty experienced by readers, which will allow future studies to test the cognitive plausibility of various grammars and parsing algorithms, providing a tool with which to probe predictive human sentence processing outside of highly constraining experimental stimuli.

5.2 Background

Angele et al. (2015) tested whether lexical successor effects (influences of upcoming material) can be elicited even when readers were unable to view the upcoming words. They use a moving mask to hide upcoming words from readers but still find that the trigram predictability of the next hidden word is a significant predictor of reading times. Angele et al. (2015) hypothesize that readers may anticipate upcoming difficulty and slow down. That is, an unconstrained context with several plausible continuations might produce slower reading (due to each continuation’s low predictability) than a highly constraining context with a smaller number of plausible continuations. To test this hypothesis, this work uses information-theoretic entropy to predict reading times.

Under information theory (Shannon, 1948), the entropy ($H$) of a random variable ($X$) is defined by the component probabilities of each possible value ($x$) of that variable:

$$H(X) = -\sum_{x \in X} P(x) \log P(x) \quad (5.1)$$

In the case of language processing, the possible values are words that have yet to be observed, and entropy is typically computed from the conditional probability of each possible value given the observations that have already been made.
Linzen and Jaeger (2015) distinguish single-step predictive entropy (uncertainty about the next processing step) from full entropy (uncertainty about the rest of the sentence). Since Angele et al. (2015) find that lexical frequency successor effects were only dependent on the word following a fixation, the present work is concerned with single-step predictive entropy. Linzen and Jaeger (2015) find that when single-step predictive entropy was computed over upcoming syntactic constituents based on verb subcategorization biases, it is not predictive of self-paced reading times. However, they hypothesize that the fit of entropy may improve when computed over finer-grained categories (they only compute probabilities for 6 subcategorization classes). The results in Analysis 4 of this chapter support their hypothesis.

Roark et al. (2009) define two variants of single-step predictive entropy to distinguish syntactic uncertainty from lexical uncertainty. Syntactic entropy is computed over the conditional probability of each preterminal \((p)\) in the grammar \((G)\) given the previously observed lexical sequence \((w_{1:i-1})\):

\[
\text{Syn}H^1_G(w_{1:i-1}) \overset{def}{=} \sum_{p_i \in G} P_G(p_i \mid w_{1:i-1}) \log P_G(p_i \mid w_{1:i-1})
\] (5.2)

Syntactic entropy is computed in practice by generating all possible syntactic derivations\(^{28}\) that can generate each possible upcoming word \((w_i)\) in the vocabulary \((V)\) and then subtracting from each derivation’s log probability the emission probability of generating \(w_i\) from the chosen preterminal \((p_i)\).

\(^{28}\)In fact, the number of possible syntactic derivations is constrained by a very large beam.
Lexical entropy is computed over the conditional probability of each possible up-
coming lexeme, given the previously observed lexical sequence:

$$LexH^1_G(w_{1..i-1}) \overset{def}{=} - \sum_{w_i \in V} P_G(w_i \mid w_{1..i-1}) \log P_G(w_i \mid w_{1..i-1})$$ (5.3)

Roark et al. (2009) find that syntactic entropy is predictive of self-paced reading
times but that lexical entropy is not, which this study is able to replicate on the
Natural Stories corpus as well. Roark et al. suggest that the failure of lexical entropy
to predict reading times may be due to the fact that their grammar is trained on the
relatively small Brown portion of the Penn Treebank (Marcus et al., 1993), so their
lexical probabilities may not be robust enough.

It is interesting to note that ‘single-step prediction’ was defined slightly differently
for these two sets of authors. Roark et al. (2009) define it as a prediction over
the next word in a lexical sequence, while Linzen and Jaeger (2015) define it as a
prediction over the next syntactic category (e.g., noun phrase) that will branch from
a partial derivation ending in a verb phrase. To avoid making a commitment as to the
particular parsing strategy adopted by readers, this chapter will use the definition of
‘single-step prediction’ from Roark et al. (2009) to mean uncertainty about the next
lexical observation.

5.3 Data

This study makes use of the Natural Stories self-paced reading corpus (Futrell
et al., in prep). The corpus is a set of 10 texts (485 sentences) written to sound fluent
and presented to subjects in order (unlike many constructed stimuli), but still con-
taining many low-frequency and marked syntactic constructions, especially subject-
and object-extracted relative clauses, clefts, topicalized structures, extraposed relative clauses, sentential subjects, sentential complements, local structural ambiguity, and idioms. Self-paced reading time data was collected over these texts from 181 native English speakers. Reading times were excluded if they occurred at the beginning or end of a sentence, or if they were less than 100 ms or greater than 3000 ms. Approximately one third of the sentences (255,554 events) were used for exploration and two thirds of the sentences (512,469 events) were used as a confirmatory partition for significance testing to reduce the risk of false positives due to multiple comparisons.

5.4 Models

This study fits reading times using linear mixed effects models computed with the \texttt{lme4} (version 1.1-7) R package (Bates et al., 2014). All models include a baseline of fixed effect predictors for word length, sentence position, and 5-gram surprisal. The models also include random intercepts for each word, each subject, and each subject/sentence pair. The last random intercept controls for the fact that multiple non-independent observations are drawn from each sentence. Finally, each model includes by-subject random slopes for all the fixed effects. All predictors were z-transformed prior to fitting. Significance values for each predictor were obtained using a likelihood ratio test between two mixed models: one of which contained both a by-subject random slope and a fixed effect for the predictor of interest (as well as all baseline predictors), and the other of which omitted the fixed effect for that predictor.
5.5 Analyses

5.5.1 Analysis 1: Single-Step Predictive Entropy

First, this work tries to replicate the findings of Roark et al. (2009) that single-step predictive entropy is predictive of reading times in this corpus as well. Single-step predictive syntactic and lexical entropy is computed here using the Roark (2001) top-down incremental parser. In keeping with the findings of Roark et al. (2009), syntactic entropy has a significant positive correlation with self-paced reading times in the Natural Stories corpus over the baseline model ($\hat{\beta} = 3.32, \hat{\sigma} = 0.52$, t-value = 6.4, p-value < 0.001). In contrast to Roark et al. (2009), an unusual correlation was observed between lexical entropy and reading times ($\hat{\beta} = -1.05$ ms; $\hat{\sigma} = 0.41$, t-value = -2.5, p-value = 0.007), though the effect does not remain significant after correcting for multiple comparisons. The lexical entropy effect seems especially unreliable since the effect is much smaller than that of syntactic entropy and goes in the opposite direction, and no such effect was observed either on the exploratory partition of the Natural Stories corpus\textsuperscript{29} or by Roark et al. (2009). Further, the effect is no longer significant after correcting for multiple comparisons.

As Roark et al. (2009) point out, the unreliability of lexical entropy may stem from the sparseness of the training data. Unfortunately, computing predictive entropy is very expensive since it requires predictively running the parser over a large set of hallucinated observations whose cardinality is the size of the vocabulary for each

\textsuperscript{29}Lexical entropy was used as a predictor on the confirmatory partition despite its lack of significance on the exploratory partition due to its direct relationship to the strong surprisal predictors in the next analyses. Still, the fact that lexical entropy obtained marginal significance with an unexpected sign on one set of reading times after failing to achieve significance on two other sets of reading times suggests the measure is not very reliable, though this could suggest more power is needed to observe any uncertainty effect with this entropy calculation.
actual observation. Therefore, meaningfully increasing the vocabulary is not generally practical. The next section explores whether lexical entropy can be approximated effectively by another information-theoretic measure which is much easier to compute: surprisal.

5.5.2 Analysis 2: Surprisal as Entropy Approximation

Having shown that single-step predictive entropy is predictive for this data, this work now tests whether the surprisal of upcoming observations is an effective approximation of the influence of uncertainty on reading times. Angele et al. (2015) found that trigram surprisal of an upcoming word is predictive of reading times and speculated that such an effect could be driven by uncertainty over future events, so this section tests whether the predictive entropy effect observed in Analysis 1 can be approximated by the PCFG surprisal of the upcoming word.

Roark (2011) showed that single-step predictive lexical entropy is equivalent to the expected value of total surprisal $S$

$$S_G(w_i, w_{1..i-1}) \overset{def}{=} -\log P_G(w_i \mid w_{1..i-1})$$  \hfill (5.4)

$$\text{Lex} H^1_G(w_{1..i-1}) \overset{def}{=} \sum_{w_i \in V} -P_G(w_i \mid w_{1..i-1}) \log P_G(w_i \mid w_{1..i-1})$$ \hfill (5.5)

$$= \sum_{w_i \in V} P_G(w_i \mid w_{1..i-1}) S_G(w_i, w_{1..i-1})$$ \hfill (5.6)

$$= \mathbb{E}[S_G(w_i, w_{1..i-1})]$$ \hfill (5.7)

An alternative to the approach taken in this chapter would be to maintain a constant vocabulary size but to train the conditional probabilities of that vocabulary over a much larger training set. Such an approach would only help if the weakness of lexical entropy is due to poor probability estimates rather than to unknown words.
where \( w_i \) is the current lexical item, \( w_{1:i-1} \) is the sequence of previously observed lexical items and \( V \) is the vocabulary of the language. Therefore, total surprisal is a single sample from the conditional probability distribution over which single-step lexical entropy is computed, where the sampled observation is the occurrence that ultimately will be observed. Over several trials, then, future surprisal should approximate entropy since each observed occurrence should happen proportionately to its expected occurrence frequency. Further, future surprisal would be much cheaper to compute than single-step predictive lexical entropy because future surprisal omits the summation over all words in the vocabulary.

Since the Natural Stories corpus is a moving window self-paced reading corpus where even the segmentation of upcoming words was hidden from participants, any future surprisal effect observed in the current study cannot be explained as a symptom of parafoveal-on-foveal processing because participants were physically unable to see upcoming words, similar to the work of Angele et al. (2015).

To test total surprisal as an approximation of entropy, this work again uses the Roark (2001) parser and uses the total surprisal of each observation to predict the reading time of the preceding observation. This measure (future surprisal) also has significant positive correlations to reading times on both the exploratory and confirmatory partitions (\( \hat{\beta} = 4.96 \text{ ms}, \hat{\sigma} = 0.63, \text{ t-value} = 7.9, \text{ p-value} < 0.001 \)). This measure may be thought of as an aggregate approximation to entropy, whereas the lexical entropy output by the Roark (2001) parser may be thought of as a point-wise approximation to entropy. That is, Roark lexical entropy approximates the true lexical entropy for each new observation as the weighted average of the conditional
log-probability distribution over all possible upcoming observations at that point according to the parser's grammar. Future surprisal, in contrast, approximates the true lexical entropy when aggregated over the entire corpus by sampling from the conditional probability distribution the log-probability of each single observation that actually occurred. The fact that future surprisal is able to fit reading times more consistently (over both the exploratory and confirmatory partitions) than point-wise lexical entropy, but with a similar effect size, gives hope that this aggregate approach to entropy calculation is a cheaper and more robust means of computing entropy than a point-wise approximation.

5.5.3 Analysis 3: N-grams as Better Entropy Approximation

Although this work has shown that future surprisal can approximate the influence of uncertainty over reading times, it did so with a parser that was trained on a relatively small corpus using the coarse-grained Penn Treebank grammar. This section tests whether the approximation improves when trained on more data. In order to obtain conditional probabilities based on large amounts of data, this work uses a 5-gram back-off model computed with the KenLM toolkit (Heafield et al., 2013) on the Gigaword 4.0 corpus (Graff and Cieri, 2003), which consists of 2.96 billion words from English newswire text. Again, the 5-gram surprisal of each word was used to predict the reading times on the preceding word. Similar to future Roark surprisal (that is, surprisal computed with the Roark (2001) parser), future 5-gram surprisal has a significant positive correlation to reading times ($\hat{\beta} = 4.49$ ms, $\hat{\sigma} = 0.57$, t-value 7.9, p-value < 0.001), and when future 5-gram surprisal is in the model, future Roark surprisal ceases to be a significant predictor of reading times.
Although n-gram surprisal seems to account for the effect of Roark lexical entropy, with an even larger effect size,\textsuperscript{31} such a measure is unable to account theoretically for the effect of Roark syntactic entropy, which omits lexical emission probabilities. The next section explores whether humans predict upcoming material with greater syntactic specificity than the tag set provided with the Penn Treebank insofar as such prediction affects their self-paced reading times.

5.5.4 Analysis 4: Fine-Grained Syntactic Prediction

Although future n-gram surprisal seems to account for a lexical entropy effect, it is unable to account theoretically for the effect of Roark syntactic entropy, since n-gram surprisal reflects lexical probabilities and syntactic entropy reflects syntactic probabilities (without lexical emission probabilities). However, future Roark PCFG surprisal using the default set of Penn Treebank syntactic categories was unable to predict reading times when future n-gram surprisal was in the model. Previous work on predictive processing has suggested that predictions can be relatively fine-grained (Luke and Christiansen, 2015; Kim and Lai, 2012), so this section explores whether humans predict upcoming material with fine-grained syntactic specificity.

Whereas the above analyses used the Roark (2001) parser with the default Penn Treebank tag set, this section uses the van Schijndel et al. (2013a) parser, which computes surprisal using the Petrov et al. (2006) latent-variable grammar computed from sections 2-21 of the Wall Street Journal portion of the Penn Treebank and thereby achieves higher parsing accuracy than the Roark parser (see Chapter 3). The latent-variable grammar is derived from a split-merge algorithm that creates

\textsuperscript{31}Readers may be concerned that the effect size difference could have been produced by different predictor ranges, but the predictors have similar ranges since both were z-transformed prior to fitting the models.
fine-grained subcategory tags from the basic Penn Treebank category tags. For this analysis, the grammar underwent 5 split-merge operations to obtain optimally tuned tags, following the recommendations of Petrov et al.

Unlike future Roark surprisal, future latent-variable surprisal is able to obtain a significant positive correlation with reading times, even in the presence of both future-5-gram surprisal and Roark syntactic entropy ($\hat{\beta} = 4.10 \text{ ms}, \hat{\sigma} = 0.74$, t-value $= 5.6$, p-value $< 0.001$). Similarly, Roark syntactic entropy retains its predictivity even in the presence of future 5-gram surprisal and future latent-variable surprisal ($\hat{\beta} = 4.62 \text{ ms}, \hat{\sigma} = 0.52$, t-value $= 8.8$, p-value $< 0.001$), suggesting that there is still an advantage to approximating syntactic entropy using the costly pointwise method. This may be further evidence that PCFG surprisal is not the best approximation of human syntactic frequency expectations, though it seems sufficient to capture at least some of the influence of syntactic uncertainty on self-paced reading times.

### 5.5.5 Analysis 5: Future Surprisal for Eye-Tracking

Having shown in the previous sections the effectiveness of future surprisal at predicting self-paced reading times, this analysis uses the future 5-gram surprisal and future latent variable PCFG surprisal measures to predict first pass reading times on the Dundee (Kennedy et al., 2003) and UCL (Frank et al., 2015) eye-tracking corpora. As in the previous chapter, the first and last fixation of each sentence and line was omitted from analysis, as were fixations whose corresponding region length was greater than 4. Because this analysis is conducted over eye-tracking data, and because the previous chapter demonstrated that accumulation can improve the fit of
surprisal to reading times in eye-tracking over non-cumulative surprisal, this analysis uses future cumulative surprisal measures rather than the future non-cumulative measures used in the self-paced reading analyses above.\textsuperscript{32} The predictors of interest were tested over a baseline model that included fixed effects and by-subject random slopes for sentence position, word length, region length, whether or not the previous word was fixated, cumulative 5-gram surprisal, and the future region length. In addition, the models included random intercepts for subjects, items, and subject/sentence pairings.

On the UCL corpus, future cumulative 5-gram surprisal is predictive over the baseline model ($\hat{\beta} = 4.7$, $p < 0.001$). Future cumulative PCFG surprisal, however, is not a significant predictor of UCL reading times ($p = 0.07$) unlike in the self-paced reading setting. Neither predictor is significant in the Dundee corpus (5-grams: $p = 0.24$; PCFG: $p = 0.73$), but it may be that any effect is hidden by the smaller number of subjects or that the lack of detailed comprehension questions caused subjects to forgo systematic predictive processing. The UCL results reinforce the previous findings that future cumulative 5-gram surprisal provides a good estimate of uncertainty over upcoming material in eye tracking as well as in self-paced reading, though the UCL sentences may be syntactically too simple to provide a good testbed for syntactic prediction effects.

5.5.6 Analysis 6: Limitations of successor n-grams

Since this work has shown the effectiveness of future n-gram surprisal at predicting reading times in both self-paced and eye-tracking settings, this section explores the

\textsuperscript{32}Because accumulation did not seem to benefit PCFG surprisal in the previous chapter, future work could verify whether future non-cumulative PCFG surprisal obtains a better fit to reading times than future cumulative PCFG surprisal.
extent of the prediction in both reading time paradigms in the UCL and Natural Stories corpora. On the exploration partitions, four cumulative 5-gram successor predictors are tested which utilize look-ahead for 1-word, 2-words, 3-words, or 4-words. Each future n-gram variant is a forward 5-gram measure that accumulates over the given number of successor words. In the UCL eye-tracking setting, each measure only includes material up to the following fixation, so 4-word future n-grams compute future cumulative n-gram probabilities up to four words ahead, but if the upcoming saccade is only two words long, then 4-word future n-grams will only compute future n-gram probability for the upcoming two words. In the Natural Stories self-paced reading setting, each measure accumulates over increasing amounts of material after each word, so 4-word future n-grams compute future cumulative 5-gram probabilities for the 4 words after the observed word. Each future n-gram variant is evaluated based on how it improves over a baseline mixed model. The Natural Stories baseline contains fixed effects and by-subject random slopes for sentence position, word length, 5-gram surprisal, and total surprisal. The UCL baseline contains fixed effects and by-subject random slopes for sentence position, word length, region length, whether the previous word was fixated, and cumulative 5-gram surprisal.

In the UCL corpus, 2-word future n-grams provide the best fit to the data \( (p < 0.001) \) even though there are 3- and 4-word saccades in the data. In the Natural Stories corpus, 1-word future n-grams provide the best fit to the data \( (p < 0.001) \), which is in line with the findings of Angele et al. (2015). The fact that the self-paced reading results align with the masked eye-tracking results of Angele et al. (2015), while the unmasked eye-tracking results show a slightly larger predicted distance, suggests that the successor effect observed by Angele et al. may only account for a subset of the
successor influences on reading times. It’s possible that parafoveal preview, which was not possible in the masked condition of the Angele et al. (2015) study or in the Natural Stories corpus, accounts for the additional look-ahead observed in the UCL corpus (e.g., parafoveal look-ahead could help with the word following the target, and the predictive effect observed by Angele et al. could help with the next word), but additional investigation of this hypothesis is left for future work.

5.6 Discussion

While previous work has found evidence of prediction during language processing through responses to violated predictions (Wicha et al., 2004; Van Berkum et al., 2005; Fine et al., 2013; DeLong et al., 2014), the present work demonstrates that the influence of prediction can be reliably detected in reading times prior to any violation of that prediction. Other work, for example using a visual world paradigm (Altmann and Kamide, 1999; Kamide et al., 2003a; Ito and Speer, 2008), has also demonstrated predictive processing absent a prediction violation, but the present work demonstrates that such an effect is also observable in a broad-coverage self-paced reading corpus such as can be collected via Mechanical Turk.

Previous studies have claimed that a positive correlation between entropy and reading times would indicate that there is a competition cost between multiple parse hypotheses (Linzen and Jaeger, 2015), but this is not the only possible explanation for such a correlation. Instead, it seems reasonable that if readers have more uncertainty about upcoming material, they would slow their reading in order to better process the less expected information (reducing their expected per-millisecond surprise). If,
instead, readers are reasonably confident about what words they are about to en-
counter, they may speed up in order to maximize the per millisecond informativity of their observations. One extreme example of this type of speed tuning may be seen with determiners and other function words which readers are likely to skip entirely in eye-tracking analyses. This sort of tuning may be exaggerated in the moving window self-paced reading paradigm, where readers will be unable to regress if they speed past an unexpected observation, which could be why this effect shows up more strongly in self-paced reading.

The finding that future latent-variable surprisal can fit self-paced reading times even in the presence of future 5-gram surprisal suggests that humans make syntactic predictions as well as lexical predictions. And the fact that this predictivity holds even in the presence of Roark syntactic entropy suggests that sampling the conditional probability distribution with future surprisal is a robust (though possibly incomplete) means of approximating entropy. Surprisal is computationally much cheaper than entropy, and it can therefore provide samples from a much more fine-grained conditional probability distribution over possible analyses than would be practical for entropy calculation. The finding that future total Roark surprisal cannot predict reading times in the presence of good n-gram models suggests that humans predict upcoming syntactic material at a very fine-grained level. This interpretation is also supported by the fact that Linzen and Jaeger (2015) found that a very coarse entropy, computed over subcategorization frequencies over six types of syntactic constituents, was not predictive of reading times.

The finding that Roark syntactic entropy retains its reading time predictivity in the presence of future 5-gram surprisal and future latent-variable surprisal may
suggest that humans estimate their certainty about upcoming parses in a point-wise manner, meaning that they likely evaluate the likelihood of multiple parse hypotheses in parallel. Such a finding is consistent with parallel models of sentence processing but may be problematic for serial processing models. Another interpretation of this finding is that a point-wise entropy approximation is more stable and so can serve as a back-off for the less stable but more nuanced aggregate approximations provided by both the n-gram and latent-variable surprisal models. It is left to future work to differentiate between these two possibilities.

It may seem strange that total latent-variable surprisal was used in this study instead of syntactic latent-variable surprisal since the goal of moving beyond future n-gram surprisal was to capture something of syntactic entropy, which omits lexical emission probabilities; however, explorations on the development partition revealed that future total surprisal generally provides better fits to reading times than future syntactic surprisal even in the presence of future 5-gram surprisal. In any case, the goal was not necessarily to approximate Roark syntactic entropy but to capture an aspect of the uncertainty experienced by readers, of which Roark lexical entropy and Roark syntactic entropy are themselves approximations. In fact, the consistent correlation between future surprisal (both n-gram and latent-variable) and reading times compared to Roark lexical entropy suggests that fine-grained aggregate entropy approximation via future surprisal is more robust than the coarser but more intuitive point-wise lexical entropy approximation output by the Roark (2001) parser.

It is important to keep in mind that the entropy findings in this chapter are distinct from those in the entropy reduction literature. The analyses in this chapter highlight a broad-coverage correlation of fine-grained predictive entropy to self-paced
reading times and show that people slow down before areas of greater uncertainty, though they may also slow down due to larger information gains. These effects are not necessarily mutually exclusive because entropy reduction \( (\Delta H) \) deals with changes in entropy while predictive entropy deals with the overall level of uncertainty in a text. That is, an entropy reduction of \( k \) may produce the same \( k \cdot \beta_{\Delta H} \) ms effect on reading times whether the resulting entropy is low or high. However, the results in this chapter do have implications for entropy reduction since they suggest humans are sensitive to fine-grained entropy, which should be considered by psycholinguists seeking to estimate the influence of entropy reduction.

5.7 Conclusion

This chapter has replicated previous findings that single-step predictive entropy is positively correlated with reading times and presented new results that show this correlation can be cheaply approximated using both future n-gram surprisal and future latent-variable PCFG surprisal. The present results also demonstrate that approximations of entropy improve prediction of self-paced reading times as the granularity of the approximation increases. The findings in this chapter support the hypothesis of Angele et al. (2015) that single-step predictive entropy is correlated with reading times, which suggests that at least some effects that have previously been attributed to parafoveal-on-foveal influences (which cannot be present in moving window self-paced reading) may be due to effects of anticipated uncertainty.
Chapter 6: Long-distance syntactic dependencies in acquisition

Hierarchic syntax affects comprehension and production, but understandable grammar must be acquired somehow. Many previous studies have outlined syntactic acquisition models, but generally these models are built for engineering purposes (e.g., rapid deployment in low-resource languages) rather than to model the time course of linguistic development. In contrast, this chapter focuses on modeling a set of developmental phenomena that have been largely neglected by previous computational models. In particular, this chapter explores how long-distance dependencies can be acquired by human English learners at an extremely young age even in the absence of explicit cues. Developing an acquisition model that closely replicates the linguistic development of children could provide insight into which frequencies are being tracked by humans, which could help build better contextual dependencies into complexity measures such as syntactic surprisal.

6.1 Introduction

The phenomenon of filler-gap, where the argument of a predicate appears outside its canonical position in the phrase structure (e.g. [the apple], that the boy ate

*The work in this chapter was originally published in van Schijndel and Elsner (2014).
t_i was good. or [What]_i did the boy eat t_i?), has long been an object of study for syntacticians (Ross, 1967) due to its apparent processing complexity. Such complexity is due, in part, to the arbitrary length of the dependency between a filler and its gap (e.g. [the apple]_i that Mary said the boy ate t_i).

Recent studies indicate that comprehension of filler-gap constructions begins around 15 months (Seidl et al., 2003; Gagliardi et al., in prep). This finding raises the question of how such a complex phenomenon could be acquired so early since children at that age do not yet have a very advanced grasp of language (e.g. ditransitives do not seem to be generalized until at least 31 months; Goldberg et al. 2004, Bello 2012). This work shows that filler-gap comprehension in English may be acquired through learning word orderings rather than relying on hierarchical syntactic knowledge.

This work describes a cognitive model of the developmental timecourse of filler-gap comprehension with the goal of setting a lower bound on the modeling assumptions necessary for an ideal learner to display filler-gap comprehension. In particular, the model described in this paper takes chunked child-directed speech as input and learns orderings over semantic roles. These orderings then permit the model to successfully resolve filler-gap dependencies.\textsuperscript{33} Further, the model presented here is also shown to initially reflect an idiosyncratic role assignment error observed in development (e.g. A and B kradded interpreted as A kradded B; Gertner and Fisher, 2012), though after training, the model is able to avoid the error. As such, this work may be said to model a learner from 15 months to between 25 and 30 months.

\textsuperscript{33}This model does not explicitly learn gap positions, but rather assigns thematic roles to arguments based on where those arguments are expected to manifest. This approach to filler-gap comprehension is supported by findings that show people do not actually link fillers to gap positions but instead link the filler to a verb with missing arguments (Pickering and Barry, 1991)
Figure 6.1: The developmental timeline of subject (Wh-S) and object (Wh-O) wh-clause extraction comprehension suggested by experimental results (Seidl et al., 2003; Gagliardi et al., in prep). Parentheses indicate weak comprehension. The final row shows the timeline of 1-1 role bias errors (Naigles, 1990; Gertner and Fisher, 2012). Missing nodes denote a lack of studies.

6.2 Background

The developmental timeline during which children acquire the ability to process filler-gap constructions is not well understood. Language comprehension precedes production, and the developmental literature on the acquisition of filler-gap constructions is sparsely populated due to difficulties in designing experiments to test filler-gap comprehension in preverbal infants. Older studies typically looked at verbal children and the mistakes they make to gain insight into the acquisition process (de Villiers and Roeper, 1995).

Recent studies, however, indicate that filler-gap comprehension likely begins earlier than production (Seidl et al., 2003; Gagliardi and Lidz, 2010; Gagliardi et al., in prep). Therefore, studies of verbal children are probably actually testing the acquisition of production mechanisms (planning, motor skills, greater facility with lexical access, etc) rather than the acquisition of filler-gap. Note that these may be related
since filler-gap could introduce greater processing load which could overwhelm the child’s fragile production capacity (Phillips, 2010).

Seidl et al. (2003) showed that children are able to process wh-extractions from subject position (e.g. [Who]$_i$ t$_i$ ate pie?) as young as 15 months while similar extractions from object position (e.g. [What]$_i$ did the boy eat t$_i$?) remain unparsable until around 20 months of age. This line of investigation has been reopened and expanded by Gagliardi et al. (in prep) whose results suggest that the experimental methodology employed by Seidl et al. (2003) was flawed in that it presumed infants have ideal performance mechanisms. By providing more trials of each condition and controlling for the pragmatic felicity of test statements, Gagliardi et al. (in prep) provide evidence that 15-month old infants can process wh-extractions from both subject and object positions. Object extractions are more difficult to comprehend than subject extractions, however, perhaps due to additional processing load in object extractions (Gibson, 1998; Phillips, 2010). Similarly, Gagliardi and Lidz (2010) show that relativized extractions with a wh-relativizer (e.g. Find [the boy]$_i$ who t$_i$ ate the apple.) are easier to comprehend than relativized extractions with that as the relativizer (e.g. Find [the boy]$_i$ that t$_i$ ate the apple.).

Yuan et al. (2012) demonstrate that 19-month olds use their knowledge of nouns to learn both verbs and their associated argument structure. In their study, infants were shown video of a person talking on a phone using a nonce verb with either one or two nouns (e.g. Mary kradded Susan). Under the assumption that infants look longer at things that correspond to their understanding of a prompt, the infants were

$^{34}$Since the wh-phrase is in the same (or a very similar) position as the original subject when the wh-phrase takes subject position, it is not clear that these constructions are true extractions (Culicover, 2013), however, this paper will continue to refer to them as such for ease of exposition.
then shown two images that potentially depicted the described action – one picture where two actors acted independently (reflecting an intransitive proposition) and one picture where one actor acted on the other (reflecting a transitive proposition).\textsuperscript{35} Even though the infants had no extralinguistic knowledge about the verb, they consistently treated the verb as transitive if two nouns were present and intransitive if only one noun was present.

Similarly, Gertner and Fisher (2012) show that intransitive phrases with conjoined subjects (e.g. John and Mary gorped) are given a transitive interpretation (i.e. John gorped Mary) at 21 months (henceforth termed ‘1-1 role bias’), though this effect is no longer present at 25 months (Naigles, 1990). This finding suggests both that learners will ignore canonical structure in favor of using all possible arguments and that children have a bias to assign a unique semantic role to each argument. It is important to note, however, that cross-linguistically children do not seem to generalize beyond two arguments until after at least 31 months of age (Goldberg et al., 2004; Bello, 2012), so a predicate occurring with three nouns would still likely be interpreted as merely transitive rather than ditransitive.

Computational modeling provides a way to test the computational level of processing (Marr, 1982). That is, given the input (child-directed speech, adult-directed speech, and environmental experiences), it is possible to probe the computational processes that result in the observed output. However, previous computational models of grammar induction (Klein and Manning, 2004), including infant grammar induction (Kwiatkowski et al., 2012), have not addressed filler-gap comprehension.\textsuperscript{36}

\textsuperscript{35}There were two actors in each image to avoid biasing the infants to look at the image with more actors.

\textsuperscript{36}Joshi et al. (1990) and subsequent work show that filler-gap phenomena can be formally captured by mildly context-sensitive grammar formalisms; these have the virtue of scaling up to adult
Table 6.1: An example of a chunked sentence (Susan said John gave the girl a red book) with the sentence positions labelled. Nominal heads of noun chunks are in bold.

The closest work to that presented here is the work on BabySRL (Connor et al., 2008, 2009, 2010). BabySRL is a computational model of semantic role acquisition using a similar set of assumptions to the current work. BabySRL learns weights over ordering constraints (e.g. preverbal, second noun, etc.) to acquire semantic role labelling while still exhibiting 1-1 role bias. However, no analysis has evaluated the ability of BabySRL to acquire filler-gap constructions. Further comparison to BabySRL may be found in Section 6.6.

6.3 Assumptions

The present work restricts itself to acquiring filler-gap comprehension in English. The model presented here learns a single, non-recursive ordering for the semantic roles in each sentence relative to the verb since several studies have suggested that early child grammars may consist of simple linear grammars that are dictated by semantic roles (Diessel and Tomasello, 2001; Jackendoff and Wittenberg, in press). This work assumes learners can already identify nouns and verbs, which is supported by Shi et al. (1999) who show that children at an extremely young age can distinguish between content and function words and by Waxman and Booth (2001) who show that children grammar, but due to their complexity, do not seem to have been described as models of early acquisition.
can distinguish between different types of content words. Further, since Waxman and Booth (2001) demonstrate that, by 14 months, children are able to distinguish nouns from modifiers, this work assumes learners can already chunk nouns and access the nominal head. To handle recursion, this work assumes that children treat the final verb in each sentence as the main verb (implicitly assuming sentence segmentation), which ideally assigns roles to each of the nouns in the sentence.

Due to the findings of Yuan et al. (2012) that children use knowledge of nouns to acquire verbal argument structure, this work adopts a ‘syntactic bootstrapping’ theory of acquisition (Gleitman, 1990), where structural properties (e.g. number of nouns) inform the learner about semantic properties of a predicate (e.g. how many semantic roles it confers). Since infants infer the number of semantic roles, this work further assumes they already have expectations about where these roles tend to be realized in sentences, if they appear. These positions may correspond to different semantic roles for different predicates (e.g. the subject of run and of melt); however, the role for predicates with a single argument is usually assigned to the noun that precedes the verb while a second argument is usually assigned after the verb. The semantic properties of these roles may be learned lexically for each predicate, but that is beyond the scope of this work. Therefore, this work uses syntactic and semantic roles interchangeably (e.g. subject and agent).

Finally, following the finding by Gertner and Fisher (2012) that children interpret intransitives with conjoined subjects as transitives, this work assumes that semantic roles have a one-to-one correspondence with nouns in a sentence (similarly used as a soft constraint in the semantic role labelling work of Titov and Klementiev, 2012).
Table 6.2: Initial values for the mean ($\mu$), standard deviation ($\sigma$), and prior ($\pi$) of each Gaussian as well as the skip penalty ($\Phi$) used in this paper.

<table>
<thead>
<tr>
<th></th>
<th>$\mu$</th>
<th>$\sigma$</th>
<th>$\pi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_{SC}$</td>
<td>-1</td>
<td>0.5</td>
<td>.999</td>
</tr>
<tr>
<td>$G_{SN}$</td>
<td>-1</td>
<td>3</td>
<td>.001</td>
</tr>
<tr>
<td>$G_{OC}$</td>
<td>1</td>
<td>0.5</td>
<td>.999</td>
</tr>
<tr>
<td>$G_{ON}$</td>
<td>1</td>
<td>3</td>
<td>.001</td>
</tr>
<tr>
<td>$\Phi$</td>
<td></td>
<td></td>
<td>.00001</td>
</tr>
</tbody>
</table>

6.4 Model

The model represents the preferred locations of semantic roles relative to the verb as distributions over real numbers. This idea is adapted from Boersma (1997) who uses it to learn constraint rankings in optimality theory.

In this work, the final (main) verb is placed at position 0; words (and chunks) before the verb are given progressively more negative positions, and words after the verb are given progressively more positive positions (see Table 6.1). Learner expectations of where an argument will appear relative to the verb are modelled as two-component Gaussian mixtures: one mixture of Gaussians ($G_s$) corresponds to the subject argument, another ($G_o$) corresponds to the object argument. There is no mixture for a third argument since children do not generalize beyond two arguments until later in development (Goldberg et al., 2004; Bello, 2012).

One component of each mixture learns to represent the canonical position for the argument ($G_{c}$) while the other ($G_{n}$) represents some alternate, non-canonical position such as the filler position in filler-gap constructions. To reflect the fact that learners have had 15 months of exposure to their language before acquiring filler-gap,
Figure 6.2: Visual representations of (Left) the initial model’s expectations of where arguments will appear, given the initial parameters in Table 6.2 and (Right) the converged model’s expectations of where arguments will appear.

the mixture is initialized so that there is a stronger probability associated with the canonical Gaussian than with the non-canonical Gaussian of each mixture. Finally, the one-to-one role bias is explicitly encoded such that the model cannot use a label that has already been used elsewhere in the sentence.

Thus, the initial model conditions (see Figure 6.2) are most likely to realize an SVO ordering, although it is possible to obtain SOV (by sampling a negative number from the blue curve) or even OSV (by also sampling the red curve very close to 0). The model is most likely to hypothesize a preverbal object when it has already assigned the subject role to something and, in addition, there is no postverbal noun competing for the object label. In other words, the model infers that an object extraction may have occurred if there is a ‘missing’ postverbal argument.

Akhtar (1999) finds that learners may not have strong expectations of canonical argument positions until four years of age, but the results of the current study are extremely robust to changes in initialization, as discussed in Section 6.7 of this paper, so this assumption is mostly adopted for ease of exposition.
Finally, the probability of a given sequence is the product of the label probabilities for the component argument positions (e.g. $G_{SC}$ generating an argument at position -2, etc). Since many sentences have more than two nouns, the model is allowed to skip nouns by multiplying a penalty term ($\Phi$) into the product for each skipped noun; the cost is set at 0.00001 for this study, though see Section 6.7 for a discussion of the constraints on this parameter. See Table 6.2 for initialization parameters and Figure 6.2 for a visual representation of the initial expectations of the model.

This work uses a model with 2-component mixtures for both subjects and objects (termed the symmetric model). This formulation achieves the best fit to the training data according to the Bayesian Information Criterion (BIC).\(^{38}\) However, follow-up experiments find that the non-canonical subject Gaussian only improves the likelihood of the data by erroneously modeling postverbal nouns in imperative statements. The lack of a canonical subject in English imperatives allows the model to improve the likelihood of the data by using the non-canonical subject Gaussian to capture fictitious postverbal arguments. When imperatives are filtered out of the training corpus, the symmetric model obtains a worse BIC fit than a model that lacks the non-canonical subject Gaussian. Therefore, if one makes the assumption that imperatives are prosodically-marked for learners (e.g. the learner is the implicit subject), the best model is one that lacks a non-canonical subject.\(^{39}\) The remainder of this paper assumes a symmetric model to demonstrate what happens if such an assumption is not made; for the evaluations described in this paper, the results are similar in either case.

\(^{38}\)The BIC rewards improved log-likelihood but penalizes increased model complexity.

\(^{39}\)This finding suggests that a Dirichlet Process or other means of dynamically determining the number of components in each mixture would converge to a model that lacks non-canonical subjects if imperative filtering were employed.
This model differs from other non-recursive computational models of grammar induction (e.g. Goldwater and Griffiths, 2007) since it is not based on Hidden Markov Models. Instead, it determines the best ordering for the sentence as a whole. This approach bears some similarity to a Generalized Mallows model (Chen et al., 2009), but the current formulation was chosen due to being independently posited as cognitively plausible (Boersma, 1997).

Figure 6.2 (Right) shows the converged, final state of the model. The model expects the first argument (usually agent) to be assigned preverbally and expects the second (say, patient) to be assigned postverbally; however, there is now a larger chance that the second argument will appear preverbally.

6.5 Evaluation

The model in this work is trained using transcribed child-directed speech (CDS) from the BabySRL portions (Connor et al., 2008) of CHILDES (MacWhinney, 2000). Chunking is performed using a basic noun-chunker from NLTK (Bird et al., 2009). Based on an initial analysis of chunker performance, yes is hand-corrected to not be a noun. Poor chunker performance is likely due to a mismatch in chunker training and testing domains (Wall Street Journal text vs transcribed speech), but chunking noise may be a good estimation of learner uncertainty, so the remaining text is left uncorrected. All noun phrase chunks are then replaced with their final noun (presumed the head) to approximate the ability of children to distinguish nouns from modifiers (Waxman and Booth, 2001). Finally, for each sentence, the model assigns sentence positions to each word with the final verb at zero.
Viterbi Expectation-Maximization is performed over each sentence in the corpus to infer the parameters of the model. During the Expectation step, the model uses the current Gaussian parameters to label the nouns in each sentence with argument roles. Since the model is not lexicalized, these roles correspond to the semantic roles most commonly associated with subject and object. The model then chooses the best label sequence for each sentence.

These newly labelled sentences are used during the Maximization step to determine the Gaussian parameters that maximize the likelihood of that labelling. The mean of each Gaussian is updated to the mean position of the words it labels. Similarly, the standard deviation of each Gaussian is updated with the standard deviation of the positions it labels. A learning rate of 0.3 is used to prevent large parameter jumps. The prior probability of each Gaussian is updated as the ratio of that Gaussian’s labellings to the total number of labellings from that mixture in the corpus:

$$\pi_{\rho\theta} = \frac{|G_{\rho\theta}|}{|G_{\rho}|}$$

(6.1)

where $\rho \in \{S, O\}$ and $\theta \in \{C, N\}$.

Best results seem to be obtained when the skip-penalty is loosened by an order of magnitude during testing. Essentially, this forces the model to tightly adhere to the perceived argument structure during training to learn more rigid parameters, but the model is allowed more leeway to skip arguments it has less confidence in during testing. Convergence (see Figure 6.2) tends to occur after four iterations but can take up to ten iterations depending on the initial parameters.
Table 6.3: Overall accuracy on the Eve and Adam sections of the BabySRL corpus. Bottom rows reflect accuracy when non-agent roles are collapsed into a single role. Note that improvements are numerically slight since filler-gap is relatively rare (Schuler, 2011). *p << .01

<table>
<thead>
<tr>
<th></th>
<th>Eve (n = 4820)</th>
<th>Adam (n = 4461)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>Initial</td>
<td>.54</td>
<td>.64</td>
</tr>
<tr>
<td>Trained</td>
<td>.52</td>
<td>.69</td>
</tr>
<tr>
<td>Initialc</td>
<td>.56</td>
<td>.66</td>
</tr>
<tr>
<td>Trainedc</td>
<td>.54</td>
<td>.71</td>
</tr>
</tbody>
</table>

Table 6.4: (Above) Filters to extract filler-gap constructions: A) the subject and verb are not adjacent, B) the object precedes the verb. (Below) Filler-gap accuracy on the Eve and Adam sections of the BabySRL corpus when non-agent roles are collapsed into a single role. *p << .01

Since the model is unsupervised, it is trained on a given corpus (e.g. Eve) before being tested on the role annotations of that same corpus. The Eve corpus was used for development purposes,\(^40\) and the Adam data was used only for testing.

For testing, this study uses the semantic role annotations in the BabySRL corpus. These annotations were obtained by automatically semantic role labelling portions of

\(^{40}\)This is included for transparency, though the initial parameters have very little bearing on the final results as stated in Section 6.7, so the danger of overfitting to development data is very slight.
Table 6.5: (Left) Subject-extraction accuracy and object-extraction accuracy and (Right) Wh-relative accuracy and that-relative accuracy; calculated over the Eve and Adam sections of the BabySRL corpus with non-agent roles collapsed into a single role. †p = .02 *p << .01

<table>
<thead>
<tr>
<th></th>
<th>P</th>
<th>R</th>
<th>F</th>
<th></th>
<th>P</th>
<th>R</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eve</td>
<td></td>
<td></td>
<td></td>
<td>Eve</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Subj (n = 691)</td>
<td>Obj (n = 654)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial, c</td>
<td>.66</td>
<td>.83</td>
<td>.74</td>
<td>.35</td>
<td>.31</td>
<td>.33</td>
<td></td>
</tr>
<tr>
<td>Trained, c</td>
<td>.64</td>
<td>.84</td>
<td>.72</td>
<td>.45</td>
<td>.52</td>
<td>.48</td>
<td></td>
</tr>
<tr>
<td>Adam</td>
<td></td>
<td></td>
<td></td>
<td>Adam</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Subj (n = 886)</td>
<td>Obj (n = 1050)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial, c</td>
<td>.69</td>
<td>.81</td>
<td>.74</td>
<td>.33</td>
<td>.27</td>
<td>.30</td>
<td></td>
</tr>
<tr>
<td>Trained, c</td>
<td>.66</td>
<td>.81</td>
<td>.73</td>
<td>.44</td>
<td>.48</td>
<td>.46</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eve</td>
<td>Wh- (n = 689)</td>
<td>That (n = 125)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial, c</td>
<td>.63</td>
<td>.45</td>
<td>.53</td>
<td>.43</td>
<td>.48</td>
<td>.45</td>
<td></td>
</tr>
<tr>
<td>Trained, c</td>
<td>.73</td>
<td>.75</td>
<td>.74</td>
<td>.44</td>
<td>.57</td>
<td>.50</td>
<td></td>
</tr>
<tr>
<td>Adam</td>
<td>Wh- (n = 748)</td>
<td>That (n = 189)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial, c</td>
<td>.50</td>
<td>.37</td>
<td>.42</td>
<td>.50</td>
<td>.50</td>
<td>.50</td>
<td></td>
</tr>
<tr>
<td>Trained, c</td>
<td>.61</td>
<td>.65</td>
<td>.63</td>
<td>.47</td>
<td>.56</td>
<td>.51</td>
<td></td>
</tr>
</tbody>
</table>

CHILDES with the system of Punyakanok et al. (2008) before roughly hand-correcting them (Connor et al., 2008). The BabySRL corpus is annotated with 5 different roles, but the model described in this paper only uses 2 roles. Therefore, overall accuracy results (see Table 6.3) are presented both for the raw BabySRL corpus and for a collapsed BabySRL corpus where all non-agent roles are collapsed into a single role (denoted by a subscript c in all tables).

Since children do not generalize above two arguments during the modelled age range (Goldberg et al., 2004; Bello, 2012), the collapsed numbers more closely reflect the performance of a learner at this age than the raw numbers. The increase in accuracy obtained from collapsing non-agent arguments indicates that children may
initially generalize incorrectly to some verbs and would need to learn lexically-specific role assignments (e.g. double-object constructions of give). Since the current work is interested in general filler-gap comprehension at this age, including over unknown verbs, the remaining analyses in this paper consider performance when non-agent arguments are collapsed.41

Next, a filler-gap version of the BabySRL corpus is created using a coarse filtering process: the new corpus is comprised of all sentences where an associated object precedes the final verb and all sentences where the relevant subject is not immediately followed by the final verb (see Table 6.4). For these filler-gap evaluations, the model is trained on the full version of the corpus in question (e.g. Eve) before being tested on the filler-gap subset of that corpus. The overall results of the filler-gap evaluation (see Table 6.4) indicate that the model improves significantly at parsing filler-gap constructions after training.

The performance of the model on role-assignment in filler-gap constructions may be analyzed further in terms of how the model performs on subject-extractions compared with object-extractions and in terms of how the model performs on that-relatives compared with wh-relatives (see Table 6.5).

The model actually performs worse at subject-extractions after training than before training. This is unsurprising because, prior to training, subjects have little-to-no competition for preverbal role assignments; after training, there is a preverbal extracted object category, which the model can erroneously use. This slight, though significant in Eve, deficit is counter-balanced by a very substantial and significant improvement in object-extraction labelling accuracy.

41 Though performance is slightly worse when arguments are not collapsed, all the same patterns emerge.
Similarly, training confers a large and significant improvement for role assignment in wh-relative constructions, but it yields less of an improvement for that-relative constructions. This difference mimics a finding observed in the developmental literature where children seem slower to acquire comprehension of that-relatives than of wh-relatives (Gagliardi and Lidz, 2010).

6.6 Comparison to BabySRL

The acquisition of semantic role labelling (SRL) by the BabySRL model (Connor et al., 2008, 2009, 2010) bears many similarities to the current work and is, to our knowledge, the only comparable line of inquiry to the current one. The primary function of BabySRL is to model the acquisition of semantic role labelling while making an idiosyncratic error which infants also make (Gertner and Fisher, 2012), the 1-1 role bias error (John and Mary gorped interpreted as John gorped Mary). Similar to the model presented in this paper, BabySRL is based on simple ordering features such as argument position relative to the verb and argument position relative to the other arguments.

This section will demonstrate that the model in this paper initially reflects 1-1 role bias comparably to BabySRL, though it progresses beyond this bias after training. Further, the model in this paper is able to reflect the concurrent acquisition of filler-gap whereas BabySRL does not seem well-suited to such a task. Finally, BabySRL performs undesirably in intransitive settings whereas the model in this paper does not.

42 All evaluations in this section are preceded by training on the chunked Eve corpus.
Connor et al. (2008) demonstrate that a supervised perceptron classifier, based on positional features and trained on the silver role label annotations of the BabySRL corpus, manifests 1-1 role bias errors. Follow-up studies show that supervision may be lessened (Connor et al., 2009) or removed (Connor et al., 2010) and BabySRL will still reflect a substantial 1-1 role bias.

Connor et al. (2008) and Connor et al. (2009) run direct analyses of how frequently their models make 1-1 role bias errors. A comparable evaluation may be run on the current model by generating 1000 sentences with a structure of NNV and reporting how many times the model chooses a subject-first labelling (see Table 6.6). The results of Connor et al. (2008) and Connor et al. (2009) depend on whether BabySRL uses argument-argument relative position as a feature or argument-verb relative position as a feature (there is no combined model). Further, the model presented here from Connor et al. (2009) has a unique argument constraint, similar to the model in this paper, in order to make comparison as direct as possible.

The 1-1 role bias error rate (before training) of the model presented in this paper is comparable to that of Connor et al. (2008) and Connor et al. (2009), which shows that the current model provides comparable developmental modeling benefits to the BabySRL models. Further, similar to real children (see Figure 6.1) the model presented in this paper develops beyond this error by the end of its training, whereas the BabySRL models still make this error after training.

43While Table 6.6 analyzes erroneous labellings of NNV structure, the ‘Obj’ column of Table 6.5 (Left) shows model accuracy on NNV structures.

44It is important to note that the unique argument constraint prevents the current model from actually getting the correct, conjoined-subject parse, but it no longer exhibits agent-first bias, an important step for acquiring passives, which occurs between 3 and 4 years (Thatcher et al., 2008).
Table 6.6: 1-1 role bias error in this model compared to the models of Connor et al. (2008) and Connor et al. (2009). That is, how frequently each model labelled an NNV sentence SOV. Since the Connor et al. models are perceptron-based, they require both arguments be labelled. The model presented in this paper does not share this restriction, so the raw error rate for this model is presented in the first two lines; the error rate once this additional restriction is imposed is given in the second two lines.

<table>
<thead>
<tr>
<th>Error rate</th>
<th>Initial</th>
<th>Trained</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.36</td>
<td>.11</td>
</tr>
<tr>
<td>Initial (given 2 args)</td>
<td>.66</td>
<td>.13</td>
</tr>
<tr>
<td>Trained (given 2 args)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2008 arg-arg position</td>
<td>.65</td>
<td></td>
</tr>
<tr>
<td>2008 arg-verb position</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>2009 arg-arg position</td>
<td>.82</td>
<td></td>
</tr>
<tr>
<td>2009 arg-verb position</td>
<td>.63</td>
<td></td>
</tr>
</tbody>
</table>

Connor et al. (2010) look at how frequently their model correctly labels the agent in transitive and intransitive sentences with unknown verbs (to demonstrate that it exhibits an agent-first bias). This evaluation can be replicated for the current study by generating 1,000 sentences with the transitive form of NVN and a further 1,000 sentences with the intransitive form of NV (see Table 6.7).

Since Connor et al. (2010) investigate the effects of different initial lexicons, this evaluation compares against the resulting BabySRL from each initializer: they initially seed their part-of-speech tagger with either the 10 or 365 most frequent nouns in the corpus or they dispense with the tagger and use gold part-of-speech tags.

As with subject extraction, the model in this paper gets less accurate after training because of the newly minted extracted object category that can be mistakenly used in these canonical settings. While the model of Connor et al. (2010) outperforms the
Table 6.7: Agent-prediction recall accuracy in transitive (NVN) and intransitive (NV) settings of the model presented in this paper (middle) and the combined model of Connor et al. (2010) (bottom), which has features for argument-argument relative position as well as argument-predicate relative position and so is closest to the model presented in this paper.

<table>
<thead>
<tr>
<th></th>
<th>NVN</th>
<th>NV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sents in Eve</td>
<td>1173</td>
<td>1513</td>
</tr>
<tr>
<td>Sents in Adam</td>
<td>1029</td>
<td>1353</td>
</tr>
<tr>
<td>Initial</td>
<td>.67</td>
<td>1</td>
</tr>
<tr>
<td>Trained</td>
<td>.65</td>
<td>.96</td>
</tr>
<tr>
<td>Weak (10) lexical</td>
<td>.71</td>
<td>.59</td>
</tr>
<tr>
<td>Strong (365) lexical</td>
<td>.74</td>
<td>.41</td>
</tr>
<tr>
<td>Gold Args</td>
<td>.77</td>
<td>.58</td>
</tr>
</tbody>
</table>

model presented here when in a transitive setting, their model does much worse in an intransitive setting. The difference in transitive settings stems from increased lexicalization, as is apparent from their results alone; the model presented here initially performs close to their weakly lexicalized model, though training impedes agent-prediction accuracy due to an increased probability of non-canonical objects.

For the intransitive case, however, whereas the model presented in this paper is generally able to successfully label the lone noun as the subject, the model of Connor et al. (2010) chooses to label lone nouns as objects about 40% of the time. This likely stems from their model’s reliance on argument-argument relative position as a feature; when there is no additional argument to use for reference, the model’s accuracy decreases. This is borne out by their model (not shown in Table 6.7) that omits the argument-argument relative position feature and solely relies on verb-argument position, which achieves up to 70% accuracy in intransitive settings. Even in that case,
however, BabySRL still chooses to label lone nouns as objects 30% of the time. The fact that intransitive sentences are more common than transitive sentences in both the Eve and Adam sections of the BabySRL corpus suggests that learners should be more likely to assign correct roles in an intransitive setting, which is not reflected in the BabySRL results.

The overall reason for the different results between the current work and BabySRL is that BabySRL relies on positional features that measure the relative position of two individual elements (e.g. where a given noun is relative to the verb). Since the model in this paper operates over global orderings, it implicitly takes into account the positions of other nouns as it models argument position relative to the verb; object and subject are in competition as labels for preverbal nouns, so a preverbal object is usually only assigned once a subject has already been detected.

Further, while BabySRL consistently reflects 1-1 role bias (corresponding to a pre 25-month old learner), it also learns to productively label five roles, which developmental studies have shown does not take place until at least 31 months (Goldberg et al., 2004; Bello, 2012). Finally, it does not seem likely that BabySRL could be easily extended to capture filler-gap acquisition. The argument-verb position features impede acquisition of filler-gap by classifying preverbal arguments as agents, and the argument-argument position features inhibit accurate labelling in intransitive settings and result in an agent-first bias which would tend to label extracted objects as agents.

In fact, these observations suggest that any linear classifier which relies on positioning features will have difficulties modeling filler-gap acquisition.

In sum, the unlexicalized model presented in this paper is able to achieve greater labelling accuracy than the lexicalized BabySRL models in intransitive settings, though
this model does perform slightly worse in the less common transitive setting. Further, the unsupervised model in this paper initially reflects developmental 1-1 role bias as well as the supervised BabySRL models, and it is able to progress beyond this bias. Finally, unlike BabySRL, the model presented here provides a cognitive model of the acquisition of filler-gap comprehension, which BabySRL does not seem well-suited to model.

6.7 Discussion

This paper has presented a simple cognitive model of filler-gap acquisition, which is able to capture several findings from developmental psychology. Training significantly improves role labelling in the case of object-extractions, which improves the overall accuracy of the model. This boost is accompanied by a slight decrease in labelling accuracy in subject-extraction settings. The asymmetric ease of subject versus object comprehension is well-documented in both children and adults (Gibson, 1998), and while training improves the model’s ability to process object-extractions, there is still a gap between object-extraction and subject-extraction comprehension even after training.

Further, the model exhibits better comprehension of wh-relatives than that-relatives similar to children (Gagliardi and Lidz, 2010). This could also be an area where a lexicalized model could do better. As Gagliardi and Lidz (2010) point out, whereas wh-relatives such as who or which always signify a filler-gap construction, that can occur for many different reasons (demonstrative, determiner, complementizer, etc) and so is a much weaker filler-gap cue. A lexical model could potentially pick up
on clues which could indicate when that is a relativizer or simply improve on its comprehension of wh-relatives even more.

It is interesting to note that the current model does not make use of that as a cue at all and yet is still slower at acquiring that-relatives than wh-relatives. This fact suggests that the findings of Gagliardi and Lidz (2010) may be partially explained by a frequency effect: perhaps the input to children is simply biased such that wh-relatives are much more common than that-relatives (as shown in Table 6.5).

This model also initially reflects the 1-1 role bias observed in children (Gertner and Fisher, 2012) as well as previous models (Connor et al., 2008, 2009, 2010) without sacrificing accuracy in canonical intransitive settings.

Finally, this model is extremely robust to different initializations. The canonical Gaussian expectations can begin far from the verb (±3) or close to the verb (±0.1), and the standard deviations of the distributions and the skip-penalty can vary widely; the model always converges to give comparable results to those presented here. The only constraint on the initial parameters is that the probability of the extracted object occurring preverbally must exceed the skip-penalty (i.e. extraction must be possible).

In short, this paper describes a simple, robust cognitive model of the development of a learner between 15 months until somewhere between 25- and 30-months old (since 1-1 role bias is no longer present but no more than two arguments are being generalized).

In future, it would be interesting to incorporate lexicalization into the model presented in this paper, as this feature seems likely to bridge the gap between this model and BabySRL in transitive settings. Lexicalization should also help further distinguish modifiers from arguments and improve the overall accuracy of the model.
It would also be interesting to investigate how well this model generalizes to languages besides English. Since the model is able to use the verb position as a semi-permeable boundary between canonical subjects and objects, it may not work as well in verb-final languages, and thus makes the prediction that filler-gap comprehension may be acquired later in development in such languages due to a greater reliance on hierarchical syntax.

Ordering is one of the defining characteristics of a language that must be acquired by learners (e.g. SVO vs SOV), and this work shows that filler-gap comprehension can be acquired as a by-product of learning orderings rather than having to resort to higher-order syntax. Note that this model cannot capture the constraints on filler-gap usage which require a hierarchical grammar (e.g. subjacency), but such knowledge is really only needed for successful production of filler-gap constructions, which occurs much later (around 5 years; de Villiers and Roeper, 1995). Further, the kind of ordering system proposed in this paper may form an initial basis for learning such grammars (Jackendoff and Wittenberg, in press).
Chapter 7: Conclusion

This work presented an accurate syntactic parser that estimates a variety of incremental complexity metrics based on syntactic occurrence frequencies (e.g., entropy reduction, PCFG surprisal). This work then identified an inconsistency in how surprisal is applied during reading time prediction. By summing n-gram surprisal over first-pass regions, the measure obtains a much better fit to reading times, even to the extent that syntactic PCFG surprisal becomes only weakly predictive of reading times.

However, this thesis demonstrated that predictive PCFG entropy correlates with reading times and that future PCFG surprisal may be used as a cheaper (though possibly incomplete) single-step predictive entropy approximation than the hallucinatory point-wise approximation that is more commonly used (e.g., by the Roark, 2001, parser). Further, this work has shown that approximating entropy with a finer-grained language model provides a better correlation to reading times than coarser language models, necessitating the use of surprisal as an entropy approximation. In addition, this work corroborated findings by Angele et al. (2015) that uncertainty about lexical frequencies only seems to extend to the one or two words following a fixated word, suggesting that single-step predictive entropy has theoretical validity.
as a reading time predictor, and highlighting a possible confound for studies looking for parafoveal-on-foveal processing effects.

Finally, this work presented a proof-of-concept statistical long-distance dependency acquisition model that can unify findings from the child language acquisition literature by replicating the developmental timeline of young English learners. Such a model could provide the basis for a system that could ultimately be used to acquire hierarchical syntax through an initial sensitivity to linear lexical frequencies.

In sum, this thesis has presented evidence that lexical and syntactic frequencies independently influence predictions of upcoming material and independently influence reading times of observed material. This work has provided a tool for easily estimating those influences and has suggested a means by which hierarchical syntax could be acquired by humans through sensitivity to linear lexical frequencies.
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