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Abstract

The moments exerted by viscous fluids in cylindrical payloads can cause severe flight instabilities of liquid-filled projectiles. This study is concerned with the calculations of these moments for a spinning and coning payload having the following configurations: (1) A single fluid in a completely filled cylinder. (2) A single fluid in a cylinder containing a coaxial rod. (3) A single fluid in a partially filled cylinder. Small percentages of air inclusion during production essentially lead to this case. (4) Two immiscible fluids of different density and viscosity in a completely filled cylinder. Since a negative roll moment is caused by shear stresses at the cylinder wall, a heavy low-viscosity additive can reduce this moment. The viscous fluid motions, and consequently the moments, are analyzed with numerical methods based on spatial eigenfunction expansions (for the linearized problems) or spectral techniques (for the linear and nonlinear problems). For completely filled cylinders, it is found that the yaw and roll moments acquire maxima at critical aspect ratios (i.e. ratio of length to diameter of the cylinder) as the Reynolds number is increased. Similar results are found for the other configurations, but now at critical fill ratios (i.e. ratio of the volume of one fluid to the volume of the cylinder) for a given aspect ratio. These maxima are due to resonant inertial
waves. The inviscid fluid motions for the various configurations are also analyzed by eigenfunction expansions for the linearized equations and their solutions, in analytical form, provide criteria for the onset of resonance. Spectral techniques are used to investigate the effect of nonlinearities on the moments, and to calculate the pitch moment accurately since unlike the roll and yaw moments it is only partially predicted by linear theory. Comparisons of the linear and nonlinear results reveal that nonlinear effects are negligible for all practical applications.
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CHAPTER I

Introduction

1.1 Objective

In this era of increasing demand in space exploration and advancing aerospace technology, the study of rotating flows becomes increasingly important to gain insights into how to design aerospace vehicles or devices that involve such flow phenomena. Liquid-filled projectiles are examples of such devices. They are spun for the purposes of reducing aerodynamic drag forces on one hand and to assuring dynamical stability on the other. When released into the air after the initial spin-up motion, the projectile acquires a combined motion of spinning and nutating under the action of aerodynamic forces. The coning motion of the projectile about its trajectory is primarily responsible for the deviation of the motion of the liquid payload from solid-body rotation.

Liquid-filled projectiles are known to experience severe dynamical instabilities due to the motion of their liquid payloads. These instabilities are characterized by a rapid growth of the yaw angle and sometimes a substantial loss in the spin rate.
Two types of instabilities are currently understood for cylindrical containers with complete fill of a homogeneous fluid. Instability can be caused by resonance with inertial waves at critical coning frequencies (ratio of coning rate $\Omega$ to spinning rate $\omega$). This instability is most pronounced for low-viscosity fluids and is known to strongly depend on the aspect ratio (ratio of length to diameter) of the payload cylinder. For a given frequency, the aspect ratio is usually properly chosen to avoid resonance. The second type of instability is related to the viscous stresses exerted by the fluid on the walls of the container. This type of instability is associated with a rapid despin of the container and is most pronounced for high-viscosity fluids.

Our main goal in studying the above flow configurations is to gain insight and analytical capabilities for the design of stable configurations. While a central rod or partial fill may serve to intentionally change liquid moments and resonant frequencies, partial fills are also frequent off-design products. Fills with two immiscible fluids, and with a low-viscosity fluid in contact with the side wall might lessen the viscous shear stresses and thereby reduce the despin rate and ultimately eliminate the viscous type instability.

1.2 Literature Review

The analysis of liquid moments for engineering design is based throughout on the quasi-steady motion in the aeroballistic system where the coning and spin rates are constant. Theoretical and computational analyses of the flow in liquid-
filled cylinders in the large range of relevant Reynolds numbers require proper approximations. The boundary-layer approximation is the basis of the Stewartson-Wedemeyer theory (Stewartson 1959; Wedemeyer 1966). Since this approximation is only valid for flows at sufficiently large Reynolds numbers, the theory is primarily suited to predict the instability caused by inertial waves. Analysis based on the Navier-Stokes equations (Herbert & Li 1987, Herbert & Li 1990) shows, however, that resonance with inertial waves may severely influence the liquid moments at Reynolds numbers as low as $Re = 100$.

Another common approximation is the linearization of the Navier-Stokes equations when the nutation angle is sufficiently small. Linearization based on the parameter $\epsilon = \tau \sin \theta$, where $\tau$ is the coning frequency $\Omega/\omega$ and $\theta$ is the nutation angle, and the assumption of infinitely long cylinders are the basis of the analytical approach undertaken by Herbert (1985). Though valid for any Reynolds number, this theory can only hold for sufficiently large aspect ratios and it cannot be utilized to predict instability caused by resonance with inertial waves which depends on this length. However, estimates of the moments based on this theory for cylinders of large aspect ratios can be obtained at negligible cost.

An alternative approach to solving the linearized Navier-Stokes equations has been suggested by Hall, Sedney, and Gerber (1987, 1990). This approach expands velocity components and pressure in a series of products of trigonometric functions in axial direction and radial “eigenfunctions” that satisfy homogeneous boundary
conditions at the side wall. The expansion coefficients of the series can be found from the boundary conditions at the end walls by collocation or least squares method. While this method has the potential of treating both types of instabilities, its shortcoming is in the numerical determination of eigenvalues and eigenfunctions. Practical application is restricted to the range up to $Re = 1000$ and CPU times of $10 - 1800$ seconds per solution on a VAX 8600 computer.

For given parameters, the eigenvalues for the expansion of Hall et al. (1987) are obtained by iterative solution of a sixth-order complex system of ordinary differential equations. Good initial guesses are required for the iteration to converge. This problem is currently overcome by precalculating voluminous tables for interpolation of the initial estimates. The generation of these tables requires approximately 40 hours CPU time on a Cray. While this approach is successful for completely filled cylinders at moderate Reynolds numbers, the computational expense increases dramatically with the Reynolds number and for the configurations studied here.

We develop here an alternative approach to calculating the moments from the linearized Navier-Stokes equations. This approach is based on the observation that when using a control volume analysis to calculate the moments, these moments depend essentially on the axial velocity. We derive a single sixth-order partial differential equation for the axial velocity component. The solution to this equation is expanded in spatial eigenfunctions in the axial direction and Fourier series in
the azimuthal direction, while the radial structure is expressed in terms of Bessel functions. The eigenfunctions are given in closed form and the eigenvalues are determined by numerically solving a closed form characteristic system of equations.

The expansion coefficients are found by satisfying the boundary conditions at the side walls using either collocation or least-squares methods. This approach proves to be computationally efficient and flexible in treating other flows such as partial fill and two-fluid flows. The eigenfunctions (in the axial direction) need only be computed once to treat different configurations. The only difference is the change in boundary conditions in the radial directions.

Full Navier-Stokes solvers for completely filled cylinders have been developed by a number of investigators. Vaughn et al. (1985) employed finite difference techniques and Chorin’s method of artificial compressibility to solve for the steady flow quantities by integrating typically over $10^4$ to $8 \cdot 10^4$ time steps. Strikwerda & Nagel (1985) developed a code using finite differences in the radial and axial directions, and pseudospectral differencing in the azimuthal direction. The difference equations are solved by the method of successive over relaxation. Rosenblat et al. (1986) developed a finite element code to study the effect of viscoelasticity at small Reynolds numbers. Herbert & Li (1987, 1990) employed spectral techniques to solve the steady state Navier-Stokes equations. Each flow quantity is approximated by a triple series of Chebyshev polynomials in the radial and axial directions and Fourier functions in the azimuthal direction. The expansion coefficients are
determined by satisfying the governing equations and boundary conditions by collocation. This approach proved to be very powerful in studying the anatomy of the flow in completely filled cylinders and in predicting moments. We will use this approach here to study the effect of nonlinearity on the moments for the various configurations and for the purpose of flow visualizations.
CHAPTER II

Mathematical formulations

2.1 Governing equations

We consider the flows of incompressible viscous fluids in various configurations inside a cylinder of radius $a$ and length $2c$. The cylinder can be completely or partially filled with a single fluid, contain a central rod of radius $a_0 < a$ and one fluid, or contain two immiscible fluids of different densities and viscosities. The cylinder rotates about its axis at the spin rate $\omega$ and rotates at the coning rate $\Omega$ about a nutation axis that passes through its center. The angle between nutation axis and spin axis is denoted by $\theta$ as shown in figure 2.1. For this study, it is assumed that the coning rate $\Omega$, the spin rate $\omega$, and the nutation angle $\theta$ are constant.

Under the influence of centrifugal forces, the heavy fluid accumulates at the side walls while the lighter fluid or the void surrounds the cylinder axis. For convenience, we adopt the notion of an inner region, characterized by the index $0$, that contains the inner fluid, void, or the central rod and an outer region,
characterized by the index 1, that contains the outer fluid. In case of completely filled cylinders, there is only one region and it can be either the inner or outer region. While we need to solve for the inner solution in case of two-fluid flow, the inner solution for the flow in partially filled cylinders is meaningless and that in cylinders with a central rod is due to solid body rotation and therefore is known. The location of the void-fluid or two-fluid interface in cases of flows in partially
Figure 2.2: Nomenclature sketch and description of the various configurations.

filled cylinders or two-fluid flows needs to be determined. Figure 2.2 shows a
description of the various configurations and the nomenclature used in this study.

For the moments, we use Cartesian coordinates \( x, y, z \) where \( z \) is the spin axis
and \( x \) is normal to \( z \) and coplanar with both the spin and nutation axes. However, the flow quantities are more conveniently expressed in cylindrical coordinates
The governing equations for the various flows represent both conservation of mass and momentum balance. When written with respect to the nutating system \((x, y, z)\) which rotates about the \(Z\)-axis of the inertial system \((X, Y, Z)\) at the rate \(\Omega\), they take the form

\[
\nabla \cdot \mathbf{V} = 0, \tag{2.1}
\]

\[
\rho \left[ \frac{D\mathbf{V}}{Dt} + 2\Omega \times \mathbf{V} + \Omega \times (\Omega \times \mathbf{r}) \right] = -\nabla P + \mu \nabla^2 \mathbf{V}, \tag{2.2}
\]

where \(\mathbf{V}\) and \(P\) denote the velocity and pressure fields respectively, \(\mathbf{r}\) the position vector, \(\rho\) the fluid density, and \(\mu\) the fluid viscosity. Equations (2.1) and (2.2) are valid for both inner and outer flows with the appropriate fluid density and viscosity. They are also subject to the no-slip conditions at the walls and to the state of equal stresses at the interface of inner fluid and outer fluid.

The flow quantities are made dimensionless by using \(a\) to scale length, \(\omega\) to scale time, and \(\rho\) to scale mass. As a result, the various flows are found to depend on the aspect ratio \(\eta = c/a\), the coning frequency \(\tau = \Omega/\omega\), the nutation angle \(\theta\), the density ratio of both fluids \(\rho_0/\rho_1\), the fill ratio \(V_1/V\) (ratio of the volume of outer fluid to the volume of the cylinder), and the Reynolds number of each flow, i.e. \(Re_0 = \rho_0 \omega a^2/\mu_0\), and \(Re_1 = \rho_1 \omega a^2/\mu_1\), or the Reynolds number of one flow, say \(Re_1\), and the viscosity ratio of both fluids \(\mu_0/\mu_1\). Depending on the type of flow configuration, some of these parameters become degenerate.

The dimensionless radius of the central rod or the radial location of the void-fluid or two-fluid interface when the cylinder is only spinning is also a measure of
the fill ratio and we denote this quantity by $r_0$. We will refer to this quantity as the fill radius. When the cylinder is also coning, the radial interface location is no longer constant but takes the dimensionless form

$$r_f = r_0 + \zeta(\phi, z),$$

(2.3)

where $\zeta$ is the deviation of the interface radial location from the axisymmetric surface $r = r_0$.

Moreover, it is convenient to split the velocity and pressure fields according to

$$\mathbf{V} = \mathbf{v}^r + \mathbf{v},$$

(2.4)

$$P = -\frac{1}{2}(1 + \tau_z)^2 r_0^2 + p^r + p^d,$$

(2.5)

where $\mathbf{v}^r$ is the velocity due to solid body rotation, in cylindrical coordinates $\mathbf{v}^r = re_\phi$ where $e_\phi$ is a unit vector in the azimuthal direction, and $p^r$ is chosen so that the forcing terms in the governing equations appear only in the $(z)$-momentum equation,

$$p^r = \frac{1}{2}[r^2(1 + \tau_z)^2 + r^2 \tau_\phi^2 + z^2 \epsilon^2 - 2rz \tau_z \tau_r],$$

(2.6)

where $\tau_r = -\epsilon \cos \phi$, $\tau_\phi = \epsilon \sin \phi$, $\tau_z = \tau \cos \theta$, and $\epsilon = \tau \sin \theta$.

For convenience and in order to treat all flow configurations in a similar fashion, we define the flow quantities to span both inner and outer regions. In cylindrical coordinates $(r, \phi, z)$, we represent the velocity deviation from solid body rotation by

$$\mathbf{v} = (v_r, v_\phi, v_z) = \begin{cases} \mathbf{v}_0 = (v_r^0, v_\phi^0, v_z^0) & \text{if } 0 \leq r \leq r_f, \\ \mathbf{v}_1 = (v_r^1, v_\phi^1, v_z^1) & \text{if } r_f \leq r \leq 1, \end{cases}$$

(2.7)
and the pressure perturbation by

\[ p^d = \begin{cases} 
  p_0^d & \text{if } 0 \leq r \leq r_f, \\
  p_1^d & \text{if } r_f \leq r \leq 1.
\end{cases} \quad (2.8) \]

Similarly, we define the density and Reynolds number according to

\[ \rho = \begin{cases} 
  \rho_0 & \text{if } 0 \leq r \leq r_f, \\
  \rho_1 & \text{if } r_f \leq r \leq 1,
\end{cases} \quad (2.9) \]

\[ Re = \begin{cases} 
  Re_0 & \text{if } 0 \leq r \leq r_f, \\
  Re_1 & \text{if } r_f \leq r \leq 1.
\end{cases} \quad (2.10) \]

The equations governing the velocity components \( v_r, v_\phi, \) and \( v_z \) of the deviation from rigid-body motion and the perturbation pressure \( p^d \) take the form

\[ \frac{1}{r} \frac{\partial}{\partial r} (rv_r) + \frac{1}{r} \frac{\partial v_\phi}{\partial \phi} + \frac{\partial v_z}{\partial z} = 0, \quad (2.11) \]

\[ D'v_r - \frac{v_\phi^2}{r} - 2(1 + \tau_z)v_\phi + 2\tau_r v_z = -\frac{\partial p^d}{\partial r} + \frac{1}{Re} \left[D''v_r - \frac{v_r}{r^2} - \frac{2}{r^2} \frac{\partial v_\phi}{\partial \phi}\right], \quad (2.12) \]

\[ D'v_\phi + \frac{v_r v_\phi}{r} + 2(1 + \tau_z)v_r - 2\tau_r v_z = -\frac{1}{r} \frac{\partial p^d}{\partial \phi} + \frac{1}{Re} \left[D''v_\phi - \frac{v_\phi}{r^2} + \frac{2}{r^2} \frac{\partial v_r}{\partial \phi}\right], \quad (2.13) \]

\[ D'v_z + 2\tau_r v_\phi - 2\tau_\phi v_r = -\frac{\partial p^d}{\partial z} - 2r_\tau_r + \frac{1}{Re} D''v_z, \quad (2.14) \]

where

\[ D' = \frac{\partial}{\partial t} + \frac{\partial}{\partial \phi} + v_r \frac{\partial}{\partial \phi} + v_\phi \frac{\partial}{\partial \phi} + v_z \frac{\partial}{\partial z}, \]

and

\[ D'' = \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \frac{\partial^2}{\partial \phi^2} + \frac{\partial^2}{\partial z^2}. \]

The only forcing of the flow quantities comes from the term \(-2r_\tau_r = 2\varepsilon r \cos \phi\) present in the \( z \)-momentum equation and contains the primary effect of Coriolis
forces. When this term vanishes, \( \epsilon = 0 \), the governing equations admit the trivial solution \( v = 0, p^d = 0 \). Hence, the velocity deviation from solid body rotation is \( O(\epsilon) \) (Herbert 1985). Moreover, if \((v_r, v_\phi, v_z, p^d)\) is the solution at \((r, \phi, z)\), the solution at \((r, \phi + \pi, -z)\) is \((v_r, v_\phi, -v_z, p^d)\). These symmetries are exploited to save computational power.

2.2 Linearized governing equations

For ideal flights, projectiles are spun up to 6000 rpm and soon after they are fired, flight tests have shown that they acquire a coning rate of about 500 rpm and a coning angle of less than 20° (Miller 1981, 1982, 1989, 1991). Thus, for practical purposes the parameter \( \epsilon \) is small, i.e. \( \epsilon \leq 0.057 \) for \( \theta \leq 20^\circ \), \( \Omega \leq 500 \) rpm, and \( \omega \geq 3000 \) rpm. Since the flow quantities are \( O(\epsilon) \), then for sufficiently small \( \epsilon \), it is well justified (Herbert 1985) to use this parameter to linearize the governing equations. When this is done we obtain

\[
\frac{1}{r} \frac{\partial}{\partial r} (rv_r) + \frac{1}{r} \frac{\partial v_\phi}{\partial \phi} + \frac{\partial v_z}{\partial z} = 0, \tag{2.15}
\]

\[
D^* v_r - 2(1 + \tau_z) v_\phi = -\frac{\partial p^d}{\partial r} + \frac{1}{Re} \left[ D'' v_r - \frac{v_r}{r^2} - \frac{2}{r^2} \frac{\partial v_\phi}{\partial \phi} \right], \tag{2.16}
\]

\[
D^* v_\phi + 2(1 + \tau_z) v_r = -\frac{1}{r} \frac{\partial p^d}{\partial \phi} + \frac{1}{Re} \left[ D'' v_\phi - \frac{v_\phi}{r^2} + \frac{2}{r^2} \frac{\partial v_r}{\partial \phi} \right], \tag{2.17}
\]

\[
D^* v_z = -\frac{\partial p^d}{\partial z} - 2r \tau_r + \frac{1}{Re} D'' v_z, \tag{2.18}
\]

where

\[
D^* = \frac{\partial}{\partial t} + \frac{\partial}{\partial \phi}.
\]
These equations support the additional symmetries:

\[ \mathbf{v}(r, \phi + \pi, z) = -\mathbf{v}(r, \phi, z), \quad (2.19) \]

\[ p^d(r, \phi + \pi, z) = -p^d(r, \phi, z). \quad (2.20) \]

### 2.3 Evaluation of moments

One method to calculate the moments exerted by the fluid on the walls of the cylindrical payload container is to evaluate the viscous stresses and the pressure at these walls. The evaluation of the viscous stresses requires knowledge of the gradients of all velocity components at the surface of the payload container. Consequently, this approach requires solving for all flow quantities—a task that can be both difficult and computationally expensive, especially for high-Reynolds-number flows. Moreover, as a result of the invalidity of the Navier-Stokes equations at the corners, the convergence of the pressure at the walls is very slow and this certainly affects the convergence of the moments when using this approach.

An alternative approach, based on control volume analysis, is very powerful in computing these moments more accurately. The control volume approach uses the concept of conservation of angular momentum,

\[
M = \frac{\partial}{\partial t} \int \int \int_R (\mathbf{r} \times \mathbf{V}) \rho dR + \int \int \int_R [\mathbf{r} \times (2\Omega \times \mathbf{V})] \rho dR \\
+ \int \int \int_R [\mathbf{r} \times \Omega \times (\Omega \times \mathbf{r})] \rho dR + \int \int_S (\mathbf{r} \times \mathbf{V})(\mathbf{V} \cdot \mathbf{n}) \rho dS \quad (2.21)
\]
where $S$ denotes the surface of the control volume $R$ (formed by the solid boundaries of the cylinder walls), $\mathbf{r}$ the position vector, $\mathbf{M}$ the resulting torque on the control volume, and $\mathbf{n}$ an outward unit vector normal to $S$. The surface integral on the right hand side of eq. (2.21) vanishes because the surface of the control volume is closed. Here, we are interested only in the moments caused by the flow deviation from rigid-body rotation. If we decompose the resulting torque on the control volume into $\mathbf{M} = \mathbf{M}^r + \mathbf{M}$, where $\mathbf{M}^r$ corresponds to pure rigid-body motion and $\mathbf{M}$ corresponds to the deviation velocity and pressure, and consider steady state conditions, then it can be shown (Herbert & Li 1990) that the moment calculation rests on the relation

$$M = \iint \int_{R} [\mathbf{r} \times \mathbf{(2\Omega \times v)}] \rho dR. \quad (2.22)$$

For convenience, we use the aeroballistic reference frame $x, y, z$ to express the moment $M$ in terms of Cartesian components ($M_x, M_y, M_z$). It can then be shown (Herbert & Li 1987, Herbert & Li 1990) that these components are related to the flow velocities by

$$M_x = 2\frac{\Omega}{\omega} (\rho \omega^2 a^5) \cos \theta \int_{-\pi}^{\pi} \int_{0}^{2\pi} \int_{0}^{1} v_z r^2 \cos \phi dr d\phi dz, \quad (2.23)$$

$$M_z = M_z \tan \theta, \quad (2.24)$$

$$M_y = 2\frac{\Omega}{\omega} (\rho \omega^2 a^5) \cos \theta \int_{-\pi}^{\pi} \int_{0}^{2\pi} \int_{0}^{1} v_z r^2 \sin \phi dr d\phi dz$$

$$+ \frac{\Omega}{\omega} (\rho \omega^2 a^5) \sin \theta \int_{-\pi}^{\pi} \int_{0}^{2\pi} \int_{0}^{1} v_\phi r^2 dr d\phi dz. \quad (2.25)$$
If we represent the velocity field by the Fourier series

\[ v(r, \phi, z) = \sum_{n=-\infty}^{\infty} v^n_n(r, z) e^{in\phi}, \quad v^n_n = (u^n_n, v^n_n, w^n_n), \quad i^2 = -1, \quad (2.26) \]

then it is evident from the expressions of the moments, upon performing the integrations over \( \phi \), that we need only consider the Fourier components \( w^1_n \) and \( v^0_n \). If we further expand the velocity components in a perturbation series in powers of \( \epsilon \), then it becomes obvious that \( w^1_\alpha \) is \( O(\epsilon) \) since the forcing term in the Navier-Stokes equations is simply periodic and is \( O(\epsilon) \), whereas the mean component \( v^0_\alpha \) is \( O(\epsilon^2) \). Hence, for the purpose of calculating the moments from the linearized Navier-Stokes equations, it is cheaper computationally to solve an equation governing only the fundamental of the axial velocity.

### 2.4 Axial flow governing equations

To derive an equation governing the fundamental component of the axial velocity, we write the linearized momentum equations in vector form

\[
\frac{\partial}{\partial \phi} v + 2r \tau_r e_z + 2 \vec{\tau} \times v + \nabla p - \frac{1}{Re} \nabla^2 v = 0, \quad (2.27)
\]

where \( e_z \) is a unit vector in the \( z \)-direction and

\[
\vec{\tau} = (0, 0, 1 + \tau_z).
\]

We obtain the vorticity equation by taking the curl of the momentum equations

\[
\frac{\partial}{\partial \phi} (\nabla \times v) + \nabla \times (2r \tau_r e_z) + 2 \nabla \times (\vec{\tau} \times v) - \frac{1}{Re} \nabla \times (\nabla^2 v) = 0.
\]
With $\xi = \nabla \times \mathbf{v}$, the vorticity equation takes the vector form,

$$\frac{\partial \xi}{\partial \phi} - 2(1 + \tau_z)\frac{\partial \mathbf{v}}{\partial z} - \frac{1}{Re} \nabla^2 \xi = -2\tau_{\phi} \mathbf{e}_r + 2\tau_r \mathbf{e}_\phi,$$  

(2.28)

where $\mathbf{e}_r$ and $\mathbf{e}_\phi$ are unit vectors in the $r, \phi$-direction respectively. Taking the curl of the vorticity equation, we obtain

$$\nabla \times [\nabla \times (\frac{\partial \mathbf{v}}{\partial \phi})] + \nabla \times [\nabla \times (2\tau_{\tau_r} \mathbf{e}_z)] + 2\nabla \times [\nabla \times (\tau \times \mathbf{v})] - \frac{1}{Re} \nabla \times [\nabla \times (\nabla^2 \mathbf{v})] = 0,$$

which can be written as

$$- \frac{\partial}{\partial \phi} \nabla^2 \mathbf{v} - 2(1 + \tau_z)\frac{\partial \mathbf{v}}{\partial z} + \frac{1}{Re} \nabla^4 \mathbf{v} = 0.$$  

(2.29)

Furthermore, the vorticity equation (2.28) can be rewritten as

$$(\frac{\partial}{\partial \phi} - \frac{1}{Re} \nabla^2)\xi = 2(1 + \tau_z)\frac{\partial \mathbf{v}}{\partial z} - 2\tau_{\phi} \mathbf{e}_r + 2\tau_r \mathbf{e}_\phi.$$

Now we apply $\frac{\partial}{\partial \phi} - (1/Re)\nabla^2$ to equation (2.29) and obtain

$$-\left(\frac{\partial}{\partial \phi} - \frac{1}{Re} \nabla^2\right)\frac{\partial}{\partial \phi} \nabla^2 \mathbf{v} - 2(1 + \tau_z)\frac{\partial}{\partial z} \left(\frac{\partial}{\partial \phi} - \frac{1}{Re} \nabla^2\right)\xi + \frac{1}{Re} \left(\frac{\partial}{\partial \phi} - \frac{1}{Re} \nabla^2\right) \nabla^4 \mathbf{v} = 0.$$

Note that $\tau_{\phi}$ and $\tau_r$ are functions of $\phi$ only, hence

$$2(1 + \tau_z)\frac{\partial}{\partial z}(2\tau_{\phi} \mathbf{e}_r - 2\tau_r \mathbf{e}_\phi) = 0,$$

and consequently

$$- \frac{\partial^2}{\partial \phi^2} \nabla^2 \mathbf{v} + \frac{2}{Re} \frac{\partial}{\partial \phi} \nabla^4 \mathbf{v} - \frac{1}{Re^2} \nabla^6 \mathbf{v} - 4(1 + \tau_z)^2 \frac{\partial^2}{\partial z^2} \mathbf{v} = 0.$$  

(2.30)
For the calculation of the moments, we only need the mean flow component of $v_\phi$ and the fundamental of $v_z$. For simplicity we drop the subscript $\alpha$ unless otherwise necessary to differentiate between inner and outer regions. We also drop the superscript 1 since from here on we will only be interested in the fundamental components. Suppose the fundamental of $v$ is expressed as

$$\begin{pmatrix} v_r \\ v_\phi(r, \phi, z) \\ v_z \end{pmatrix} = \begin{pmatrix} u \\ v(r, z) \\ w \end{pmatrix} e^{i\phi} + \begin{pmatrix} \bar{u} \\ \bar{v}(r, z) \\ \bar{w} \end{pmatrix} e^{-i\phi} \tag{2.31}$$

where the bar denotes the complex conjugate. Then, the continuity equation takes the form

$$\frac{\partial u}{\partial r} + \frac{u}{r} + \frac{iv}{r} + \frac{\partial w}{\partial z} = 0, \tag{2.32}$$

the $r$-component of the vorticity equation (2.28) takes the form

$$\begin{aligned} &i\left(\frac{i}{r}w - \frac{\partial v}{\partial z}\right) - 2(1 + \tau_z)\frac{\partial u}{\partial z} \\
&- \frac{1}{Re}\left[\nabla^2\left(\frac{i}{r}w - \frac{\partial v}{\partial z}\right) - \frac{1}{r^2}\left(\frac{i}{r}w - \frac{\partial v}{\partial z}\right) - \frac{2i}{r^2}\left(\frac{\partial u}{\partial z} - \frac{\partial w}{\partial r}\right)\right] = i\epsilon, \tag{2.33} \end{aligned}$$

the $\phi$-component of the vorticity equation (2.28) is

$$\begin{aligned} &i\left(\frac{\partial u}{\partial z} - \frac{\partial w}{\partial r}\right) - 2(1 + \tau_z)\frac{\partial v}{\partial z} \\
&- \frac{1}{Re}\left[\nabla^2\left(\frac{\partial u}{\partial z} - \frac{\partial w}{\partial r}\right) + \frac{2i}{r^2}\left(\frac{i}{r}w - \frac{\partial v}{\partial z}\right) - \frac{1}{r^2}\left(\frac{\partial u}{\partial z} - \frac{\partial w}{\partial r}\right)\right] = -\epsilon, \tag{2.34} \end{aligned}$$

and the $z$-component of the vorticity equation (2.28) takes the form

$$\begin{aligned} &i\left(\frac{\partial v}{\partial r} + \frac{v}{r} - \frac{i}{r}u\right) - 2(1 + \tau_z)\frac{\partial w}{\partial z} - \frac{1}{Re}\nabla^2\left(\frac{\partial v}{\partial r} + \frac{v}{r} - \frac{i}{r}u\right) = 0 \tag{2.35} \end{aligned}$$
While the \( z \)-component of equation (2.29) is

\[
- i \nabla^2 w - 2(1 + \tau_z) \frac{\partial}{\partial z} \left( \frac{\partial v}{\partial r} + \frac{v}{r} - \frac{i}{r} u \right) + \frac{1}{Re} \nabla^4 w = 0, \tag{2.36}
\]

the \( z \)-component of equation (2.30) (Li & Herbert 1989) takes the form

\[
\nabla^2 w + \frac{2i}{Re} \nabla^4 w - \frac{1}{Re^2} \nabla^6 w - 4(1 + \tau_z)^2 \frac{\partial^2 w}{\partial z^2} = 0, \tag{2.37}
\]

where

\[
\nabla^2 = \frac{\partial}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} - \frac{1}{r^2} + \frac{\partial^2}{\partial z^2}.
\]

Equation (37) is a Sixth Order Partial Differential Equation (SOPDE) for \( w \). The governing equations for \( u \) and \( v \) come from the \( r \)-component and \( \phi \)-component of equation (2.30). They are coupled and very complicated because in cylindrical coordinates

\[
\nabla^2 A_r \rightarrow \frac{A_r}{r^2} - \frac{2}{r^2} \frac{\partial A_\phi}{\partial \phi}
\]

\[
\nabla^2 A_\phi \rightarrow - \frac{A_\phi}{r^2} + \frac{2}{r^2} \frac{\partial A_r}{\partial \phi}
\]

\[
\nabla^2 A_z
\]

for any vector \( A \) having cylindrical components \((A_r, A_\phi, A_z)\). We have not presented the other components of equation (2.29) because they are not used in deriving the boundary conditions associated with equation (2.37).
2.5 Axial flow boundary conditions

2.5.1 Conditions at the end walls

For the linearized equation, the flow field exhibits strong symmetries. Combination with the no-slip condition at the end walls \((z = \pm \eta)\) provides

\[
\frac{\partial^m}{\partial r^m} (u, v, w) = 0, \quad \frac{\partial^n}{\partial \phi^n} (u, v, w) = 0, \quad \frac{\partial^{m+n}}{\partial r^m \partial \phi^n} (u, v, w) = 0,
\]

for any integers \(m\) and \(n\), and the first two boundary conditions are

\[
w = 0, \quad (2.38)
\]

\[
\frac{\partial w}{\partial z} = 0, \quad (2.39)
\]

where the latter directly follows from the continuity equation. To obtain the third boundary condition, we consider \(\partial/\partial z\) eq. (2.36), namely,

\[-i \nabla^2 \frac{\partial w}{\partial z} - 2(1 + \tau_z) \frac{\partial^2}{\partial z^2} \left( \frac{\partial v}{\partial r} + \frac{v}{r - \frac{i}{u}} \right) + \frac{1}{Re} \nabla^2 \frac{\partial w}{\partial z} = 0,
\]

and rewrite eq. (2.35) in the form

\[
i \left( \frac{\partial v}{\partial r} + \frac{v}{r - \frac{i}{u}} \right) - 2(1 + \tau_z) \frac{\partial w}{\partial z} - \frac{1}{Re} \left[ \nabla^2_1 \left( \frac{\partial v}{\partial r} + \frac{v}{r - \frac{i}{u}} \right) + \frac{\partial^2}{\partial z^2} \left( \frac{\partial v}{\partial r} + \frac{v}{r - \frac{i}{u}} \right) \right] = 0,
\]

where

\[
\nabla^2_1 = \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} - \frac{1}{r^2}.
\]
We note from the above equation that
\[ \frac{\partial^2}{\partial z^2} \left( \frac{v}{r} + \frac{\partial v}{\partial r} - \frac{i}{r} u \right) = \frac{\partial^2}{\partial z^2} \xi_z = 0. \]

Hence, we obtain the third boundary condition:
\[ -i \frac{\partial^3 w}{\partial z^3} + \frac{1}{Re} \left( 2 \nabla^2 \frac{\partial^2 w}{\partial z^2} + \frac{\partial^5 w}{\partial z^5} \right) = 0. \quad (2.40) \]

### 2.5.2 Conditions at the side walls

The boundary conditions at the side walls \((r = 1 \text{ or } r = r_0 \text{ for cylinders containing a central rod})\) are quite involved. The derivation is more difficult than that for the governing equation (2.37). At the side walls

\[ \frac{\partial^n}{\partial z^n} (u, v, w) = 0, \quad \frac{\partial^{m+n}}{\partial \phi^m \partial z^n} (u, v, w) = 0, \]

for any integers \(m\) and \(n\), and the first condition is

\[ w = 0. \quad (2.41) \]

For the second condition, consider eqs. (2.36) and (2.33). Note that

\[ \frac{\partial}{\partial r} \left( \frac{\partial v}{\partial r} + \frac{v}{r} - \frac{i}{r} u \right) = \left( \frac{\partial^2 v}{\partial r^2} + \frac{1}{r} \frac{\partial v}{\partial r} - \frac{v}{r^2} \right) - i \left( \frac{1}{r} \frac{\partial u}{\partial r} - \frac{u}{r^2} \right) \]

\[ = \nabla^2 v - \frac{\partial^2 v}{\partial z^2} - i \left( \frac{1}{r} \frac{\partial u}{\partial r} - \frac{u}{r^2} \right). \]

Further, we use \(\partial/\partial r\) eq. (2.36) which takes the form

\[ -i \frac{\partial}{\partial r} (\nabla^2 w) + \frac{1}{Re} \frac{\partial}{\partial r} (\nabla^4 w) - 2(1 + \tau_z) \frac{\partial}{\partial z} [\nabla^2 v - \frac{\partial^2 v}{\partial z^2} - i \left( \frac{1}{r} \frac{\partial u}{\partial r} - \frac{u}{r^2} \right)] = 0, \]
and obtain from the continuity equation

\[
\frac{\partial}{\partial z}(\frac{\partial u}{\partial r}) = -\frac{\partial}{\partial z}(\frac{u}{r} + \frac{i}{r}v + \frac{\partial w}{\partial z}) = -\frac{1}{r}\frac{\partial u}{\partial z} - \frac{i}{r}\frac{\partial v}{\partial z} - \frac{\partial^2 w}{\partial z^2}.
\]

From eq. (2.33), we obtain

\[
\nabla^2 \frac{\partial v}{\partial z} = i \nabla^2 \left(\frac{w}{r}\right) - \frac{1}{r^2} \left(\frac{i}{r}w - \frac{\partial v}{\partial z} - \frac{2i}{r^2} \left(\frac{\partial u}{\partial z} - \frac{\partial w}{\partial r}\right)\right) + i\epsilon Re - iRe \left(\frac{i}{r}w - \frac{\partial v}{\partial z}\right) + 2(1 + \tau_z)Re \frac{\partial u}{\partial z}.
\]

Hence, \(\partial/\partial r\) eq. (2.36) takes the form

\[
-i \frac{\partial}{\partial r}(\nabla^2 w) - 2(1 + \tau_z) \left\{ i \nabla^2 \left(\frac{w}{r}\right) - \frac{1}{r^2} \left(\frac{i}{r}w - \frac{\partial v}{\partial z} - \frac{2i}{r^2} \left(\frac{\partial u}{\partial z} - \frac{\partial w}{\partial r}\right)\right) + i\epsilon Re - iRe \left(\frac{i}{r}w - \frac{\partial v}{\partial z}\right) + 2(1 + \tau_z)Re \frac{\partial u}{\partial z}\right\} + 2(1 + \tau_z) \frac{\partial^3 v}{\partial z^3}
\]

\[
+ 2(1 + \tau_z) \frac{i}{r} \left[ -\frac{1}{r} \frac{\partial u}{\partial z} - \frac{i}{r} \frac{\partial v}{\partial z} - \frac{\partial^2 w}{\partial z^2} \right] - 2(1 + \tau_z) \frac{i}{r^2} \frac{\partial u}{\partial z} + \frac{1}{Re} \frac{\partial}{\partial r}(\nabla^4 w) = 0 \quad (2.42)
\]

At the wall eq. (2.42) is reduced to

\[
-i \frac{\partial}{\partial r}(\nabla^2 w) - 2(1 + \tau_z) \left[ i \nabla^2 \left(\frac{w}{r}\right) + \frac{2i}{r^3} \frac{\partial w}{\partial r} + i\epsilon Re \right] + \frac{1}{Re} \frac{\partial}{\partial r}(\nabla^4 w) = 0,
\]

and if we note that

\[
\nabla^2_i \left(\frac{w}{r}\right) = i \nabla^2_i \left(\frac{w}{r}\right) = \frac{i}{r} \nabla^2_i w + \frac{i}{r^3} \frac{\partial w}{\partial r} - 2\frac{\partial w}{\partial r},
\]

we obtain

\[
-i \frac{\partial}{\partial r}(\nabla^2_i w) - 2(1 + \tau_z) \left[ \frac{i}{r} \nabla^2_i w + \frac{i}{r^3} \frac{\partial w}{\partial r} + \frac{2i}{r} \frac{\partial^2 w}{\partial z^2} + i\epsilon Re \right]
\]
\[-i \frac{\partial^3 w}{\partial r \partial z^2} + \frac{1}{Re} \frac{\partial}{\partial r} \left[ \nabla_1^2 w + 2 \nabla_1^2 \frac{\partial^2 w}{\partial z^2} + \frac{\partial^4 w}{\partial z^4} \right] = 0,\]

and consequently the second condition
\[-i \frac{\partial}{\partial r} (\nabla_1^2 w) - i \frac{\partial^3 w}{\partial r \partial z^2} - 2(1 + \tau_z) \frac{i}{r} \nabla_1^2 w\]
\[+ \frac{1}{Re} \left[ \frac{\partial}{\partial r} (\nabla_4^2 w) + 2 \frac{\partial}{\partial r} \nabla_1^2 \frac{\partial^2 w}{\partial z^2} + \frac{\partial^5 w}{\partial r \partial z^4} \right] = 2(1 + \tau_z)i \epsilon Re. \quad (2.43)\]

For the third boundary condition, we consider \((i/r)\) eq. (2.36),
\[\frac{1}{r} \nabla^2 w - 2(1 + \tau_z) \left( \frac{i}{r} \frac{\partial^2 v}{\partial r \partial z} + \frac{i}{r^2 \partial z} + \frac{1}{r^2 \partial z} \right) + \frac{i}{r} \frac{1}{Re} \nabla^4 w = 0,\]

and note that
\[\frac{\partial}{\partial z} (\nabla_1^2 u) = \frac{\partial}{\partial z} \frac{\partial u}{\partial r} \left( \frac{u}{r} \right) = \frac{\partial}{\partial z} \frac{\partial}{\partial r} \left( \frac{-i v}{r} - \frac{\partial w}{\partial z} \right)\]
\[= -i \frac{\partial}{\partial z} \left( \frac{1}{r} \frac{\partial v}{\partial r} - \frac{v}{r^2} \right) - \frac{\partial^3 w}{\partial r \partial z^2}\]
\[= -i \frac{\partial^2 v}{r \partial r \partial z} + \frac{i \partial v}{r^2 \partial z} - \frac{\partial^3 w}{\partial r \partial z^2}.\]

From eq. (2.34) we have
\[i \left( \frac{\partial u}{\partial z} - \frac{\partial w}{\partial r} \right) - 2(1 + \tau_z) \frac{\partial v}{\partial z} - \frac{1}{Re} \left\{ - \frac{\partial}{\partial r} (\nabla^2 w) \right.\]
\[- \frac{1}{r^2} \frac{\partial w}{\partial r} + \frac{2}{r^3} w + \left( - \frac{i}{r} \frac{\partial^2 v}{\partial r \partial z} + \frac{i}{r^2} \frac{\partial v}{\partial z} - \frac{\partial^3 w}{\partial r \partial z^2} + \frac{\partial^3 u}{\partial z^3} \right)\]
\[+ \frac{2i}{r^2} \left( \frac{i}{r} - \frac{\partial u}{\partial z} \right) - \frac{1}{r^2} \left( \frac{\partial u}{\partial z} - \frac{\partial w}{\partial r} \right) \right\} = -\epsilon,\]

from which we obtain
\[i \frac{\partial^2 v}{r \partial r \partial z} = -i \text{Re} \left( \frac{\partial u}{\partial z} - \frac{\partial w}{\partial r} \right) + 2(1 + \tau_z) \text{Re} \frac{\partial v}{\partial z} - \epsilon \text{Re}\]
\[- \frac{\partial}{\partial r} \nabla^2 w - \frac{1}{r^2} \frac{\partial w}{\partial r} + \frac{2}{r^3} w + \frac{i}{r^2} \frac{\partial v}{\partial z} - \frac{\partial^3 w}{\partial r \partial z^2}\]
\[+ \frac{\partial^3 u}{\partial z^3} + \frac{2i}{r^2} \left( \frac{i}{r} - \frac{\partial u}{\partial z} \right) - \frac{1}{r^2} \left( \frac{\partial u}{\partial z} - \frac{\partial w}{\partial r} \right)\]
and consequently \( i/r \) eq. (2.36) takes the form

\[
\begin{align*}
+ \frac{1}{r} \nabla^2 w - 2(1 + \tau_z) \left\{ - i Re \left( \frac{\partial u}{\partial z} - \frac{\partial w}{\partial r} \right) + 2(1 + \tau_z) Re \frac{\partial v}{\partial z} 
- \varepsilon Re \left[ \frac{\partial}{\partial r} (\nabla^2 w) - \frac{\partial w}{\partial r} \right] + \frac{2}{r^2} \nabla^2 w + \frac{i}{r^2} \frac{\partial v}{\partial z} - \frac{\partial^2 w}{\partial r^2} + \frac{\partial^3 v}{\partial z^3}
+ \frac{2i}{r^2} (\frac{i}{r} w - \frac{\partial v}{\partial z}) - \frac{1}{r^2} (\frac{\partial w}{\partial r} - \frac{\partial u}{\partial r}) + \frac{i}{r^2} \frac{\partial v}{\partial r} + \frac{1}{r^2} \frac{\partial u}{\partial z} \right\}
+i \frac{1}{r} \frac{\partial^3 w}{\partial z^3} + \frac{1}{r^{4}} \frac{\partial w}{\partial z} = 0. \quad (2.44)
\end{align*}
\]

Hence, at the wall

\[
\begin{align*}
- 2(1 + \tau_z) \left[ i Re \frac{\partial w}{\partial r} - \frac{\partial}{\partial r} (\nabla^2 w) - 2 \frac{\partial^3 w}{\partial r \partial z^2} \right]
+ \frac{1}{r} \nabla^2 w + i \frac{1}{r} \frac{\partial^3 w}{\partial z^2} + \frac{1}{r Re} (\nabla^2 w + 2 \nabla^2 \frac{\partial^2 w}{\partial z^2}) = -2(1 + \tau_z) \varepsilon Re \quad (2.45)
\end{align*}
\]

### 2.5.3 Conditions at void-fluid interface

At the interface we require equality of the stress components and equality of velocity components due to the inner and outer fluid. For small nutation angles and/or nutation frequencies, the void-fluid interface is only a slight perturbation from the axisymmetric surface \( r = r_0 \).

When the cylinder is only spinning, \( \varepsilon = 0 \), the interface assumes the shape of the axisymmetric surface \( r = r_0 \). Hence, similar to the velocity deviation from solid body rotation, the deviation of the interface from this surface is \( O(\varepsilon) \). For sufficiently small \( \varepsilon \), it is well justified to linearize the conditions at the interface with \( \varepsilon \). As a result, we obtain for the no-shear stress conditions at a void-fluid interface,

\[
\frac{\partial v_z}{\partial r} + \frac{\partial v_r}{\partial z} = 0, \quad (2.46)
\]
\[ r \frac{\partial}{\partial r} \left( \frac{v_\phi}{r} \right) + \frac{1}{r} \frac{\partial v_r}{\partial \phi} = 0. \]  

(2.47)

While the leading order term, balancing the normal stress with the void pressure, takes the form

\[-p^d + \frac{2}{Re} \frac{\partial v_r}{\partial r} = \frac{1}{2} \left[ 2 \tau_0 \zeta (1 + \tau_z)^2 + 2 \tau_0 \tau_z \epsilon \cos \phi \right], \]  

(2.48)

where \( \zeta \) denotes the radial distance from the surface \( r = r_0 \) to the interface location.

For sufficiently small \( \epsilon \) this quantity is related to the \( r \)-component of the velocity field by

\[ v_r(r_0, \phi, z) = \frac{\partial \zeta}{\partial \phi}. \]  

(2.49)

Suppose in addition to expressing the fundamental of \( v \) according to equation (2.31) we express the fundamental of the pressure and the \( \zeta \) according to

\[ p^d = p(r, z)e^{i\phi} + \bar{p}(r, z)e^{-i\phi}, \]  

(2.50)

\[ \zeta(z, \phi) = \zeta_1(z)e^{i\phi} + \bar{\zeta}_1(z)e^{-i\phi}. \]  

(2.51)

We now substitute these expressions into conditions (2.46) through (2.49) and obtain

\[ \frac{\partial u}{\partial z} = -\frac{\partial w}{\partial r}, \]  

(2.52)

\[ \frac{\partial v}{\partial r} - \frac{v}{r} + \frac{i}{r} u = 0, \]  

(2.53)

\[-p + \frac{2}{Re} \frac{\partial u}{\partial r} + i \tau_0 (1 + \tau_z)^2 u = \frac{1}{2} \tau_0 \tau_z \epsilon, \]  

(2.54)

\[ \zeta_1(z) = -iu(r_0, z). \]  

(2.55)
To derive the first condition, consider the z-momentum equation,

$$\frac{\partial v_z}{\partial \phi} = -\frac{\partial p^d}{\partial z} - 2r \tau_r + \frac{1}{Re} D'' v_z, \quad (2.56)$$

which takes the form for the fundamental components, evaluated at the interface,

$$iw = -\frac{\partial p}{\partial z} + \tau_0 \epsilon + \frac{1}{Re} \nabla^2 w. \quad (2.57)$$

We differentiate eq. (2.54) with respect to $z$,

$$-\frac{\partial p}{\partial z} + 2 \frac{\partial^2 u}{Re \partial r \partial z} + i\tau_0 (1 + \tau_z)^2 \frac{\partial u}{\partial z} = \frac{1}{2} \tau_0 \tau_z \epsilon. \quad (2.58)$$

Adding eq. (2.57) to eq. (2.58) and making use of eq. (2.52) leads to

$$iw + \frac{2}{Re} \frac{\partial^2 u}{\partial r \partial z} - i\tau_0 (1 + \tau_z)^2 \frac{\partial w}{\partial r} = \frac{1}{2} (2 + \tau_z) \tau_0 \epsilon + \frac{1}{Re} \nabla^2 w. \quad (2.59)$$

Note that we need an expression for $\partial^2 u / \partial r \partial z$ at $r = r_0$. Consider the continuity equation

$$\frac{\partial u}{\partial r} + \frac{u}{r} + \frac{i v}{r} + \frac{\partial w}{\partial z} = 0.$$  

Differentiating the continuity equation with respect to $z$ yields

$$\frac{\partial^2 u}{\partial r \partial z} + \frac{1}{r} \frac{\partial u}{\partial z} + \frac{i}{r} \frac{\partial v}{\partial z} + \frac{\partial^2 w}{\partial z^2} = 0, \quad (2.60)$$

and differentiating eq. (2.53) with respect to $z$ leads to

$$\frac{\partial^2 v}{\partial r \partial z} - \frac{1}{r} \frac{\partial v}{\partial z} + \frac{i}{r} \frac{\partial u}{\partial z} = 0. \quad (2.61)$$

Then, $-2i$ eq. (2.60) + eq. (2.61) is

$$\frac{\partial^2 v}{\partial r \partial z} + \frac{1}{r} \frac{\partial v}{\partial z} - \frac{i}{r} \frac{\partial u}{\partial z} = 2i \left( \frac{\partial^2 u}{\partial r \partial z} + \frac{\partial^2 w}{\partial z^2} \right). \quad (2.62)$$
Consider eq. (2.36),

$$-i\nabla^2 w - 2(1 + \tau_z)\left[ \frac{\partial^2 w}{\partial z \partial r} - \frac{1}{r} \frac{\partial w}{\partial r} - i \frac{\partial u}{\partial r} \right] + \frac{1}{Re} \nabla^4 w. \quad (2.63)$$

Substituting eq. (2.62) into eq. (2.63) we obtain

$$-i\nabla^2 w - 4(1 + \tau_z)i\left( \frac{\partial^2 w}{\partial r \partial z} + \frac{\partial^2 w}{\partial z^2} \right) + \frac{1}{Re} \nabla^4 w = 0. \quad (2.64)$$

Multiplying eq. (2.59) by $2(1 + \tau_z)iRe$ yields

$$-2(1 + \tau_z)Re w + 4(1 + \tau_z)i\frac{\partial^2 u}{\partial r \partial z} + 2(1 + \tau_z)^3 r_0 Re \frac{\partial w}{\partial r} = (2 + \tau_z)(1 + \tau_z)r_0 \epsilon iRe + 2(1 + \tau_z)i\nabla^2 w. \quad (2.65)$$

Adding eq. (2.65) to eq. (2.64), to cancel out $\partial^2 u/\partial r \partial z$, yields the first condition

$$-i\nabla^2 w + \frac{1}{Re} \nabla^4 w - 2(1 + \tau_z)\left[ Re w + i\nabla^2 w + 2i\frac{\partial^2 w}{\partial z^2} \right]$$

$$+ 2(1 + \tau_z)^3 r_0 Re \frac{\partial w}{\partial r} = (2 + \tau_z)(1 + \tau_z)r_0 \epsilon iRe. \quad (2.66)$$

For the second condition, we consider eq. (2.44) found when we derived the boundary conditions at the side walls,

$$\frac{1}{r} \nabla^2 w - 2(1 + \tau_z)\left[ -iRe\left( \frac{\partial u}{\partial z} - \frac{\partial w}{\partial r} \right) - \epsilon Re - \frac{\partial}{\partial r}(\nabla^2 w) \right]$$

$$- \frac{\partial^3 w}{\partial r \partial z \partial r} + \frac{\partial^3 u}{\partial r \partial z^2} \right] - 4(1 + \tau_z)^2 Re \frac{\partial v}{\partial z} + \frac{i}{r Re} \nabla^4 w = 0. \quad (2.67)$$

Combining eqs. (2.36) and (2.60) yields

$$-i\nabla^2 w - 2(1 + \tau_z)\left[ \frac{2\partial v}{r \partial z} + \frac{2i\partial w}{r \partial r} \right] + \frac{1}{Re} \nabla^4 w = 0 \quad (2.68)$$
and if multiplied by $r \Re(1 + \tau_z)$ this equation becomes

$$ir \Re(1 + \tau_z) \nabla^2 w + 4(1 + \tau_z)^2 \Re \left[ \frac{\partial v}{\partial z} + i \frac{\partial w}{\partial r} \right] - (1 + \tau_z) r \nabla^4 w = 0. \quad (2.69)$$

The addition of this equation to eq. (2.67) to cancel out $\partial v / \partial z$ and making use of eq. (2.52) produces the second condition

$$- \frac{1}{r} \nabla^2 w + \frac{1}{r} \frac{1}{i \Re} \nabla^4 w - 2(1 + \tau_z) \left[ \frac{\partial}{\partial r} (\nabla^2 w) + 2 \frac{\partial^3 w}{\partial r \partial z^2} - 2i \Re \frac{\partial w}{\partial r} \right]$$

$$+ \frac{1}{2} i r \Re \nabla^2 w - \frac{1}{2} r \nabla^4 w \right] - 4(1 + \tau_z)^2 i \Re \frac{\partial w}{\partial r} = 2(1 + \tau_z) \epsilon \Re. \quad (2.70)$$

For the third condition, we consider eq. (2.42), namely,

$$- i \frac{\partial}{\partial r} (\nabla^2 w) - 2(1 + \tau_z) \left[ i \nabla^2 \left( \frac{w}{r} \right) - \frac{i}{r^3} w + \frac{2i}{r^2} \frac{\partial w}{\partial r} \right]$$

$$+ i \epsilon \Re - \frac{\partial^3 v}{\partial z^3} + \frac{1}{r} \Re w + i \Re \frac{\partial v}{\partial z} + 2(1 + \tau_z) \Re \frac{\partial u}{\partial z} + \frac{i}{r} \frac{\partial^2 w}{\partial z^2} \right] + \frac{1}{\Re} \frac{\partial}{\partial r} (\nabla^4 w) = 0 \quad (2.71)$$

We need to eliminate $\partial v / \partial z, \partial^3 v / \partial z^3$. From eq. (2.68) we can write

$$- \frac{1}{2} r \Re \nabla^2 w + 2(1 + \tau_z) i \Re \frac{\partial v}{\partial z} - 2(1 + \tau_z) \Re \frac{\partial w}{\partial r} - \frac{i}{2} r \nabla^4 w = 0 \quad (2.72)$$

and if differentiated twice with respect to $z$, this equation becomes

$$- \frac{i}{2} r \nabla^2 \frac{\partial^2 w}{\partial z^2} - 2(1 + \tau_z) \frac{\partial^3 v}{\partial z^3} - 2(1 + \tau_z)i \frac{\partial^2 w}{\partial r \partial z^2} + \frac{1}{2} \frac{1}{\Re} r \nabla^4 \frac{\partial^2 w}{\partial z^2} = 0. \quad (2.73)$$

The addition of eqs. (2.71), (2.72), and (2.73), and the use of eq. (2.52) leads to the third condition

$$- 2(1 + \tau_z) \left[ \frac{i}{r} \nabla^2 w + \frac{i}{r} \frac{\partial^2 w}{\partial z^2} - \frac{i}{r^2} \frac{\partial w}{\partial r} + \Re \left( \frac{w}{r} + \frac{\partial w}{\partial r} \right) + i \frac{\partial^3 w}{\partial r \partial z^2} \right]$$
\[-i\frac{\partial}{\partial r}(\nabla^2 w) + \frac{1}{Re} \frac{\partial}{\partial r}(\nabla^4 w) - \frac{1}{2} Re \nabla^2 w - \frac{i}{2} r \nabla^2 \frac{\partial^2 w}{\partial z^2} - \frac{i}{2} r \nabla^4 w\]
\[\frac{1}{2} Re r \nabla^4 \frac{\partial^2 w}{\partial z^2} + 4(1 + \tau_z)^2 Re \frac{\partial w}{\partial r} = 2(1 + \tau_z)ieRe. \quad (2.74)\]

### 2.5.4 Conditions at two-fluid interface

For two-fluid flows, the velocities must be equal at the interface, namely,

\[(v_{r0}, v_{\phi 0}, v_z^0) = (v_{r1}, v_{\phi 1}, v_z^1), \quad (2.75)\]

the shear stresses must be equal,

\[\frac{\rho_0}{Re_0} \left( \frac{\partial v_r^0}{\partial r} + \frac{\partial v_{\phi 0}}{\partial z} \right) = \frac{\rho_1}{Re_1} \left( \frac{\partial v_r^1}{\partial r} + \frac{\partial v_{\phi 1}}{\partial z} \right), \quad (2.76)\]

\[\frac{\rho_0}{Re_0} \left( r \frac{\partial}{\partial r} \left( \frac{v_r^0}{r} \right) + \frac{1}{r} \frac{\partial v_{\phi 0}}{\partial \phi} \right) = \frac{\rho_1}{Re_1} \left( r \frac{\partial}{\partial r} \left( \frac{v_r^1}{r} \right) + \frac{1}{r} \frac{\partial v_{\phi 1}}{\partial \phi} \right), \quad (2.77)\]

and the normal stresses must also be equal,

\[\rho_0[-p_0^d + \frac{2}{Re} \frac{\partial v_r^0}{\partial r} - \frac{1}{2} \{(2\rho_0 \zeta)(1 + \tau_z)^2 + 2\rho_0 \tau_z \varepsilon \cos \phi\}] = \rho_1[-p_1^d + \frac{2}{Re} \frac{\partial v_r^1}{\partial r} - \frac{1}{2} \{(2\rho_0 \zeta)(1 + \tau_z)^2 + 2\rho_0 \tau_z \varepsilon \cos \phi\}], \quad (2.78)\]

From kinematics, we have

\[v^0_r = v^1_r = \frac{\partial \zeta}{\partial \phi}. \quad (2.79)\]

We can eliminate \(p_\alpha^d\) if we differentiate eq. (2.78) with respect to \(z\) and recognize,

from the \(z\)-momentum equations, that

\[-\frac{\partial p_\alpha^d}{\partial z} = \frac{\partial v_\alpha^0}{\partial \phi} + 2\rho_0 \tau_r - \frac{1}{Re_\alpha} D_{\alpha\alpha} v_{z\alpha}^0, \quad \alpha = 0, 1. \quad (2.80)\]
When eq. (2.80) is substituted into $\partial/\partial z$ eq. (2.78), we obtain

$$
\rho_0 \left[ \frac{\partial v_0}{\partial \phi} - \frac{1}{Re_0} D'' v_0 - r_0 (1 + \tau_z)^2 \frac{\partial \zeta}{\partial z} - r_0 (2 + \tau_z) \epsilon \cos \phi + \frac{2}{Re_0} \frac{\partial^2 v_0}{\partial r \partial z} \right] = \rho_1 \left[ \frac{\partial v_1}{\partial \phi} - \frac{1}{Re_1} D'' v_1 - r_0 (1 + \tau_z)^2 \frac{\partial \zeta}{\partial z} - r_0 (2 + \tau_z) \epsilon \cos \phi + \frac{2}{Re_1} \frac{\partial^2 v_1}{\partial r \partial z} \right]
$$

(2.81)

We now express the fundamentals of the velocities as

$$
v_r^0(r, \phi, z) = u_\alpha(r, z)e^{i\phi} + \bar{u}_\alpha(r, z)e^{-i\phi}, \quad (2.82)
$$

$$
v_\phi^0(r, \phi, z) = v_\alpha(r, z)e^{i\phi} + \bar{v}_\alpha(r, z)e^{-i\phi}, \quad (2.83)
$$

$$
v_z^0(r, \phi, z) = w_\alpha(r, z)e^{i\phi} + \bar{w}_\alpha(r, z)e^{-i\phi}, \quad (2.84)
$$

$$
\zeta(\phi, z) = \zeta_1(z)e^{i\phi} + \bar{\zeta}_1(z)e^{-i\phi}, \quad (2.85)
$$

$$
p_\alpha^d(r, \phi, z) = p_\alpha(r, z)e^{i\phi} + \bar{p}_\alpha(r, z)e^{-i\phi}, \quad (2.86)
$$

where $\alpha$ takes the values of 0 and 1. The substitution of these expressions into the boundary conditions leads to

$$
(u_0, v_0, w_0) = (u_1, v_1, w_1) \quad (2.87)
$$

$$
u_0(r_0, z) = i\zeta_1(z), \quad (2.88)
$$

$$
\left( \frac{\rho_0}{Re_0} \left( \frac{\partial w_0}{\partial r} + \frac{\partial v_0}{\partial z} \right) + \frac{\rho_1}{Re_1} \left( \frac{\partial w_1}{\partial r} + \frac{\partial v_1}{\partial z} \right) \right) = \frac{\rho_0}{Re_0} \left( \frac{\partial u_0}{\partial r} + \frac{\partial u_1}{\partial z} \right), \quad (2.89)
$$

$$
\left( \frac{\rho_0}{Re_0} \left( \frac{\partial v_0}{\partial r} - \frac{v_0}{r} + \frac{i}{r} u_0 \right) + \frac{\rho_1}{Re_1} \left( \frac{\partial v_1}{\partial r} - \frac{v_1}{r} + \frac{i}{r} u_1 \right) \right) = \frac{\rho_0}{Re_0} \left( \frac{\partial u_0}{\partial r} - \frac{u_0}{r} + \frac{i}{r} u_1 \right), \quad (2.90)
$$

$$
\rho_0 [i w_0 - \frac{1}{Re_0} \nabla^2 w_0 + i r_0 (1 + \tau_z)^2 \frac{\partial w_0}{\partial z} - \frac{1}{2} (2 + \tau_z) r_0 \epsilon + \frac{2}{Re_0} \frac{\partial^2 u_0}{\partial r \partial z}] = \rho_1 [i w_1 - \frac{1}{Re_1} \nabla^2 w_1 + i r_1 (1 + \tau_z)^2 \frac{\partial w_1}{\partial z} - \frac{1}{2} (2 + \tau_z) r_1 \epsilon + \frac{2}{Re_1} \frac{\partial^2 u_1}{\partial r \partial z}] \quad (2.91)
$$
\[ \rho_1 [i w_1 - \frac{1}{Re_1} \nabla^2 w_1 + i r_0 (1 + \tau_z)^2 \frac{\partial u_1}{\partial z} - \frac{1}{2} (2 + \tau_z) r_0 \epsilon + \frac{2}{Re_1} \frac{\partial^2 u_1}{\partial r \partial z}] \]

For the fundamental components \( w_0 \) and \( w_1 \), the first condition follows from eq. (2.87), namely,

\[ w_0 = w_1 \] (2.92)

The second condition is not as easy as the first one. Consider the derivative of the continuity equation with respect to \( z \),

\[ \frac{\partial^2 u}{\partial r \partial z} + \frac{1}{r} \frac{\partial u}{\partial z} + \frac{i}{r} \frac{\partial v}{\partial z} + \frac{\partial^2 w}{\partial z^2} = 0. \] (2.93)

Consider also eq. (2.36),

\[ -i \nabla^2 w - 2(1 + \tau_z) \left[ \frac{\partial^2 v}{\partial r \partial z} + \frac{1}{r} \frac{\partial v}{\partial z} - \frac{i}{r} \frac{\partial u}{\partial z} \right] + \nabla^4 w = 0, \] (2.94)

from which we obtain

\[ -i \frac{\rho_0}{Re_0} \nabla^2 w_0 - 2(1 + \tau_z) \frac{\rho_0}{Re_0} \left[ \frac{\partial^2 v_0}{\partial r \partial z} + \frac{1}{r} \frac{\partial v_0}{\partial z} - \frac{i}{r} \frac{\partial u_0}{\partial z} \right] + \frac{\rho_0}{Re_0} \nabla^4 w_0 \]

\[ = \]

\[ -i \frac{\rho_1}{Re_1} \nabla^2 w_1 - 2(1 + \tau_z) \frac{\rho_1}{Re_1} \left[ \frac{\partial^2 v_1}{\partial r \partial z} + \frac{1}{r} \frac{\partial v_1}{\partial z} - \frac{i}{r} \frac{\partial u_1}{\partial z} \right] + \frac{\rho_1}{Re_1} \nabla^4 w_1. \] (2.95)

The addition of eq. (2.95) to \( 2(1 + \tau_z) \partial / \partial z \) eq. (2.90) leads to

\[ -i \frac{\rho_0}{Re_0} \nabla^2 w_0 - 2(1 + \tau_z) \frac{\rho_0}{Re_0} \left[ \frac{2 \partial v_0}{r \partial z} - \frac{2i \partial u_0}{r \partial z} \right] + \frac{\rho_0}{Re_0} \nabla^4 w_0 \]

\[ = \]

\[ -i \frac{\rho_1}{Re_1} \nabla^2 w_1 - 2(1 + \tau_z) \frac{\rho_1}{Re_1} \left[ \frac{2 \partial v_1}{r \partial z} - \frac{2i \partial u_1}{r \partial z} \right] + \frac{\rho_1}{Re_1} \nabla^4 w_1 \] (2.96)
From eq. (2.89) we can write

$$- 2(1 + \tau_z) \frac{\rho_0}{Re_0} \left[ \frac{2i \partial w_0}{r \partial r} + \frac{2i \partial u_0}{r \partial z} \right] = -2(1 + \tau_z) \frac{\rho_1}{Re_1} \left[ \frac{2i \partial w_1}{r \partial r} + \frac{2i \partial u_1}{r \partial z} \right]. \quad (2.97)$$

Adding eqs. (2.97) and (2.96), we obtain

$$-i \frac{\rho_0}{Re_0} \nabla^2 w_0 - 2(1 + \tau_z) \frac{\rho_0}{Re_0} \left[ \frac{2 \partial w_0}{r \partial z} + \frac{2i \partial w_0}{r \partial z} \right] + \frac{\rho_0}{Re_0} \nabla^4 w_0$$

$$= -i \frac{\rho_1}{Re_1} \nabla^2 w_1 - 2(1 + \tau_z) \frac{\rho_1}{Re_1} \left[ \frac{2 \partial w_1}{r \partial z} + \frac{2i \partial w_1}{r \partial z} \right] + \frac{\rho_1}{Re_1} \nabla^4 w_1. \quad (2.98)$$

From the continuity equation, we get

$$\frac{1}{r} \frac{\partial v_\alpha}{\partial z} = i \frac{\partial^2 u_\alpha}{\partial r \partial z} + \frac{i \partial u_\alpha}{r \partial z} + i \frac{\partial^2 w_\alpha}{\partial z^2}. \quad (2.99)$$

Substituting eq. (2.99) into eq. (2.96) to eliminate $\partial v_\alpha/\partial z$, we obtain

$$-i \frac{\rho_0}{Re_0} \nabla^2 w_0 - 2(1 + \tau_z) \frac{\rho_0}{Re_0} \left[ \frac{2 \partial^2 u_0}{r \partial r \partial z} + \frac{2i \partial^2 w_0}{r \partial z^2} \right] + \frac{\rho_0}{Re_0} \nabla^4 w_0$$

$$= -i \frac{\rho_1}{Re_1} \nabla^2 w_1 - 2(1 + \tau_z) \frac{\rho_1}{Re_1} \left[ \frac{2 \partial^2 u_1}{r \partial r \partial z} + \frac{2i \partial^2 w_1}{r \partial z^2} \right] + \frac{\rho_1}{Re_1} \nabla^4 w_1. \quad (2.100)$$

From eq. (2.87), we have

$$\frac{\partial u_0}{\partial z} = \frac{\partial u_1}{\partial z}. \quad (2.101)$$

Using eqs. (2.101) and (2.89) to solve for $\partial u_\alpha/\partial z$, we obtain

$$\left( \frac{\rho_0}{Re_0} - \frac{\rho_1}{Re_1} \right) \frac{\partial u_0}{\partial z} = \frac{\rho_1}{Re_1} \frac{\partial u_1}{\partial r} - \frac{\rho_0}{Re_0} \frac{\partial w_0}{\partial r}, \quad (2.102)$$

$$\left( \frac{\rho_0}{Re_0} - \frac{\rho_1}{Re_1} \right) \frac{\partial u_1}{\partial z} = \frac{\rho_1}{Re_1} \frac{\partial u_1}{\partial r} - \frac{\rho_0}{Re_0} \frac{\partial w_0}{\partial r}. \quad (2.103)$$

Multiplying eq. (2.91) by $2(1 + \tau_z)i$ and adding the resulting equation to eq. (2.100) yield the second condition

$$2(1 + \tau_z) \rho_0 [w_0 - \frac{1}{i \rho_0} \nabla^2 w_0 - \frac{2}{i \rho_0} \frac{\partial^2 w_0}{\partial z^2}] - \frac{\rho_0}{Re_0} \nabla^2 w_0 - \frac{\rho_0}{Re_0} \nabla^4 w_0$$
\[-2(1 + \tau_z)\rho_1[w_1 - \frac{1}{i\text{Re}_1} \nabla^2 w_1 - \frac{2}{i\text{Re}_1} \frac{\partial^2 w_1}{\partial z^2}] - \rho_1 \nabla^2 w_1 - \frac{\rho_1}{\text{Re}_1^2} \nabla^4 w_1 \]
\[+2(1 + \tau_z)^3 \tau_0 (\rho_0 - \rho_1) \left[ \frac{\rho_1 \text{Re}_1}{(\rho_0 \text{Re}_1 - \rho_1 \text{Re}_0)} \frac{\partial w_1}{\partial r} - \frac{\rho_0 \text{Re}_1}{(\rho_0 \text{Re}_1 - \rho_1 \text{Re}_0)} \frac{\partial w_0}{\partial r} \right] \]
\[= (2 + \tau_z)(1 + \tau_z)(\rho_1 - \rho_0) i \epsilon \tau_0. \quad (2.104)\]

For the third conditions, we use some results of the derivation of the boundary conditions at the side walls. From eq. (2.44) we have

\[
\frac{1}{\text{Re}} \frac{1}{r} \nabla^2 w - 2(1 + \tau_z) \left\{ -i \left( \frac{\partial u}{\partial z} - \frac{\partial w}{\partial r} \right) + 2(1 + \tau_z) \frac{\partial v}{\partial z} 
- \epsilon - \frac{1}{\text{Re}} \frac{\partial}{\partial r} \left( \nabla^2 w \right) - \frac{1}{\text{Re}} \frac{\partial^2 w}{\partial r \partial z^2} + \frac{1}{\text{Re}} \frac{\partial^3 u}{\partial z^3} \right\} + \frac{i}{r} \frac{1}{\text{Re}} \nabla^4 w = 0 \quad (2.105)\]

Writing this equation for both inner and outer flows and equating the resulting equations to eliminate \(\partial v_0 / \partial \phi\) lead to

\[
\frac{1}{\text{Re}_0} \frac{1}{r} \nabla^2 w_0 - 2(1 + \tau_z) \left\{ i \frac{\partial w_0}{\partial r} - \frac{1}{\text{Re}_0} \frac{\partial}{\partial r} \left( \nabla^2 w_0 \right) - \frac{1}{\text{Re}_0} \frac{\partial^3 w_0}{\partial r \partial z^2} \right\} + \frac{i}{r} \frac{1}{\text{Re}_0^2} \nabla^4 w_0 
- \frac{1}{\text{Re}_1} \frac{1}{r} \nabla^2 w_1 + 2(1 + \tau_z) \left\{ i \frac{\partial w_1}{\partial r} - \frac{1}{\text{Re}_1} \frac{\partial}{\partial r} \left( \nabla^2 w_1 \right) - \frac{1}{\text{Re}_1} \frac{\partial^3 w_1}{\partial r \partial z^2} \right\} - \frac{i}{r} \frac{1}{\text{Re}_1^2} \nabla^4 w_1 
- 2(1 + \tau_z) \left( \frac{1}{\text{Re}_0} - \frac{1}{\text{Re}_1} \right) \left[ \frac{1}{(\rho_0 \text{Re}_1 - \rho_1 \text{Re}_0)} \frac{\partial^3 w_1}{\partial r \partial z^2} - \rho_0 \text{Re}_1 \frac{\partial^3 w_0}{\partial r \partial z^2} \right] 
= 0 \quad (2.106)\]

We obtain the fourth condition by combining eqs. (2.105) and (2.98). We first rewrite eq. (2.98) as

\[-i \frac{\rho_0}{\text{Re}_0} (1 + \tau_z) \nabla^2 w_0 - 4(1 + \tau_z)^2 \frac{\rho_0}{\text{Re}_0} \frac{1}{r} \frac{\partial w_0}{\partial z} - 4(1 + \tau_z)^2 \frac{\rho_0}{\text{Re}_0} \frac{i}{r} \frac{\partial v_0}{\partial r} + \frac{\rho_0}{\text{Re}_0^2} \nabla^4 w_0 \]
\[= 0 \quad (2.107)\]
From eq. (2.105) we have

\[-4(1 + \tau_z)^2 \frac{\partial v_\alpha}{\partial z} = -\frac{1}{r \operatorname{Re}_\alpha} \frac{1}{r^2} \nabla^2 w_\alpha - \frac{i}{r} \frac{1}{\operatorname{Re}_\alpha} \nabla^4 w_\alpha + \frac{1}{\operatorname{Re}_\alpha} \frac{1}{r^2} \frac{\partial^3 w_\alpha}{\partial z^2} \]

Substituting eq. (2.108) into eq. (2.107) and making use of eqs. (2.102) and (2.103), we obtain

\[-i \frac{\partial}{\partial r} (\nabla^2 w_\alpha) - 2(1 + \tau_z) i \frac{\partial w_\alpha}{\partial r} + \frac{1}{r^2} \frac{\partial^3 w_\alpha}{\partial z^2} \]

To derive the fifth condition, we use eq. (2.42) found when deriving the boundary conditions at the side walls,
Multiplying eq. (2.110) by 2(1 + \tau_z) yields

\[-i2(1 + \tau_z)\frac{\partial}{\partial r}(\nabla^2 w_\alpha) - 4(1 + \tau_z)^2\left[\frac{i}{r}\nabla^2 w_\alpha + i\epsilon Re_\alpha + \frac{w_\alpha}{r} Re_\alpha + \frac{i}{r} \frac{\partial^2 w_\alpha}{\partial z^2}\right]
\]

\[-4(1 + \tau_z)^2 i Re_\alpha \frac{\partial v_\alpha}{\partial z} - 8(1 + \tau_z)^3 Re_\alpha \frac{\partial u_\alpha}{\partial z} + 4(1 + \tau_z)^2 \frac{\partial^3 v_\alpha}{\partial z^3} + \frac{1}{Re_\alpha} \frac{\partial}{\partial r}(\nabla^4 w_\alpha)\]

\[= 0. \quad (2.111)\]

Using eq. (2.108) we can write

\[4(1 + \tau_z)^2 i Re_\alpha \frac{\partial v_\alpha}{\partial z} - \frac{i}{r} \nabla^2 w_\alpha + \frac{1}{Re_\alpha} \nabla^4 w_\alpha\]

\[+ 2(1 + \tau_z)[Re_\alpha(\frac{\partial u_\alpha}{\partial z} - \frac{\partial w_\alpha}{\partial r}) - i Re_\alpha \epsilon - i \frac{\partial}{\partial r}(\nabla^2 w_\alpha) - i \frac{\partial^3 w_\alpha}{\partial r \partial z^2} + i \frac{\partial^3 u_\alpha}{\partial z^3}]\]

\[= 0. \quad (2.112)\]

Adding eq. (2.111) to eq. (2.112) yields

\[-4(1 + \tau_z) i \frac{\partial}{\partial r}(\nabla^2 w_\alpha) + 2(1 + \tau_z)\frac{1}{Re_\alpha} \frac{\partial}{\partial r}(\nabla^4 w_\alpha) - \frac{i}{r} \nabla^2 w_\alpha + \frac{1}{Re_\alpha} \frac{1}{r} \nabla^4 w_\alpha\]

\[+ 2(1 + \tau_z)[- Re_\alpha \frac{\partial w_\alpha}{\partial r} - i Re_\alpha \epsilon - i \frac{\partial^3 w_\alpha}{\partial r \partial z^2} + i \frac{\partial^3 u_\alpha}{\partial z^3} + Re_\alpha \frac{\partial u_\alpha}{\partial r}]\]

\[-4(1 + \tau_z)^2\left[\frac{i}{r} \nabla^2 w_\alpha + i\epsilon Re_\alpha + \frac{w_\alpha}{r} Re_\alpha + \frac{i}{r} \frac{\partial^2 w_\alpha}{\partial z^2}\right]\]

\[+ 4(1 + \tau_z)^2 \frac{\partial^3 v_\alpha}{\partial z^3} - 8(1 + \tau_z)^3 Re_\alpha \frac{\partial u_\alpha}{\partial z} = 0. \quad (2.113)\]

Equating the above equations and making use of eq. (2.102) and (2.103) yield

\[+2(1 + \tau_z)[\frac{1}{Re_0} \frac{\partial}{\partial r}(\nabla^4 w_0) - 2i \frac{\partial}{\partial r}(\nabla^2 w_0) - i \frac{\partial^3 w_0}{\partial r \partial z^2} - Re_0 \frac{\partial w_0}{\partial r}]\]
\[ +2(1 + \tau_z)(\frac{1}{Re_1}\frac{\partial}{\partial r}(\nabla^4 w_1) - 2i\frac{\partial}{\partial r}(\nabla^2 w_1) - i\frac{\partial^3 w_1}{\partial r \partial z^2} - Re_1\frac{\partial w_1}{\partial r}) \]

\[ -4(1 + \tau_z)^2[\frac{i}{r}\nabla^2 w_0 + Re_0\frac{w_0}{r}] + 4(1 + \tau_z)^2[\frac{i}{r}\nabla^2 w_1 + Re_1\frac{w_1}{r}] \]

\[ + \frac{i}{r}\nabla^2 w_1 - \frac{1}{Re_1}\frac{1}{r}\nabla^4 w_1 - \frac{i}{r}\nabla^2 w_0 + \frac{1}{Re_0}\frac{1}{r}\nabla^4 w_0 \]

\[ + (2(1 + \tau_z) - 8(1 + \tau_z)^3)(\frac{Re_0 - Re_1}{\rho_0 Re_1 - \rho_1 Re_0})(\rho_1 Re_0\frac{\partial w_1}{\partial r} - \rho_0 Re_1\frac{\partial w_0}{\partial r}) \]

\[ = [2(1 + \tau_z) + 4(1 + \tau_z)^2](Re_0 - Re_1)i\epsilon. \quad (2.114) \]

For the sixth condition, multiplying eq. (2.113) by \( \rho_\alpha/rRe_\alpha \) gives

\[ 2(1 + \tau_z)\rho_\alpha[-\frac{2i}{rRe_\alpha}\frac{\partial}{\partial r}(\nabla^2 w_\alpha) + \frac{1}{rRe_\alpha}\frac{\partial}{\partial r}(\nabla^4 w_\alpha) - \frac{1}{r}\frac{\partial w_\alpha}{\partial r} - \frac{i}{rRe_\alpha}\frac{\partial^3 w_\alpha}{\partial z^2}] \]

\[ -4(1 + \tau_z)^2\rho_\alpha[\frac{i}{r^2Re_\alpha}\nabla^2 w_\alpha + \frac{w_\alpha}{r^2} + \frac{i}{r^2Re_\alpha}\frac{\partial^2 w_\alpha}{\partial z^2}] - \frac{i\rho_\alpha}{r^2Re_\alpha}\nabla^2 w_\alpha + \frac{\rho_\alpha}{r^2Re_\alpha}\nabla^4 w_\alpha \]

\[ + 2(1 + \tau_z)\frac{i\rho_\alpha}{rRe_\alpha}\frac{\partial^3 w_\alpha}{\partial z^3} + (2(1 + \tau_z) - 8(1 + \tau_z)^3)\frac{\rho_\alpha}{r}\frac{\partial u_\alpha}{\partial z} + 4(1 + \tau_z)^2\frac{\rho_\alpha}{rRe_\alpha}\frac{\partial^3 v_\alpha}{\partial z^3} \]

\[ = 2(1 + \tau_z)(1 + 2(1 + \tau_z))\frac{i}{r}\rho_\alpha. \quad (2.115) \]

Multiplying eq. (2.98) by \((1 + \tau_z)\) and differentiating with respect to \( z \) twice, and making use of eq. (2.115) we obtain

\[ 2(1 + \tau_z)\rho_0[-\frac{i}{2Re_0}\nabla^2 \frac{\partial^2 w_0}{\partial z^2} + \frac{1}{2Re_0}\nabla^4 \frac{\partial^4 w_0}{\partial z^2} - \frac{2i}{rRe_0}\frac{\partial}{\partial r}(\nabla^2 \frac{\partial^2 w_0}{\partial z^2})] \]

\[ -2(1 + \tau_z)\rho_0[-\frac{i}{2Re_1}\nabla^2 \frac{\partial^2 w_1}{\partial z^2} + \frac{1}{2Re_1}\nabla^4 \frac{\partial^4 w_1}{\partial z^2} - \frac{2i}{rRe_1}\frac{\partial}{\partial r}(\nabla^2 \frac{\partial^2 w_1}{\partial z^2})] \]

\[ + 2(1 + \tau_z)\rho_0[\frac{1}{rRe_0}\frac{\partial}{\partial r}(\nabla^4 \frac{\partial^2 w_0}{\partial z^2}) - \frac{1}{r}\frac{\partial w_0}{\partial r} - \frac{i}{rRe_0}\frac{\partial^3 w_0}{\partial r \partial z^2}] \]

\[ -2(1 + \tau_z)\rho_1[\frac{1}{rRe_1}\frac{\partial}{\partial r}(\nabla^4 \frac{\partial^2 w_1}{\partial z^2}) - \frac{1}{r}\frac{\partial w_1}{\partial r} - \frac{i}{rRe_1}\frac{\partial^3 w_1}{\partial r \partial z^2}] \]
\[-4(1 + \tau_z)^2 \rho_0 \left[ \frac{i}{\bar{R}e_0} \frac{1}{r^2} \nabla^2 w_0 + \frac{w_0}{r^2} \frac{i}{\bar{R}e_0} \frac{\partial^2 w_0}{\partial z^2} + \frac{i}{r \bar{R}e_0} \frac{\partial^3 w_0}{\partial r \partial z^2} \right] \]
\[+ 4(1 + \tau_z)^2 \rho_1 \left[ \frac{i}{\bar{R}e_1} \frac{1}{r^2} \nabla^2 w_1 + \frac{w_1}{r^2} \frac{i}{\bar{R}e_1} \frac{\partial^2 w_1}{\partial z^2} + \frac{i}{r \bar{R}e_1} \frac{\partial^3 w_1}{\partial r \partial z^2} \right] \]
\[- \frac{\rho_0}{\bar{R}e_0} \frac{i}{r^2} \nabla^2 w_0 + \frac{\rho_0}{\bar{R}e_0} \frac{1}{r^2} \nabla^4 w_0 + \frac{\rho_1}{\bar{R}e_1} \frac{i}{r^2} \nabla^2 w_1 - \frac{\rho_1}{\bar{R}e_1} \frac{1}{r^2} \nabla^4 w_1 \]
\[+ 2(1 + \tau_z) \frac{i}{r} \left( \frac{\rho_1}{\bar{R}e_1} \frac{\partial^3 w_1}{\partial r \partial z^2} - \frac{\rho_0}{\bar{R}e_0} \frac{\partial^3 w_0}{\partial r \partial z^2} \right) \]
\[+ (2(1 + \tau_z) - 8(1 + \tau_z)^3) \left( \frac{\rho_0 - \rho_1}{r(\rho_0 \bar{R}e_1 - \rho_1 \bar{R}e_0)} \right) \left( \rho_1 \bar{R}e_0 \frac{\partial w_1}{\partial r} - \rho_0 \bar{R}e_1 \frac{\partial w_0}{\partial r} \right) \]
\[= [2(1 + \tau_z) + 4(1 + \tau_z)^2](\rho_0 - \rho_1) \frac{i}{r} \epsilon \quad (2.116) \]

which is the sixth condition.
CHAPTER III
Linear Viscous Analysis

3.1 Introduction

This chapter is concerned with the solutions of the linearized viscous equations describing the fundamentals of the axial velocities for the various configurations. In section 2, we present the solutions obtained by eigenfunction expansions. We first describe the method, then present how to calculate the moments, discuss the effects of the various configurations on the roll, pitch, and yaw moments, and finally present how to calculate the location of the void-fluid or two-fluid interface.

The method requires solving a sixth order eigenvalue problem. For given flight conditions, i.e. $\tau$ and $\theta$, and aspect ratio $\eta$, the eigenfunctions are only functions of the Reynolds number. Hence, all configurations require solving similar eigenvalue problems. For instance, in case of cylinders containing two immiscible fluids, the eigenvalue problem is solved once for $Re = Re_0$ to solve for the eigenfunctions in the inner region and once more for $Re = Re_1$ to solve for the eigenfunctions in the outer region.
Finding the eigenvalues is, however, a difficult task. To check the results obtained by eigenfunction expansions, we have also solved the same linear viscous equations by spectral techniques. The procedure and results are presented in section 3. The method proved very useful in providing an alternative way to compute the moments inexpensively and with comparable accuracy to those obtained by eigenfunction expansions. We have only done this for completely filled cylinders. The extension of the technique to compute the moments for the rest of the configurations is straightforward.

3.2 Solutions by eigenfunction expansions

3.2.1 Solutions procedure

For convenience, we introduce the scaled variables

\[ w_\alpha^1 = \epsilon w_\alpha, \]

\[ q_\alpha = (1 + i)\sqrt{Re_\alpha / 2}, \]

where \( \alpha \) is 0 in the inner region, 1 in the outer region, and

\[ (\tilde{r}, \tilde{z}) = \begin{cases} (r q_0, z q_0) & \text{if } 0 \leq r \leq r_f, \\ (r q_1, z q_1) & \text{if } r_f \leq r \leq 1. \end{cases} \]

We obtain the scaled form of the governing equations for the fundamental components of the axial velocities when eqs. (3.1) through (3.3) are substituted into eq. (2.37), namely,

\[ \tilde{\nabla}^2 w_\alpha - 2 \tilde{\nabla}^4 w_\alpha + \tilde{\nabla}^6 w_\alpha - \tau_0^2 \frac{\partial^2 w_\alpha}{\partial \tilde{z}^2} = 0, \]
where \( \tau_0 = 2(1 + \tau_z) \) and

\[
\hat{\nabla}^2 = \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} - \frac{1}{r^2} + \frac{\partial^2}{\partial z^2}.
\]

Similarly, we obtain for the boundary conditions at the end walls \((z = \pm \eta)\),

\[
w_\alpha = 0, \quad \frac{\partial w_\alpha}{\partial z} = 0, \quad - \frac{\partial^3 w_\alpha}{\partial z^3} + 2 \hat{\nabla}_1^2 \frac{\partial^3 w_\alpha}{\partial z^3} + \frac{\partial^5 w_\alpha}{\partial z^5} = 0, \quad (3.5)
\]

where

\[
\hat{\nabla}_1^2 = \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} - \frac{1}{r^2}.
\]

Note that the form of the governing equations and the boundary conditions at the end walls are the same for both inner and outer regions. Hence, we can treat both inner and outer solutions in a similar fashion and consequently we drop the index \( \alpha \) unless otherwise necessary to distinguish between both solutions.

The governing equations (3.4) are homogeneous and have homogeneous boundary conditions in the \( \tilde{z} \) direction. This suggests the use of separation of variables to solve the linearized axial equations. We start by assuming the product solution

\[
w(\tilde{r}, \tilde{z}) = R(\tilde{r}) Z(\tilde{z})
\]

and we let

\[
\hat{\nabla}_1^2 R = B R, \quad (3.7)
\]

where \( B \) is a complex parameter (i.e. separation constant). When eqs. (3.6) and (3.7) are substituted into eq. (3.4), we obtain

\[
Z^{(6)} + (3 B - 2) Z^{(4)} + (3 B^2 - 4 B + 1 - \tau_0^2) Z'' + (B^3 - 2 B^2 + B) Z = 0, \quad (3.8)
\]
where prime denotes differentiation with respect to \( \tilde{z} \). A similar substitution into the boundary conditions at the end walls \((\tilde{z} = \pm \eta)\) provides the conditions

\[
Z = 0, \quad Z' = 0, \quad Z^{(5)} + (2B - 1)Z^{(3)} = 0 \quad \text{at} \quad \tilde{z} = \pm \eta. \tag{3.9}
\]

Eqs. (3.8) and (3.9) constitute an eigenvalue problem for the eigenvalue \( B \) and the eigenfunction \( Z \). This eigenvalue problem is converted into a system of nonlinear algebraic equations by assuming a solution to equation (3.8) in the form

\[
Z = \cos(a \tilde{z}), \tag{3.10}
\]

where \( a \) is a complex constant that depends on \( B \). The substitution of eq. (3.10) into eq. (3.8) yields the sixth-order algebraic equation for the constant \( a \),

\[
a^6 - (3B - 2)a^4 - (3B^2 - 4B + 1 - \tau^2_\theta)a^2 - (B^3 - 2B^2 + B) = 0. \tag{3.11}
\]

If \( \pm a_1, \pm a_2, \) and \( \pm a_3 \) denote six distinct solutions to eq. (3.11), then the general solution to eq. (3.8) can be written as

\[
Z = c_1 \frac{\cos(a_1 \tilde{z})}{\cos(a_1 \eta \eta)} + c_2 \frac{\cos(a_2 \tilde{z})}{\cos(a_2 \eta \eta)} + c_3 \frac{\cos(a_3 \tilde{z})}{\cos(a_3 \eta \eta)}, \tag{3.12}
\]

where \( c_1, c_2, \) and \( c_3 \) are constants of integration and eq. (3.11) can be written as

\[
a_1^2 + a_2^2 + a_3^2 - 3B + 2 = 0, \tag{3.13}
\]

\[
a_1^2 a_2^2 + a_2^2 a_3^2 + a_3^2 a_1^2 - 3B^2 + 4B - 1 + \tau^2_\theta = 0, \tag{3.14}
\]

\[
a_1^2 a_2^2 a_3^2 - B^3 + 2B^2 - B = 0. \tag{3.15}
\]
The application of boundary conditions (3.9) provides a linear homogeneous system of algebraic equations for the determination of the constants \( c_1, c_2, \) and \( c_3 \), namely,

\[
c_1 + c_2 + c_3 = 0, \tag{3.16}
\]

\[
a_1 c_1 \tan(a_1 q \eta) + a_2 c_2 \tan(a_2 q \eta) + a_3 c_3 \tan(a_3 q \eta) = 0, \tag{3.17}
\]

\[
c_1 \left[a_1^5 - (2B - 1) a_1^2 \right] \tan(a_1 q \eta) + c_2 \left[a_2^5 - (2B - 1) a_2^2 \right] \tan(a_2 q \eta)
\]
\[+ c_3 \left[a_3^5 - (2B - 1) a_3^2 \right] \tan(a_3 q \eta) = 0. \tag{3.18}
\]

In order for system (3.16) through (3.18) to have nontrivial solutions, its determinant must vanish, namely,

\[
(a_1^2 - a_2^2) (2B - 1 - a_1^2 - a_2^2) a_1 \tan(a_1 q \eta) a_2 \tan(a_2 q \eta)
\]
\[+ (a_2^2 - a_3^2) (2B - 1 - a_2^2 - a_3^2) a_2 \tan(a_2 q \eta) a_3 \tan(a_3 q \eta)
\]
\[+ (a_3^2 - a_1^2) (2B - 1 - a_3^2 - a_1^2) a_3 \tan(a_3 q \eta) a_1 \tan(a_1 q \eta) = 0. \tag{3.19}
\]

Equations (3.13) through (3.15) and (3.19) represent four nonlinear algebraic equations for the unknown quadruples \((B; a_1, a_2, a_3)\). Finding these quadruples is a nontrivial task, and details are described in Appendix B. The relatively simple form of equations (3.11) and (3.19), however, permits application of analytical tools unavailable to the numerical approach of Hall et al. (1987). Equation (3.11) has four isolated roots with real \( B \). Only the double root \( B = 1 \) (with \( a_1 = 0 \)) satisfies equation (3.19) and provides a nonoscillatory eigenfunction.
Figure 3.1: Plot of the first 60 eigenvalues on branch 1 (\(\triangle\)), branch 2 (\(\diamondsuit\)), and branch 3 (\(\bigcirc\)) for \(Re = 20, \tau = 0.1111, \eta = 3, \text{ and } \theta = 2^\circ\).

For sufficiently large Reynolds numbers (and \(q\)), it can be shown that one of the \(a_i\)'s, \(a_1\) say, must be located near the diagonal \(\arg(a_1) \approx -\pi/4\). We observe that equation (3.11) can be interpreted as determining either the \(a_i\) for given \(B\) or three solutions \(B_j, j = 1, 2, 3\) for any given \(a\). Varying \(a\) along the diagonal \(-\pi/4\), provides three branches as the locus of the \(B_j\), two of them \(B_1\) and \(B_2\), originating at \(B = 1\), the third \(B_3\), at \(B = 0\) as can be seen from figure 3.1. A small correction to these branches and the position of the eigenvalues along the branches is provided by equation (3.19) when it is solved along with equations (3.13) through (3.15) by the Newton-Raphson iteration. The process takes negligible CPU time when using today's computer workstations, i.e. Sun 3/180 or apollo DN3500.

Given a triplet \(B_j\), we obtain for each \(B_j\) the associated values \(a_{ji}, i = 1, 2, 3\),
Figure 3.2: Plot of the first 60 values of $a_i$ for $Re = 20, \tau = 0.1111, \eta = 3, \text{ and } \theta = 2^\circ$.

where the $a_j$ are located in a small neighborhood near the diagonal $-\pi/4$ and similar to the results for $B_j$, the values $a_j$ for each $a_i$ lie on three branches in the $a_i$-complex plane. Figures 3.2 through 3.4 show the first sixty—twenty on each branch—values (from the origin) for $a_1, a_2,$ and $a_4$ respectively at $Re = 20, \tau = 0.08333, \theta = 2^\circ, \text{ and } \eta = 3$. When the Reynolds number is increased, the branches maintain the same shape. However, the eigenvalues become more closely spaced and more difficult to find. We have, nonetheless, obtained results for Reynolds number up to $Re = 10^6$.

These eigenvalues are infinitely many and their corresponding eigenfunctions, except for the one corresponding to $B = B_0 = 1$, become more oscillatory as $|B| \to \infty$, which indicates that such a system of eigenfunctions is complete and
Figure 3.3: Plot of the first 60 values of $a_2$ for $Re = 20, \tau = 0.1111, \eta = 3$, and $\theta = 2^\circ$.

Figure 3.4: Plot of the first 60 values of $a_3$ for $Re = 20, \tau = 0.1111, \eta = 3$, and $\theta = 2^\circ$. 
can be used as a basis for spanning the solution. This system can be ordered in any desirable fashion. However, we prefer that eigenfunctions be ordered in the order of increasing number of oscillations or zeros. Since the number of zeros of eigenfunctions corresponding to eigenvalues on one branch varies in a similar fashion as that of eigenfunctions corresponding to eigenvalues on the other two branches, we must include in the solution as many eigenfunctions corresponding to eigenvalues on one branch as those corresponding to eigenvalues on other branches.

For convenience, we denote by \( \{B_m\}, \{a_{1m}\}, \{a_{2m}\}, \{a_{3m}\}, m = 0, 1, 2, \ldots, \) the solution sets to the nonlinear system (3.13) through (3.15) and (3.19) ordered from the neighborhood of \( B = 0 \) and \( B = 1 \) to \( B \to \infty \) simultaneously along the three branches. For example \( B_0 \) is on branch 1, \( B_1 \) is on Branch 2, \( B_2 \) is on branch 3, \( B_3 \) is on branch 1, and so on. With this in mind, the closed form of the eigenfunctions associated with the eigenvalues \( \{B_m\} \) are found by expressing \( c_2 \) and \( c_3 \) in terms of \( c_1 \) according to (3.16) and (3.17). If we normalize them by choosing \( c_1 = (1 + i) \cos(a_1 q \eta) \), we obtain the infinite set of eigenfunctions

\[
Z_m = (1 + i) [\cos(a_{1m} \tilde{z}) + c_{2m} \cos(a_{2m} \tilde{z}) + c_{3m} \cos(a_{3m} \tilde{z})], \quad m \neq 0, \quad (3.20)
\]

where

\[
c_{2m} = \frac{a_{1m} \sin(a_{1m} q \eta) \cos(a_{3m} q \eta) - a_{3m} \sin(a_{3m} q \eta) \cos(a_{1m} q \eta)}{a_{3m} \sin(a_{3m} q \eta) \cos(a_{2m} q \eta) - a_{2m} \sin(a_{2m} q \eta) \cos(a_{3m} q \eta)},
\]

\[
c_{3m} = \frac{a_{2m} \sin(a_{2m} q \eta) \cos(a_{1m} q \eta) - a_{1m} \sin(a_{1m} q \eta) \cos(a_{2m} q \eta)}{a_{3m} \sin(a_{3m} q \eta) \cos(a_{2m} q \eta) - a_{2m} \sin(a_{2m} q \eta) \cos(a_{3m} q \eta)}.
\]
and for the special case corresponding to

\[ B_0 = 1, \ a_{10} = 0, \ a_{20} = \frac{\sqrt{(4 \tau_0^2 + 1)^{1/2} + 1}}{\sqrt{2}}, \ a_{30} = \frac{\sqrt{1 - (4 \tau_0^2 + 1)^{1/2}}}{\sqrt{2}}, \]  

(3.21)

we have

\[ Z_0 = (1 + i)[1 - \frac{a_{30}}{\Delta} \sin(a_{30} q \eta) \cos(a_{20} \bar{z}) + \frac{a_{20}}{\Delta} \sin(a_{20} q \eta) \cos(a_{30} \bar{z})], \]  

(3.22)

where

\[ \Delta = a_{30} \cos(a_{20} q \eta) \sin(a_{30} q \eta) - a_{20} \cos(a_{30} q \eta) \sin(a_{20} q \eta). \]

For large Reynolds numbers, plots of the eigenfunctions reveal the presence of a small thin layer near the end walls (Ekman layer) where the greatest changes occur.

We now turn to the solution of equation (3.7). Since \( B = 0 \) is not an eigenvalue, the solutions to eq. (3.7) corresponding to the infinitely many eigenvalues are simply

\[ R_m(\bar{r}) = I_1(\sqrt{B_m} \bar{r}), \ m = 0, 1, 2, 3, \ldots \]  

(3.23)

Let \( Z_m^0, Z_m^1 \) be the eigenfunctions that are solutions to the above eigenvalue problem for \( q = q_0, q_1 \) respectively and their corresponding eigenvalues be \( B_m^0 \) and \( B_m^1 \), then the inner solution is given by

\[ w_0 = \sum_{m=0}^{\infty} F_m^0 I_1(\sqrt{B_m^0} \bar{r}) Z_m^0(\bar{z}), \]  

(3.24)

while the outer solution takes the form

\[ w_1 = \sum_{m=0}^{\infty} \left[ F_m^1 I_1(\sqrt{B_m^1} \bar{r}) + G_m^1 K_1(\sqrt{B_m^1} \bar{r}) \right] Z_m^1(\bar{z}), \]  

(3.25)
where \( I_1 \) and \( K_1 \) are the modified Bessel functions of the first and second kind of order 1 respectively. The expansion coefficients \( F_m^\alpha \) and \( G_m^1 \) are found by forcing the solutions to satisfy the boundary conditions at the side walls and at the interface depending on the configuration considered. For completely filled cylinders \((r_0 = 1)\), we have at \( r = 1 \)

\[
\sum_{m=0}^{\infty} F_m^0 \mathcal{L}_j^w I_1(\sqrt{B_m^0 \hat{r}}) Z_m^0(\hat{z}) = C_j^w, \quad j = 1, 2, 3, \quad (3.26)
\]

where \( \mathcal{L}_j^w \) are side wall scaled boundary operators. For convenience, they are listed in Appendix A along with the forcing constants \( C_j^w \). For cylinders containing a central rod, we have at \( r = 1 \) and at \( r = r_0 \)

\[
\sum_{m=0}^{\infty} F_m^1 \mathcal{L}_j^w I_1(\sqrt{B_m^1 \hat{r}}) Z_m^1(\hat{z}) + G_m^1 \mathcal{L}_j^w K_1(\sqrt{B_m^1 \hat{r}}) Z_m^1(\hat{z}) = C_j^w, \quad j = 1, 2, 3, \quad (3.27)
\]

while for partially filled cylinders, in addition to condition (3.27) applied at \( r = 1 \), we have at \( r = r_0 \)

\[
\sum_{m=0}^{\infty} F_m^1 \mathcal{L}_j^v I_1(\sqrt{B_m^1 \hat{r}}) Z_m^1(\hat{z}) + G_m^1 \mathcal{L}_j^v K_1(\sqrt{B_m^1 \hat{r}}) Z_m^1(\hat{z}) = C_j^v, \quad j = 1, 2, 3, \quad (3.28)
\]

where \( \mathcal{L}_j^v \) are scaled void-fluid interface operators and \( C_j^v \) are forcing constants, and are listed in Appendix A. In addition to condition (3.27) applied at \( r = 1 \), for two-fluid flows, we have

\[
\sum_{m=0}^{\infty} F_m^0 \mathcal{L}_j^0 I_1(\sqrt{B_m^0 \hat{r}}) Z_m^0(\hat{z}) - \sum_{m=0}^{\infty} F_m^1 \mathcal{L}_j^1 I_1(\sqrt{B_m^1 \hat{r}}) Z_m^1(\hat{z})
\]
\[- \sum_{m=0}^{\infty} G_m^1 \mathcal{L}_j^1 K_1(\sqrt{B_m^1 \tilde{r}}) Z_m^1(\tilde{z}) = C_j, \quad j = 1, \ldots, 6, \] (3.29)

where \( \mathcal{L}_j^0 \) and \( \mathcal{L}_j^1 \) are scaled two-fluid-interface operators, and are listed in Appendix A along with the forcing constants \( C_j \).

These conditions are too difficult to satisfy analytically and the infinite series are truncated to \( M \) terms. The appropriate conditions for each configuration are converted into a system of linear algebraic equations for the coefficients \( F_m^0, G_m^1 \), and/or \( F_m^1 \) by collocation or least squares method. When using the collocation method, each condition is satisfied exactly at \( M/3 \) equidistant points along only half of the cylinder length since the solution is symmetric about its center plane, \( \tilde{z} = 0 \). Since the number of conditions and coefficients vary with the type of configuration (3 for completely filled cylinders, 6 for either cylinders containing a central rod or partially filled cylinders, and 9 for cylinders containing two fluids), the size of the algebraic system changes from configuration to configuration for fixed collocation points. For completely filled cylinders, we generate a \( M \times M \) system for determining \( M \) coefficients, \( \{F_m^0; m = 0, \ldots, M - 1\} \). While for cylinders containing a partial fill or a central rod, we generate a \( 2M \times 2M \) system for the determination of 2\( M \) coefficients, \( \{F_m^1; m = 0, \ldots, M - 1\} \) and \( \{G_m^1; m = 0, \ldots, M - 1\} \). Finally for cylinders containing two immiscible fluids, a \( 3M \times 3M \) system is generated for determining 3\( M \) coefficients, \( \{F_m^0; m = 0, \ldots, M - 1\} \), \( \{F_m^1; m = 0, \ldots, M - 1\} \) and \( \{G_m^1; m = 0, \ldots, M - 1\} \). The resulting system of equations is solved by Gauss
Figure 3.5: Convergence of the value of $M_x/\left(\rho \omega^2 a^5\right)$ for completely filled cylinders at $Re = 20, \tau = 0.16667, \eta = 4.368,$ and $\theta = 20^\circ$ obtained by collocation method (Δ) and the least squares method (○).

elimination. For completely filled cylinders, the whole process including evaluation of moments with 120 eigenfunctions ($M = 120$) takes about 0.24 second CPU time on a Cray Y-MP8/864 for the case of $Re = 20, \eta = 4.368, \tau = 0.16667,$ and $\theta = 20^\circ$. The same process for cylinders containing a central rod or a void takes about 0.86 second, and for cylinders containing two immiscible fluids it takes about 1.84 second on a Cray Y-MP8/864.

When using the discrete least squares method we over-determined the system by satisfying the boundary conditions at $M$ equidistant points rather than $M/3$ points. We have only done this for completely filled cylinders to compare convergence properties. Figure 3.5 and table 3.1 compare the convergence of the yaw
Figure 3.6: Convergence of the expansion coefficients for completely filled cylinders at $Re = 20, \tau = 0.16667, \eta = 4.368$, and $\theta = 20^0$ obtained by collocation.

moment for $Re = 20, \eta = 4.368, \tau = 0.16667$, and $\theta = 20^0$ obtained by both methods. As expected, the yaw moment must converge to the same value regardless of the method used. The CPU time for this method is of the same order as that for the collocation method. We see no reason why we should favor one over the other. Hence, from here on, all results are obtained by collocation if they are obtained by eigenfunction expansions. Figure 3.6 shows the convergence of the expansion coefficients for completely filled cylinders at the same parameters as in figure 3.5. While the convergence of the coefficients is spectral, the convergence of the solution at any location may not be spectral since in the expansion, the coefficients are also multiplied by Bessel functions that may increase exponentially depending on the values of their arguments $q\sqrt{B_m r}$. Table 3.2 through 3.5 present the con-
Table 3.1: Convergence of the value of $M_x/(\rho_0^2 a^5)$ for completely filled cylinders at $Re = 20, \tau = 0.16667, \eta = 4.36842$, and $\theta = 20^\circ$.

<table>
<thead>
<tr>
<th>No of Eigenfunctions</th>
<th>Collocation</th>
<th>Least squares</th>
</tr>
</thead>
<tbody>
<tr>
<td>36</td>
<td>0.081914829</td>
<td>0.082767458</td>
</tr>
<tr>
<td>45</td>
<td>0.082209134</td>
<td>0.082589925</td>
</tr>
<tr>
<td>54</td>
<td>0.082348282</td>
<td>0.082528144</td>
</tr>
<tr>
<td>63</td>
<td>0.082389478</td>
<td>0.082498105</td>
</tr>
<tr>
<td>72</td>
<td>0.082419824</td>
<td>0.082477601</td>
</tr>
<tr>
<td>81</td>
<td>0.082441651</td>
<td>0.082463829</td>
</tr>
<tr>
<td>90</td>
<td>0.082453655</td>
<td>0.082467566</td>
</tr>
<tr>
<td>99</td>
<td>0.082459100</td>
<td>0.082467243</td>
</tr>
<tr>
<td>108</td>
<td>0.082461187</td>
<td>0.082464612</td>
</tr>
<tr>
<td>117</td>
<td>0.082461821</td>
<td>0.082466807</td>
</tr>
</tbody>
</table>

Convergence of the yaw, pitch, and roll moments for the various configurations for the same parameters as in table 3.1 and a fill radii of 0.2 for partially filled cylinders and 0.5 for cylinders containing a central rod and cylinders containing two fluids of density ratio $\rho_0/\rho_1 = 0.9$. As can be noted from the tables, the number of eigenfunctions needed for a given accuracy increases with the degree of complexity of the configuration—completely filled cylinders being the least complex and cylinders containing two fluids being the highest.

### 3.2.2 Calculation of Moments

We use the volume integral approach expressions described in chapter 2. If we let

$$S_1^0(r_0) = \int_{-\eta}^{\eta} \int_{0}^{2\pi} \int_{0}^{r_0} v_2^0(r, \phi, z)r^2 \cos(\phi) dr d\phi dz,$$  \hspace{1cm} (3.30)

$$S_1^1(r_0) = \int_{-\eta}^{\eta} \int_{0}^{2\pi} \int_{0}^{r_0} v_z^1(r, \phi, z)r^2 \cos(\phi) dr d\phi dz,$$ \hspace{1cm} (3.31)
Table 3.2: Convergence of the moments for completely filled cylinders at $Re = 20$, $\eta = 4.36842$, $\tau = 0.16667$, and $\theta = 20^\circ$.

<table>
<thead>
<tr>
<th>No of Eigenfunctions</th>
<th>$M_x/(\rho \omega^2 a^5)$</th>
<th>$M_y/(\rho \omega^2 a^5)$</th>
<th>$M_z/(\rho \omega^2 a^5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>0.117659710</td>
<td>0.077476132</td>
<td>0.042840632</td>
</tr>
<tr>
<td>21</td>
<td>0.068915042</td>
<td>0.082572212</td>
<td>0.025083022</td>
</tr>
<tr>
<td>27</td>
<td>0.079864382</td>
<td>0.078704302</td>
<td>0.029068262</td>
</tr>
<tr>
<td>33</td>
<td>0.081717292</td>
<td>0.079040502</td>
<td>0.029742662</td>
</tr>
<tr>
<td>39</td>
<td>0.082023442</td>
<td>0.078915082</td>
<td>0.029854092</td>
</tr>
<tr>
<td>45</td>
<td>0.082209122</td>
<td>0.078468122</td>
<td>0.029921672</td>
</tr>
<tr>
<td>51</td>
<td>0.082321302</td>
<td>0.078204252</td>
<td>0.029962502</td>
</tr>
<tr>
<td>57</td>
<td>0.082365422</td>
<td>0.078137902</td>
<td>0.029978562</td>
</tr>
<tr>
<td>63</td>
<td>0.082389472</td>
<td>0.078153272</td>
<td>0.029987322</td>
</tr>
<tr>
<td>69</td>
<td>0.082410372</td>
<td>0.078181752</td>
<td>0.029994922</td>
</tr>
<tr>
<td>75</td>
<td>0.082428262</td>
<td>0.078202442</td>
<td>0.030001432</td>
</tr>
<tr>
<td>81</td>
<td>0.082441652</td>
<td>0.078214312</td>
<td>0.030006312</td>
</tr>
<tr>
<td>87</td>
<td>0.082450572</td>
<td>0.078220062</td>
<td>0.030009552</td>
</tr>
<tr>
<td>93</td>
<td>0.082456012</td>
<td>0.078223122</td>
<td>0.030011532</td>
</tr>
<tr>
<td>99</td>
<td>0.082459092</td>
<td>0.078224962</td>
<td>0.030012652</td>
</tr>
<tr>
<td>105</td>
<td>0.082460722</td>
<td>0.078226372</td>
<td>0.030013252</td>
</tr>
<tr>
<td>111</td>
<td>0.082461502</td>
<td>0.078227642</td>
<td>0.030013532</td>
</tr>
<tr>
<td>117</td>
<td>0.082461822</td>
<td>0.078228842</td>
<td>0.030013652</td>
</tr>
<tr>
<td>123</td>
<td>0.082461892</td>
<td>0.078229972</td>
<td>0.030013672</td>
</tr>
</tbody>
</table>
Table 3.3: Convergence of the moments for cylinders containing a central rod at \(Re = 20, r_0 = 0.5, \eta = 4.368, \tau = 0.16667,\) and \(\theta = 20^\circ\).

<table>
<thead>
<tr>
<th>No of Eigenfunctions</th>
<th>(M_x/(\rho \omega^2 a^5))</th>
<th>(M_y/(\rho \omega^2 a^5))</th>
<th>(M_z/(\rho \omega^2 a^5))</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>0.05488762</td>
<td>0.02392890</td>
<td>0.01997746</td>
</tr>
<tr>
<td>42</td>
<td>0.04977385</td>
<td>0.02295802</td>
<td>0.01811620</td>
</tr>
<tr>
<td>54</td>
<td>0.05448393</td>
<td>0.02847120</td>
<td>0.01983053</td>
</tr>
<tr>
<td>66</td>
<td>0.05789967</td>
<td>0.03181071</td>
<td>0.02107375</td>
</tr>
<tr>
<td>78</td>
<td>0.05615596</td>
<td>0.03212592</td>
<td>0.02043910</td>
</tr>
<tr>
<td>90</td>
<td>0.05574163</td>
<td>0.03023632</td>
<td>0.02028829</td>
</tr>
<tr>
<td>102</td>
<td>0.05589821</td>
<td>0.02955786</td>
<td>0.02034528</td>
</tr>
<tr>
<td>114</td>
<td>0.05599601</td>
<td>0.02944876</td>
<td>0.02038088</td>
</tr>
<tr>
<td>126</td>
<td>0.05604277</td>
<td>0.02949874</td>
<td>0.02039790</td>
</tr>
<tr>
<td>138</td>
<td>0.05605931</td>
<td>0.02957376</td>
<td>0.02040392</td>
</tr>
<tr>
<td>150</td>
<td>0.05605741</td>
<td>0.02964046</td>
<td>0.02040323</td>
</tr>
<tr>
<td>162</td>
<td>0.05604502</td>
<td>0.02969452</td>
<td>0.02039872</td>
</tr>
<tr>
<td>174</td>
<td>0.05602752</td>
<td>0.02973781</td>
<td>0.02039235</td>
</tr>
<tr>
<td>186</td>
<td>0.05600823</td>
<td>0.02977264</td>
<td>0.02038533</td>
</tr>
<tr>
<td>198</td>
<td>0.05598915</td>
<td>0.02980072</td>
<td>0.02037838</td>
</tr>
<tr>
<td>210</td>
<td>0.05597088</td>
<td>0.02982338</td>
<td>0.02037173</td>
</tr>
<tr>
<td>222</td>
<td>0.05595446</td>
<td>0.02984154</td>
<td>0.02036576</td>
</tr>
<tr>
<td>234</td>
<td>0.05594035</td>
<td>0.02985652</td>
<td>0.02036062</td>
</tr>
<tr>
<td>246</td>
<td>0.05592348</td>
<td>0.02986879</td>
<td>0.02035448</td>
</tr>
<tr>
<td>252</td>
<td>0.05591797</td>
<td>0.02987315</td>
<td>0.02035248</td>
</tr>
</tbody>
</table>
Table 3.4: Convergence of the moments for partially filled cylinders at $Re = 20$, $r_0 = 0.2$, $\eta = 4.368$, $\tau = 0.16667$, and $\theta = 20^\circ$.

<table>
<thead>
<tr>
<th>No of Eigenfunctions</th>
<th>$M_x/(\rho \omega^2 a^5)$</th>
<th>$M_y/(\rho \omega^2 a^5)$</th>
<th>$M_z/(\rho \omega^2 a^5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>0.11749500</td>
<td>0.08383860</td>
<td>0.04276467</td>
</tr>
<tr>
<td>42</td>
<td>0.06832103</td>
<td>0.08728497</td>
<td>0.02486682</td>
</tr>
<tr>
<td>54</td>
<td>0.07820715</td>
<td>0.08308486</td>
<td>0.02846508</td>
</tr>
<tr>
<td>66</td>
<td>0.07990268</td>
<td>0.08318131</td>
<td>0.02908220</td>
</tr>
<tr>
<td>78</td>
<td>0.08027353</td>
<td>0.08295718</td>
<td>0.02921718</td>
</tr>
<tr>
<td>90</td>
<td>0.08049388</td>
<td>0.08245973</td>
<td>0.02929738</td>
</tr>
<tr>
<td>102</td>
<td>0.08063756</td>
<td>0.08214427</td>
<td>0.02934967</td>
</tr>
<tr>
<td>114</td>
<td>0.08072316</td>
<td>0.08204449</td>
<td>0.02938083</td>
</tr>
<tr>
<td>126</td>
<td>0.08079074</td>
<td>0.08205004</td>
<td>0.02940542</td>
</tr>
<tr>
<td>138</td>
<td>0.08085006</td>
<td>0.08208565</td>
<td>0.02942701</td>
</tr>
<tr>
<td>150</td>
<td>0.08089869</td>
<td>0.08212249</td>
<td>0.02944472</td>
</tr>
<tr>
<td>162</td>
<td>0.08093529</td>
<td>0.08215384</td>
<td>0.02945804</td>
</tr>
<tr>
<td>174</td>
<td>0.08096105</td>
<td>0.08217987</td>
<td>0.02946741</td>
</tr>
<tr>
<td>186</td>
<td>0.08097828</td>
<td>0.08220194</td>
<td>0.02947368</td>
</tr>
<tr>
<td>198</td>
<td>0.08098927</td>
<td>0.08222112</td>
<td>0.02947768</td>
</tr>
<tr>
<td>210</td>
<td>0.08099587</td>
<td>0.08223801</td>
<td>0.02948009</td>
</tr>
<tr>
<td>222</td>
<td>0.08099943</td>
<td>0.08225298</td>
<td>0.02948138</td>
</tr>
<tr>
<td>234</td>
<td>0.08100090</td>
<td>0.08226624</td>
<td>0.02948192</td>
</tr>
<tr>
<td>246</td>
<td>0.08100090</td>
<td>0.08227799</td>
<td>0.02948192</td>
</tr>
<tr>
<td>252</td>
<td>0.08100049</td>
<td>0.08228335</td>
<td>0.02948177</td>
</tr>
</tbody>
</table>
Table 3.5: Convergence of the moments for cylinders containing two immiscible fluids at $Re_0 = Re_1 = 20$, $\rho_0/\rho_1 = 0.9$, $r_0 = 0.5$, $\eta = 4.368$, $\tau = 0.16667$, and $\theta = 20^\circ$.

<table>
<thead>
<tr>
<th>No of Eigenfunctions</th>
<th>$M_x/(\rho_0\omega^2a^5)$</th>
<th>$M_y/(\rho_0\omega^2a^5)$</th>
<th>$M_z/(\rho_0\omega^2a^5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>45</td>
<td>0.1228060</td>
<td>0.0931072</td>
<td>0.0446976</td>
</tr>
<tr>
<td>54</td>
<td>0.0477222</td>
<td>0.0149027</td>
<td>0.0173695</td>
</tr>
<tr>
<td>72</td>
<td>0.0851834</td>
<td>0.0880888</td>
<td>0.0310042</td>
</tr>
<tr>
<td>90</td>
<td>0.0898980</td>
<td>0.0876418</td>
<td>0.0327202</td>
</tr>
<tr>
<td>108</td>
<td>0.0905833</td>
<td>0.0877406</td>
<td>0.0329696</td>
</tr>
<tr>
<td>126</td>
<td>0.0907965</td>
<td>0.0871687</td>
<td>0.0330472</td>
</tr>
<tr>
<td>144</td>
<td>0.0909564</td>
<td>0.0866558</td>
<td>0.0331054</td>
</tr>
<tr>
<td>162</td>
<td>0.0909815</td>
<td>0.0864294</td>
<td>0.0331146</td>
</tr>
<tr>
<td>180</td>
<td>0.0909731</td>
<td>0.0864475</td>
<td>0.0331115</td>
</tr>
<tr>
<td>198</td>
<td>0.0910174</td>
<td>0.0864908</td>
<td>0.0331276</td>
</tr>
<tr>
<td>216</td>
<td>0.0910548</td>
<td>0.0865150</td>
<td>0.0331413</td>
</tr>
<tr>
<td>234</td>
<td>0.0910832</td>
<td>0.0865272</td>
<td>0.0331516</td>
</tr>
<tr>
<td>252</td>
<td>0.0911041</td>
<td>0.0865320</td>
<td>0.0331592</td>
</tr>
<tr>
<td>270</td>
<td>0.0911192</td>
<td>0.0865332</td>
<td>0.0331647</td>
</tr>
<tr>
<td>288</td>
<td>0.0911304</td>
<td>0.0865333</td>
<td>0.0331688</td>
</tr>
<tr>
<td>306</td>
<td>0.0911389</td>
<td>0.0865332</td>
<td>0.0331718</td>
</tr>
<tr>
<td>324</td>
<td>0.0911456</td>
<td>0.0865333</td>
<td>0.0331743</td>
</tr>
<tr>
<td>342</td>
<td>0.0911511</td>
<td>0.0865339</td>
<td>0.0331763</td>
</tr>
<tr>
<td>360</td>
<td>0.0911559</td>
<td>0.0865346</td>
<td>0.0331781</td>
</tr>
</tbody>
</table>
\[ S^0_2(r_0) = \int_{-\pi}^{\pi} \int_0^{2\pi} \int_0^{r_0} v^0_2(r, \phi, z) r^2 \sin(\phi) dr d\phi dz, \quad (3.32) \]

and

\[ S^1_2(r_0) = \int_{-\pi}^{\pi} \int_0^{2\pi} \int_0^{r_0} v^1_2(r, \phi, z) r^2 \sin(\phi) dr d\phi dz, \quad (3.33) \]

then for completely filled cylinders we have

\[ M_x = 2 \cos \theta (\rho_0 \omega^2 a^5) S^0_1(r_0 = 1), \quad (3.34) \]

\[ M_y = 2 \cos \theta (\rho_0 \omega^2 a^5) S^1_2(r_0 = 1), \quad (3.35) \]

for cylinders containing a central rod or a void, we have

\[ M_x = 2 \cos \theta (\rho_1 \omega^2 a^5) S^1_1(r_0), \quad (3.36) \]

\[ M_y = 2 \cos \theta (\rho_1 \omega^2 a^5) S^1_2(r_0), \quad (3.37) \]

and for cylinders containing two immiscible fluids, we have

\[ M_x = 2 \cos \theta (\rho_0 \omega^2 a^5) S^0_1(r_0) + 2 \cos \theta (\rho_1 \omega^2 a^5) S^1_1(r_0), \quad (3.38) \]

\[ M_y = 2 \cos \theta (\rho_0 \omega^2 a^5) S^0_2(r_0) + 2 \cos \theta (\rho_1 \omega^2 a^5) S^1_2(r_0), \quad (3.39) \]

The substitution of the fundamental of the axial velocities,

\[ v^\omega_z = \epsilon[w_\alpha(r, z)e^{i\phi} + \bar{w}_\alpha(r, z)e^{-i\phi}] \quad (3.40) \]

into \( S^\alpha = S^1_1 - i S^2_2 \) yields

\[ S^0 = 4 \pi \epsilon \int_{-\pi}^{\pi} \int_0^{r_0} w_0(r, z) r^2 dr dz, \quad (3.41) \]
and

\[ S^1 = 4 \pi \epsilon \int_0^\eta \int_{r_0}^1 w_1(r,z)r^2 dr dz. \]  \hfill (3.42)

We now substitute the expansion of \( w_\alpha(r,z) \) into eqs. (3.41) and (3.42) to get for the inner region,

\[ S^0 = 4 \pi \epsilon \sum_{m=0}^{M-1} F^0_m \int_0^1 r^2 I_1(\sqrt{B^0_m q_0} r) dr \int_0^n Z^0_m(z) dz, \]  \hfill (3.43)

and for the outer region we get

\[
S^1 = 4 \pi \epsilon \sum_{m=0}^{M-1} \{ F^1_m \int_{r_0}^1 r^2 I_1(\sqrt{B^1_m q_1} r) dr \\
+ G^1_m \int_{r_0}^1 r^2 K_1(\sqrt{B^1_m q_1} r) dr \} \int_0^n Z^1_m(z) dz, \]

where one can easily show that

\[ \int_0^1 r^2 I_1(\sqrt{B_m q_1} r) dr = \frac{1}{q \sqrt{B_m}} [I_2(q \sqrt{B_m})], \]  \hfill (3.45)

\[ \int_{r_0}^1 r^2 I_1(\sqrt{B_m q_1} r) dr = \frac{1}{q \sqrt{B_m}} [I_2(q \sqrt{B_m}) - r_0^2 I_2(r_0 q \sqrt{B_m})], \]  \hfill (3.46)

\[ \int_{r_0}^1 r^2 K_1(\sqrt{B_m q_1} r) dr = \frac{1}{q \sqrt{B_m}} [r_0^2 K_2(r_0 q \sqrt{B_m}) - K_2(q \sqrt{B_m})], \]  \hfill (3.47)

and if \( a_{1m} = 0 \), we have

\[ \int_0^n Z_m(z) dz = (1 + i) \frac{1}{q} [\eta q - \frac{a_{30}^2 - a_{20}^2}{a_{20} a_{30} \Delta} \sin(a_{20} q \eta) \sin(a_{30} q \eta)], \]  \hfill (3.48)
whereas when \( a_{1m} \neq 0 \), we have

\[
\int_0^\eta Z_m(z)dz = (1 + i)^{-1} q \sin(a_{1m} q \eta) \left[ \frac{1}{a_{1m}} - \frac{a_{3m} \Delta_{2m} + a_{2m} \Delta_{3m}}{a_{2m} a_{3m} \Delta_m} \right], \quad (3.49)
\]

where

\[
\Delta_{2m} = a_{1m} \delta_{3m} - a_{3m} \delta_{1m}, \quad \Delta_{3m} = a_{2m} \delta_{1m} - a_{1m} \delta_{2m},
\]

\[
\Delta_m = a_{2m} \delta_{3m} - a_{3m} \delta_{2m},
\]

with

\[
\delta_{jm} = a_{jm}^5 - (2 B_m - 1) a_{jm}^3; \quad j = 1, 2, 3.
\]

We have first calculated these moments for completely filled cylinders and the results are shown in figures 3.7 through 3.11. Figures 3.7 through 3.9 show plots of the roll, pitch, and yaw moments versus the Reynolds number at \( \tau = 0.1667 \), \( \eta = 4.368 \), and \( \theta = 20^\circ \) respectively. The results compare quite well with those obtained by the 3D-Spectral code of Herbert & Li (1987) for both yaw and roll moments, i.e. at \( Re = 900 \) the difference between the yaw moment predicted by the spectral code and that predicted by our method is about 1.4%. However, figure 3.8 shows a relatively significant difference between the pitch moments predicted by the two methods. This significance is attributed to the fact that the linear theory does not predict the mean flow distortion (\( v^0 \)) needed for accurate prediction of the pitch moment. This difference increases in magnitude as the Reynolds number increases. Nevertheless, it is negligible for engineering applications, i.e. 4% for \( Re = 900 \).
Figure 3.7: Roll moment versus Reynolds number for completely filled cylinders at $\tau = 0.16667$, $\eta = 4.368$, and $\theta = 20^\circ$. Comparison with the results of Herbert & Li (1987) (+), Rosenblat et al. (1986) ($\triangle$), and Experimental data of Miller (1982) (o).

Figure 3.8: Pitch moment versus Reynolds number for completely filled cylinders at $\tau = 0.16667$, $\eta = 4.368$, and $\theta = 20^\circ$. Comparison with the results of Herbert & Li (1987) (+) and Rosenblat et al. (1986) ($\triangle$).
We have also compared our results to those of Rosenblat et al. (1987) obtained by a finite element code. Figure 3.8 shows that for the pitch moment, the discrepancy with the finite element code is slightly more severe than that with the spectral code, i.e. the difference is about 10.7 % for $Re = 500$, and we believe it is attributed to the low accuracy of the finite element code since it also does not predict the yaw and roll moments accurately as can be seen from figures 3.7 and 3.9. For flows at $Re = 500$, the difference between the yaw moment obtained by the finite element code and that obtained by our method is about 14 % as opposed to 0.6 % for the difference between yaw moment obtained by the spectral code and that obtained by our method. The discrepancies for the yaw and roll moments...
are also more severe in the neighborhood of the Reynolds number at which both
moments acquire maxima. These maxima can be responsible for flight failure of
the projectile. Since this phenomena occur at relatively low Reynolds number,
$Re \approx 30$, the flight instability resulting from it is referred to as viscous instability.

With our method, we can obtain results for flows at high Reynolds numbers.
We have calculated the yaw, roll, and pitch moments for cylinders of different
aspect ratios at different Reynolds numbers for a given coning frequency. Figure
3.10 shows a plot of the yaw moment versus the aspect ratio for $\tau = 0.08333$ and
$\theta = 2^\circ$. The figure clearly shows that the yaw moment, and consequently the roll
moment since $M_x = M_{x \tan \theta}$, acquires maxima at critical aspect ratios. As the
Reynolds number increases, these moments increase dramatically at these critical
aspect ratios. We believe this phenomena is due to resonance with inertial waves
and can be responsible for flight failure of liquid-filled projectiles. The locus of the
critical aspect ratios that lead to resonance will be discussed in the next chapter
where the inviscid equations are solved for the various configurations.

Similar results are obtained for the pitch moment and they are presented in
figure 3.11. We note, however, the qualitative differences between the behavior of
the roll moment and the pitch moment in the neighborhood of the critical aspect
ratios. The pitch moment approaches $\infty$ as the critical aspect ratio is approached
from the right and it approaches $-\infty$ as the critical aspect ratio is approached
from the left while the yaw and roll moments approach $\infty$ as the critical aspect
Figure 3.10: Yaw moment versus aspect ratio for completely filled cylinders at \( \tau = 0.08333, \theta = 2^0, Re = 10^3 \) (---), and \( Re = 10^4 \) (—).

Figure 3.11: Pitch moment versus aspect ratio for completely filled cylinders at \( \tau = 0.08333, \theta = 2^0, Re = 10^3 \) (---), and \( Re = 10^4 \) (—).
ratio is approached from either the left or the right. If the coning frequency is increased the critical aspect ratios shift to the right and vice versa. We recognize that in real life this frequency is not constant but rather changing, and its slight variations can cause this moment to oscillate between a large negative value and a large positive value. This of course can cause an increase in the nutation angle and consequently can lead to flight failure of projectiles.

One way to avoid resonance for a given coning frequency, is to avoid these critical aspect ratios. The versatility of our method makes this possible since it does not require lots of computing time on one hand and it can handle flows at high Reynolds numbers, unaccessible to other approaches, on the other hand. Moreover, it is quite efficient for flight simulators that are routinely used to predict flight instabilities of projectiles. Rather than reading the moments for different flight conditions from massive tables generated apriori to flight simulation, they can be found interactively at negligible computing costs.

An alternative way to avoiding resonance if the aspect ratio cannot be modified due to other design constraints is to design the cylinder to contain a central rod or have the cylinder partially filled during production. Figure 3.12 shows plots of the roll moments versus the fill ratio obtained for both configurations at $\tau = 0.1111$, $\eta = 3.35$, $\theta = 2^0$, and $Re = 10^4$. We have chosen these parameters because they lead to resonance for completely filled cylinders. The figure clearly indicates that the moments can be cut by as much as 96% when using cylinders with a central rod
Figure 3.12: Roll moment versus fill ratio $V_1/V$ for partially filled cylinders (○) and cylinders containing a central rod (△) at $Re = 10^4$, $\eta = 3.35$, $\tau = 0.1111$, and $\theta = 20^\circ$.

of $r_0 = .15$ ($V_1/V \approx 98\%$) and by as much as 95% when the cylinder is partially filled with a fill ratio of 75% ($r_0 = 0.5$). While the central rod configuration seems more effective, the partial fill configuration allows room for expansion and might be preferred for certain applications.

Unfortunately, it is not always the case that these configurations reduce the moments for any given flight conditions and geometric characteristics with any fill ratio. Certain fill ratios can be responsible for the onset of resonance. In fact, completely filled cylinders are only a special case of both configurations since as $r_0 \to 0$ both configurations approach the complete fill configuration. We, thus, need to study the effect of the fill ratio on the onset of resonance. Figures 3.13
and 3.14 show plots of the roll moment versus \( r_0 \) at different Reynolds numbers for cylinders containing a central rod at \( \tau = 0.08674, \eta = 4.5, \) and \( \theta = 20^\circ \). Similar results for partially filled cylinders are presented in figures 3.15 and 3.16. The figures show that for Reynolds numbers up to about 30, the roll moment increases with the Reynolds number for any given fill ratio. It does level out at \( Re \approx 30 \), then it starts descending, but not for any fill ratio. For certain fill ratios, this moment starts to ascend again as the Reynolds number increases. It continues to increase as \( Re \) increases. This phenomena is, thus, inviscid in nature and is due to resonance with inertial waves.

The critical fill ratio at which the roll moment is most amplified at large Reynolds numbers depends on the configuration considered. For the parameters
Figure 3.14: Roll moment versus fill radius for cylinders containing a central rod at \( \eta = 4.5 \), \( \tau = 0.08674 \), and \( \theta = 20^\circ \).

Figure 3.15: Roll moment versus fill radius for partially filled cylinders at \( \eta = 4.5 \), \( \tau = 0.08674 \), and \( \theta = 20^\circ \).
Figure 3.16: Roll moment versus fill radius for partially filled cylinders at $\eta = 4.5$, $\tau = 0.08674$, and $\theta = 20^\circ$.

depicted in figures 3.13 through 3.16, we see that the critical fill radius for cylinders containing a central rod is much smaller than that for partially filled cylinders. These critical values also depend on the aspect ratio and the coning frequency as can be seen from figures 3.17 through 3.19. For certain aspect ratios and coning frequencies there exist more than one critical radius as in figure 3.19. We will discuss the locus of these critical radii in the next chapter. We should mention here that resonance also affects the pitch moment as can be seen from figures 3.20 and 3.21. Like the results obtained for completely filled cylinders, the pitch moment is decreased dramatically as the critical radius is approached from the left while it increases dramatically when the critical radius is approached from the right as the Reynolds numbers is increased. Far from these critical radii, the moment increases
Figure 3.17: Roll moment versus fill radius for cylinders containing a central rod (---) and partially filled cylinders (- - -) at \( Re = 10^4, \eta = 3.0, \tau = 0.1111, \) and \( \theta = 2^\circ. \)

A quick glance at figure 3.15 reveals that the roll moment is almost constant for up to \( r_0 \approx 0.4, \) these results are very useful since in practice cylinders are often designed to carry a partial fill for safety reasons for that liquids might expand. Consequently, this property allow for no alternative design criteria from that for completely filled cylinders. However, we caution the reader that the critical radius move to the left or right as the coning frequency is altered and we recommend consulting with the results presented in the next chapter to know these critical radii for a wide range of aspect ratios and coning frequencies.

While the partial fill and central rod configurations can eliminate the insta-
Figure 3.18: Roll moment versus fill radius for cylinders containing a central rod (—) and partially filled cylinders (-----) at $Re = 10^4$, $\eta = 2.0$, $\tau = 0.1111$, and $\theta = 2^\circ$.

Figure 3.19: Roll moment versus fill radius for cylinders containing a central rod (—) and partially filled cylinders (-----) at $Re = 10^4$, $\eta = 1.5$, $\tau = 0.1111$, and $\theta = 2^\circ$. 
Figure 3.20: Pitch moment versus fill radius for cylinders containing a central rod at $\eta = 4.5$, $\tau = 0.08674$, and $\theta = 20^0$.

Figure 3.21: Pitch moment versus fill radius for partially filled cylinders at $\eta = 4.5$, $\tau = 0.08674$, and $\theta = 20^0$. 
bility due to inertial waves, they certainly fail to eliminate the viscous instability. Figures 3.12 through 3.15 show that the roll moments for each configuration peak at $Re \approx 30$ for fill ratio not leading to resonance. It has been suggested that having a low viscosity high density additive in contact with the walls to lubricate the high viscosity core fluid might lessen this peak and thereby eliminate the viscous instability. It is for this reason that we are studying the dynamics of two-fluid flows inside spinning and coning cylinders.

We have calculated the roll moment caused by the flow in a completely filled cylinder at $\tau = 0.008$, $\eta = 4.5$, and $\theta = 1^\circ$ for different Reynolds numbers and found out that it acquires a maximum at $Re \approx 25$. We have made sure that $\tau$ and $\eta$ picked do not lead to resonance at high Reynolds numbers. We used these parameters to study the effect of the density and fill ratio on the roll moment for cylinders containing two immiscible fluids. We used an inner fluid of $Re_0 = 25$ and an outer fluid of $Re_1 = 10^4$. The reason for choosing $\tau$ so small is to make sure that the outer fluid stays in contact with the side walls for wide range of density ratios. Figure 3.22 shows plots of the ratio of the roll moment for cylinders containing two fluids to that for cylinders filled with the inner fluid versus the ratio of the volume of the additive to the volume of the cylinder ($V_1/V$). When $V_1/V = 0$, the cylinder is completely filled with the high-viscosity fluid and when $V_1/V = 1$, the cylinder is completely filled with the low-viscosity fluid.

Figure 3.22 clearly shows that for a density ratio $\rho_0/\rho_1 = 0.98$, the roll moment
Figure 3.22: Ratio of roll moment for cylinders containing two fluids to that for cylinders completely filled with inner fluid versus the fill ratio at $Re_0 = 25$, $Re_1 = 10^4$, $\eta = 4.5$, $\tau = 0.008$, and $\theta = 1^\circ$.

can be cut by as much as 30% with a fill ratio of only 5%. This value decreases as the density ratio is reduced. As the fill ratio is varied, we see the roll moment acquires maxima that increase as the density ratio is reduced. The largest of these maxima occurs at $V_1/V \approx 0.65$. This maximum becomes larger than the value for completely filled cylinders at $\rho_0/\rho_1 \approx 0.75$. The smaller maxima are due to resonance with inertial waves of shorter wavelengths than that corresponding to the largest maximum.

For the purpose of only reducing the roll moment and not actually transporting two fluids, we are interested in small fill ratios. We concentrate on those for a moment. Figure 3.23 shows plots of the roll moment ratio versus the fill ratio
Figure 3.23: Ratio of roll moment for cylinders containing two fluids to that for cylinders completely filled with inner fluid versus the fill ratio at $Re_0 = 25$, $Re_1 = 10^4$, $\eta = 4.5$, $\tau = 0.008$, and $\theta = 1^\circ$.

for up to $V_1/V = 20\%$ for different density ratios. We can clearly see that the roll moment is no longer reduced for density ratios below about 40\% but rather increased. This demonstrate the effect of the density ratio on the roll moment: It is not always the case that the roll moment is reduced by having a lower viscosity additive in contact with the wall.

For the purpose of transporting two fluids, we would like to consider all possible values for the fill ratio. Figure 3.24 shows plots of roll moment ratio for density ratios less than those depicted in figure 3.21. We can see clearly from this figure, the development of a secondary peak at $V_1/V \approx 0.07$ and the increase of the roll moment at the location of the primary peak which occurs at $V_1/V \approx 0.65$ as the
Figure 3.24: Ratio of roll moment for cylinders containing two fluids to that for cylinders completely filled with inner fluid versus the fill ratio at $Re_0 = 25$, $Re_1 = 10^4$, $\eta = 4.5$, $\tau = 0.008$, and $\theta = 1^\circ$.

density ratio is further reduced. The secondary peaks are due to resonance with inertial waves of wave numbers higher than that corresponding to $V_1/V \approx 0.65$. Further reduction of the density ratio below a sufficiently small value, i.e. 0.1 say, causes the roll moment to approach that for partially filled cylinders since as $\rho_0/\rho_1 \to 0$, the inner fluid approaches the status of a void. Figure 3.25 shows a comparison of the results obtained for two-fluid flows at $\rho_0/\rho_1 = 0.001$ with those obtained for flows in partially filled cylinders. The comparison is quite good and serves us very well in checking our two-fluid flow solutions.

The results presented in figures 3.22 through 3.25 were obtained for fixed outer-flow and inner-flow Reynolds numbers. With $Re_0 = 25$ and $Re = 10^4$, when the
density ratio $\rho_0/\rho_1$ varies from 0.98 to 0.001, the viscosity ratio $\mu_0/\mu_1$ varies from 392 to 0.4 since $\mu_0/\mu_1 = (Re_1/Re_0)(\rho_0/\rho_1)$. This could lead us to believe that the inner fluid behaves like a void if its viscosity is comparable to that of the outer fluid and the density ratio is very small. To investigate this, we have let the inner flow Reynolds number be 25 as before, but now we have fixed the viscosity ratio and calculated the roll moment for various density ratios. Figures 3.26 and 3.27 show plots of the roll moment versus the fill ratio for $\mu_0/\mu_1 = 100$. The results are comparable qualitatively to those in figures 3.22 through 3.25—as the density ratio is lowered, we see the development of maxima at the same locations as before and for sufficiently small density ratios the inner fluid behaves like a void. We
Figure 3.26: Ratio of roll moment for cylinders containing two fluids to that for cylinders completely filled with inner fluid versus the fill ratio at $Re_0 = 25$, $\mu_0/\mu_1 = 100$, $\eta = 4.5$, $\tau = 0.008$, and $\theta = 1^\circ$.

conclude, thus, that even if the outer fluid is much less viscous than the core fluid, this latter cannot be lubricated if the density ratio is sufficiently small and behaves like a void.

The above results for two fluid flows have shown that for the purpose of lubricating the core fluid, the density ratio must be little less than one for best results. In figure 3.28, we show the roll moment versus the fill ratio of the additive for $Re_1 = 10^3$ and $Re_1 = 10^4$. These results show that having an outer-fluid of $Re_1 > Re_0$ does not necessarily reduce the roll moment if the fill ratio is small. In fact for $Re = 1000$, the roll moment starts to fall below that for completely filled cylinders only if $V_1/V > 3\%$ unlike the case for $Re = 10^4$ where we can see the
Figure 3.27: Ratio of roll moment for cylinders containing two fluids to that for cylinders completely filled with inner fluid versus the fill ratio at $Re_0 = 25$, $\rho_0/\rho_1 = 0.25$, $\eta = 4.5$, $\tau = 0.008$, and $\theta = 1^\circ$.

Figure 3.28: Ratio of roll moment for cylinders containing two fluids to that for cylinders completely filled with inner fluid versus the fill ratio at $Re_0 = 25$, $\rho_0/\rho_1 = 0.98$, $\eta = 4.5$, $\tau = 0.008$, $\theta = 1^\circ$, $Re_1 = 10^3$ ($\Diamond$), and $Re_1 = 10^4$ ($\Delta$).
Figure 3.29: Ratio of roll moment for cylinders containing two fluids to that for cylinders completely filled with inner fluid versus the outer fluid Reynolds number at $R_e_0 = 25$, $\rho_0/\rho_1 = 0.98$, $V_1/V = 4\%$, $\eta = 4.5$, $\tau = 0.008$, and $\theta = 1^\circ$.

roll moment drop with a fill ratio as little as 1 %. The figure also shows that the higher the Reynolds number, the higher the drop in the roll moment. However, for a given volume ratio this drop is not monotonic with the outer flow Reynolds number $R_e_1$ as can be seen from figure 3.29. The figure shows a plot of the roll moment ratio versus the outer-flow Reynolds number, $R_e_1$, for a volume ratio of $V_1/V = 4\%$.

So far we have only considered the roll and yaw moments. Figure 3.30 shows plots of the pitch moment versus the fill ratio for $R_e_0 = 25$, $R_e_1 = 10^4$, $\tau = 0.008$, and $\theta = 1^\circ$. Those are the same parameters used in figures 3.21 through 3.25 for the roll moment. Figure 3.30 shows that the pitch moment more than doubles
Figure 3.30: Ratio of pitch moment for cylinders containing two fluids to that for cylinders completely filled with inner fluid versus the fill ratio at $Re_0 = 25$, $Re_1 = 10^4$, $\eta = 4.5$, $\tau = 0.008$, and $\theta = 1^\circ$.

with a volume ratio about 4%. In fact for density ratios close to unity, i.e. 98%, a value that proved useful in reducing the roll moment, the pitch moment approach the value of the low viscosity fluid with a fill ratio as little as 4%. This could be a drawback in eliminating the viscous instability. While the roll and yaw moments are reduced, the pitch moment is increased. From the results obtained for completely filled cylinders, we know that the pitch moment increases as the Reynolds number increases, it follows then from the results presented in figure 3.30, that the pitch moment increases for cylinders containing two immiscible fluids as the viscosity of the outer fluid is reduced for purposes of lubricating the core fluid as can be seen from figure 3.31. Whether this increases the instability of the
projectile or not cannot be determined except by flight simulation. As the density ratio is reduced below that of 0.98, the pitch moment increases for a given fill ratio and for sufficiently small density ratios we can see resonance developing and obtain the same results obtained for the void configuration.

The above results for two-fluid flows have been obtained for a fixed inner-fluid Reynolds number, i.e. $Re = 25$. In practice, however, the inner-fluid Reynolds number changes since in general the spin rate decreases during the flight of the projectile and according to the viscosity of the liquid payload. The above results show that the most reduction in the roll moment is achieved when the density ratio is close to unity, the fill ratio is small, and the outer-fluid Reynolds number
Figure 3.32: Roll moment versus inner-fluid Reynolds number for cylinders containing two fluids at \( \rho_0/\rho_1 = 0.98 \), \( \eta = 4.5 \), \( \tau = 0.16667 \), and \( \theta = 20^0 \). The curve describing the roll moment as a function of the Reynolds number is shifted to the left because of the additive. Similar results are found for the pitch moment as can be seen from figure 3.33 and for fill ratio of \( V_1/V = 10\% \) as presented in figures...
Figure 3.33: Pitch moment versus inner-fluid Reynolds number for cylinders containing two fluids at $\rho_0/\rho_1 = 0.98$, $\eta = 4.5$, $\tau = 0.16667$, and $\theta = 20^\circ$.

3.34 and 3.35. The figures show that it is not always the case that the roll moment is reduced for any inner-fluid Reynolds number. For certain $Re_0$, the roll moment actually increases. The results for the roll moment are, however, interesting. Since in actual flight the Reynolds number is initially about $Re = 1000$ and decreases as the spin rate decreases, the effect of the additive in lowering the critical Reynolds number at which the roll moment acquires a maximum helps stabilize the otherwise unstable projectile as confirmed by flight tests (Miller 1991).

Other interesting results for cylinders containing two immiscible fluids can easily be obtained by our method. Figures 3.36 through 3.44 present plots of roll and pitch moments for flows at the same inner and outer flow Reynolds numbers, $Re_0 = Re_1 = 10^4$. We have used the same flight parameters and aspect ratio.
Figure 3.34: Roll moment versus inner-fluid Reynolds number for cylinders containing two fluids at $\rho_0/\rho_1 = 0.98$, $\eta = 4.5$, $\tau = 0.16667$, and $\theta = 20^\circ$.

Figure 3.35: Pitch moment versus inner-fluid Reynolds number for cylinders containing two fluids at $\rho_0/\rho_1 = 0.98$, $\eta = 4.5$, $\tau = 0.16667$, and $\theta = 20^\circ$. 
Figure 3.36: Roll moment versus fill radius for cylinders containing two immiscible fluids at $Re_0 = Re_1 = 10^4$, $\eta = 4.5$, $\tau = 0.008$, and $\theta = 1^\circ$.

Figure 3.37: Roll moment versus fill radius for cylinders containing two immiscible fluids at $Re_0 = Re_1 = 10^4$, $\eta = 4.5$, $\tau = 0.008$, and $\theta = 1^\circ$. 
Figure 3.38: Roll moment versus fill radius for cylinders containing two immiscible fluids at $Re_0 = Re_1 = 10^4$, $\eta = 4.5$, $\tau = 0.008$, and $\theta = 1^\circ$.

Figure 3.39: Pitch moment versus fill radius for cylinders containing two immiscible fluids at $Re_0 = Re_1 = 10^4$, $\eta = 4.5$, $\tau = 0.008$, and $\theta = 1^\circ$. 
Figure 3.40: Pitch moment versus fill radius for cylinders containing two immiscible fluids at $Re_0 = Re_1 = 10^4$, $\eta = 4.5$, $\tau = 0.008$, and $\theta = 1^\circ$.

Figure 3.41: Pitch moment versus fill radius for cylinders containing two immiscible fluids at $Re_0 = Re_1 = 10^4$, $\eta = 4.5$, $\tau = 0.008$, and $\theta = 1^\circ$. 
Figure 3.42: Pitch moment versus fill radius for cylinders containing two immiscible fluids at $Re_0 = Re_1 = 10^4$, $\eta = 4.5$, $\tau = 0.008$, and $\theta = 1^\circ$.

as before. Figure 3.36 shows that for density ratios close to unity, i.e. 0.98, the variation with $r_0$ is almost constant and we expect it that way. As the density ratio is reduced further, we see the development of a single significant peak in the roll moment for $1 < \rho_0/\rho_1 < 0.4$. We do not believe that this peak is due to resonance because we have seen this phenomena even at very low Reynolds numbers. Also the variation of the yaw moment around where the peak occurs is not sharp enough to lead us to believe that it is due to resonance. This will become clear when we solve the inviscid equations. We believe that this phenomena is similar to that corresponding to the viscous instability and it comes as a penalty for carrying two fluids. For density ratios lower than 0.4 we see clearly the development of two peaks instead of one as can be seen from figure 3.37. Figure 3.38 demonstrates once
again the fact that for sufficiently small density ratios the moments approach that for the void-fluid configuration as can also be seen from figure 3.42 for the Pitch moment. Figures 3.39 through 3.42 show similar results for the Pitch moments for a variety of density ratios.

We can also generate results for a fixed density ratio and various inner flow and outer flow Reynolds numbers. Figures 3.43 and 3.44 show plots of the roll and pitch moments respectively for a density ratio of 0.20. The figures clearly show the development of peaks at critical values of \( r_0 \) for the roll moments as the Reynolds numbers are increased. The value of the roll moment at those peaks increases as the Reynolds numbers increase and as before we believe this is due to resonance with inertial waves. Similar results are found for the Pitch moment and as before it tends to different values for \( r_0 \) below and above the critical radius. In the next chapter we will investigate the case where \( Re_0 = Re_1 \rightarrow \infty \) or in other words the flow of two inviscid fluids and compare results of both approaches.

Finally, Figure 3.45 and 3.46 present our results for the nondimensional yaw moment as a function of the fill radius in comparison with data of Murphy et al. (1989) obtained with the KGS method. Murphy et al. (1989) present results of different approaches. In all cases, we find the best agreement with the results of the KGS method. The origin of the slight discrepancy shown in figures 3.40 and 3.41 is unclear. We have spent some efforts to convert correctly from their to our parameters. Therefore, we suspect the deviation is caused by using the KGS
Figure 3.43: Roll moment versus fill radius for cylinders containing two immiscible fluids at \( \rho_0/\rho_1 = 0.2, \eta = 4.5, \tau = 0.008, \) and \( \theta = 1^\circ. \)

Figure 3.44: Pitch moment versus fill radius for cylinders containing two immiscible fluids at \( \rho_0/\rho_1 = 0.2, \eta = 4.5, \tau = 0.008, \) and \( \theta = 1^\circ. \)
Figure 3.45: Yaw moment versus fill radius for cylinders containing a central rod at $\eta = 3$, $\tau = 0.1111$, and $\theta = 2^\circ$. Comparison with the results of Murphy et al. (1989) obtained by the KGS method (o).

Figure 3.46: Yaw moment versus fill radius for partially filled cylinders at $\eta = 3$, $\tau = 0.1111$, and $\theta = 2^\circ$. Comparison with the results of Murphy et al. (1989) obtained by the KGS method (o).
boundary-layer approach at relatively low Reynolds numbers.

### 3.2.3 Interfacial shape

It is important to calculate the radial location of the void-fluid or two-fluid interface as a function of \( z \) and \( \phi \) and learn when its deviation from the axisymmetric surface \( r = r_0 \) is small since our results are based on this assumption. From the relation

\[
\zeta_1(z) = -i u_1(r_0, z),
\]

we obtain

\[
\frac{\partial \zeta_1}{\partial z} = -i \frac{\partial u_1}{\partial z}(r_0, z).
\]

From the shear stress relations at the interface, we have for partially filled cylinders,

\[
\frac{\partial u_1}{\partial z}(r_0, z) = -\frac{\partial w_1}{\partial r}(r_0, z),
\]

and for cylinders containing two immiscible fluids,

\[
\left( \frac{\rho_0}{Re_0} - \frac{\rho_1}{Re_1} \right) \frac{\partial u_1}{\partial z} = \frac{\rho_1}{Re_1} \frac{\partial w_1}{\partial r} - \frac{\rho_0}{Re_0} \frac{\partial w_0}{\partial r}.
\]

Consequently, for a void-fluid interface, we have

\[
\frac{\partial \zeta_1}{\partial z} = i \frac{\partial w_1}{\partial r}(r_0, z),
\]

while for two-fluid interface, we have

\[
\left( \frac{\rho_1}{Re_1} - \frac{\rho_0}{Re_0} \right) \frac{\partial \zeta_1}{\partial z} = i \left( \frac{\rho_1}{Re_1} \frac{\partial w_1}{\partial r} - \frac{\rho_0}{Re_0} \frac{\partial w_0}{\partial r} \right).
\]
Since the interface is untisymmetric about the center plane, $\zeta_1(0) = 0$. Thus, integrating eq. (3.54), we obtain

$$\zeta_1(z) = i \int_0^z \frac{\partial w_1(r_0, \lambda)}{\partial r} (r_0, \lambda) d\lambda. \quad (3.56)$$

Similarly the integration of eq. (3.55) yields

$$(\frac{\rho_1}{Re_1} - \frac{\rho_0}{Re_0}) \zeta_1(z) = i \int_0^z \left[ \frac{\rho_1}{Re_1} \frac{\partial w_1(r_0, \lambda)}{\partial r} (r_0, \lambda) - \frac{\rho_0}{Re_0} \frac{\partial w_0(r_0, \lambda)}{\partial r} \right] d\lambda. \quad (3.57)$$

Hence, if we substitute for $w_1$,

$$w_1 = \sum_{m=0}^{M-1} \left[ F_m^1 R_{1m}(r) + G_m^1 R_{2m}(r) \right] Z_m^1(z), \quad (3.58)$$

and for $w_0$,

$$w_0 = \sum_{m=0}^{M-1} F_m^0 R_{0m}(r) Z_m^0(z), \quad (3.59)$$

where

$$R_{0m}(r) = I_1(q_0 \sqrt{B_m^0 r}), \quad R_{1m}(r) = I_1(q_1 \sqrt{B_m^1 r}), \quad R_{2m}(r) = K_1(q_1 \sqrt{B_m^1 r}), \quad (3.60)$$

we obtain, for a void-fluid interface

$$\zeta_1(z) = i \sum_{m=0}^{M-1} \left[ F_m^1 R_{1m}(r_0) + G_m^1 R_{2m}(r_0) \right] \int_0^z Z_m^1(\lambda) d\lambda, \quad (3.61)$$

and for two-fluid interface

$$\left(\frac{\rho_1}{Re_1} - \frac{\rho_0}{Re_0}\right) \zeta_1(z) = i \left(\frac{\rho_1}{Re_1}\right) \sum_{m=0}^{M-1} \left[ F_m^1 R_{1m}(r_0) + G_m^1 R_{2m}(r_0) \right] \int_0^z Z_m^1(\lambda) d\lambda$$

$$- i \left(\frac{\rho_0}{Re_0}\right) \sum_{m=0}^{M-1} [F_m^0 R_{0m}(r_0)] \int_0^z Z_m^0(\lambda) d\lambda, \quad (3.62)$$
Figure 3.47: Interface shape in the plane $\phi = 0$ for partially filled cylinders at $Re = 20$, $r = 0.16667$, $\eta = 4.368$, $\theta = 20^\circ$, $r_0 = 0.2$, and $r_0 = 0.8$.

where prime denotes differentiation with respect to $r$ and for $a_{1m} = 0$

$$
\int_0^2 Z_m^\alpha(\lambda)d\lambda = \frac{(1 + i)}{q_\alpha}[q_\alpha z + \frac{c_{2m}}{a_{2m}} \sin(a_{2m}q_\alpha z) + \frac{c_{3m}}{a_{3m}} \sin(a_{3m}q_\alpha z)], \quad (3.63)
$$

while for $a_{1m} \neq 0$

$$
\int_0^2 Z_m^\alpha(\lambda)d\lambda = \frac{(1 + i)}{q_\alpha}[-\frac{1}{a_{1m}} \sin(a_{1m}q_\alpha z) + \frac{c_{2m}}{a_{2m}} \sin(a_{2m}q_\alpha z) + \frac{c_{3m}}{a_{3m}} \sin(a_{3m}q_\alpha z)]. \quad (3.64)
$$

For a cylinder with partial fill, we show in figure 3.47 the shape of the interface for relatively small Reynolds number, $Re = 20$, and relatively large nutation angle, $\theta = 20^\circ$. The figure shows that the interface distortion from the axisymmetric surface $r = r_0$ is negligible. This result has also been found for different aspect ratios and different planes not shown here.
Figure 3.48: Interface shape in the plane $\phi = 0$ for partially filled cylinders at $Re = 453$, $r = 0.11037$, $\eta = 3$, $\theta = 20$, $r_0 = 0.2$, and $r_0 = 0.8$.

However, as the Reynolds number increases, the distortion increases as can be seen from figures 3.48 through 3.51. The figures show interface shapes for different aspect ratios, different Reynolds numbers that range from $Re = 453$ to $Re = 10^4$, and fill radii of $0.2$ and $0.8$. The nutation angle has been kept constant, $\theta = 20^\circ$, while the coning frequency was varied a little. It is important to see from these figures the changes of waviness of the interface as the aspect and fill ratios change.

We also see from these figures that the fill ratio has a significant effect on the void distortion since the radial pressure gradient increases with $r$. For small fill ratios or large ‘fill radius’ $r_0$, a given normal force can be balanced by a small displacement of the interface. However, figures 3.52 and 3.53 show that this is not the case. Figure 3.52 show the shape of the interface at fill radii of 0.7 and
Figure 3.49: Interface shape in the plane $\phi = 0$ for partially filled cylinders at $Re = 1000$, $r = 0.16667$, $\eta = 4.368$, $\theta = 20^0$, $r_0 = 0.2$, and $r_0 = 0.8$.

Figure 3.50: Interface shape in the plane $\phi = 0$ for partially filled cylinders at $Re = 10^4$, $r = 0.08333$, $\eta = 3$, $\theta = 20^0$, $r_0 = 0.2$, and $r_0 = 0.8$. 
Figure 3.51: Interface shape in the plane $\phi = 0$ for partially filled cylinders at $Re = 10^4$, $\tau = 0.08333$, $\eta = 4.5$, $\theta = 20^0$, $r_0 = 0.2$, and $r_0 = 0.8$. 0.9. Their distortion is relatively small compared to that with fill radius of 0.8 shown in figure 3.53. It follows that this is not contradicting to our above results, and found out that $r_0 = 0.8$ is close to the fill radius that causes resonance. The fill radius that causes resonance can be found by the results of the next chapter and is approximately 0.83. At resonance, it is expected that the interface can be significantly distorted. This result is also found for different aspect ratios and fill radii, since resonance is greatly affected by these two parameters.

In figures 3.54 and 3.55, we show the interface shape for an aspect ratio of 3 and a fill radius of 0.5 that is close to that leading to resonance with inertial waves, $r_0 = 0.51$, in the $\phi = 90$ and $\phi = 0$ respectively. We note from these figures that the distortion of the interface is quite significant. In fact in the $y - z$
Figure 3.52: Interface shape in the plane $\phi = 0$ for partially filled cylinders at $Re = 10^4$, $\tau = 0.08333$, $\eta = 2$, $\theta = 20^\circ$, $r_0 = 0.7$, and $r_0 = 0.9$.

Figure 3.53: Interface shape in the plane $\phi = 0$ for partially filled cylinders at $Re = 10^4$, $\tau = 0.08333$, $\eta = 2$, $\theta = 20^\circ$, and $r_0 = 0.8$. 
Figure 3.54: Interface shape in the plane $\phi = 90$ for partially filled cylinders at $Re = 10^4$, $\tau = 0.08333$, $\eta = 3$, $\theta = 20^\circ$, and $r_0 = 0.5$.

Figure 3.55: Interface shape in the plane $\phi = 0$ for partially filled cylinders at $Re = 10^4$, $\tau = 0.08333$, $\eta = 3$, $\theta = 20^\circ$, and $r_0 = 0.5$. 
plane the distortion is so significant that the void partially touches the side wall. Note also from figures 3.53 and 3.55 that the distortion of the interface at fill radii in the neighborhood of a large resonant fill radius is relatively smaller than that corresponding to a small resonant fill radius. These distortions, however, become insignificant for small nutation angles as can be seen from figures 3.56 and 3.57 which show the interface shape in the neighborhood of a resonant fill radius at a nutation angle of $2^\circ$. With small nutation angles, less significant distortions are obtained for fill ratios not leading to resonance as seen in figures 3.58 and 3.59.

For cylinders with two fluids, the interface shape is similar to that for partially filled cylinders. For small nutation angles, the interface distortion is insignificant as can be seen from figures 3.60 and 3.61. When the nutation angle is not small, i.e.
Figure 3.57: Interface shape in the plane $\phi = 0$ for partially filled cylinders at $Re = 10^4$, $\tau = 0.08333$, $\eta = 3$, $\theta = 2^o$, and $r_0 = 0.5$.

Figure 3.58: Interface shape in the plane $\phi = 0$ for partially filled cylinders at $Re = 10^4$, $\tau = 0.08333$, $\eta = 3$, $\theta = 2^o$, $r_0 = 0.2$, and $r_0 = 0.8$. 
Figure 3.59: Interface shape in the plane $\phi = 90$ for partially filled cylinders at $Re = 10^4$, $r = 0.08333$, $\eta = 3$, $\theta = 2^\circ$, $r_0 = 0.2$, and $r_0 = 0.8$.

Figure 3.60: Interface shapes in the plane $\phi = 0$ for a cylinder containing two fluids at $Re_0 = 30$, $Re_1 = 10^4$, $\rho_0/\rho_1 = 0.98$, $\tau = 0.1$, $\eta = 4.5$, $\theta = 2^\circ$, $r_0 = 0.2$, and $r_0 = 0.8$. 
Figure 3.61: Interface shapes in the plane $\phi = 0$ for a cylinder containing two fluids at $Re_0 = 30$, $Re_1 = 10^4$, $\rho_0/\rho_1 = 0.10$, $\tau = 0.1$, $\eta = 4.5$, $\theta = 20^\circ$, $r_0 = 0.2$, and $r_0 = 0.8$.

$20^\circ$, and the flow parameters do not lead to resonance, the distortion is no longer insignificant, and similar to the case for partially filled cylinders the distortion increases as the fill radius decreases for any density ratio. Figures 3.62 through 3.65 illustrate this property. Thus the density has little if no effect at all on the distortion of the interface.

However, figures 3.66 and 3.67 show that the density ratio affects the distortion of the interface even at large fill radius, i.e. $r_0 = 0.84$. It turns out that this fill radius leads to resonance at small density ratios and that is why the distortion in figure 3.67 is more severe than that in figure 3.66 since the density ratio used in the results of figure 3.67 is much smaller than that used to generate the results of figure 3.66. The distortion of the interface shown in figure 3.67 is, nevertheless, small.
Figure 3.62: Interface shape in the plane $\phi = 0$ for a cylinder containing two fluids at $Re_0 = 30$, $Re_1 = 10^4$, $\rho_0/\rho_1 = 0.98$, $\tau = 0.1$, $\eta = 4.5$, $\theta = 20^0$, and $r_0 = 0.2$.

Figure 3.63: Interface shape in the plane $\phi = 0$ for a cylinder containing two fluids at $Re_0 = 30$, $Re_1 = 10^4$, $\rho_0/\rho_1 = 0.10$, $\tau = 0.1$, $\eta = 4.5$, $\theta = 20^0$, and $r_0 = 0.2$. 
Figure 3.64: Interface shape in the plane $\phi = 0$ for a cylinder containing two fluids at $Re_0 = 30$, $Re_1 = 10^4$, $\rho_0/\rho_1 = 0.90$, $\tau = 0.1$, $\eta = 4.5$, $\theta = 20^\circ$, and $r_0 = 0.4$.

Figure 3.65: Interface shape in the plane $\phi = 0$ for a cylinder containing two fluids at $Re_0 = 30$, $Re_1 = 10^4$, $\rho_0/\rho_1 = 0.01$, $\tau = 0.1$, $\eta = 4.5$, $\theta = 20^\circ$, and $r_0 = 0.4$. 
Figure 3.66: Interface shape in the plane $\phi = 90$ for a cylinder containing two fluids at $Re_0 = 30$, $Re_1 = 10^4$, $\rho_0/\rho_1 = 0.98$, $\tau = 0.1$, $\eta = 4.5$, $\theta = 20^0$, and $r_0 = 0.84$.

Figure 3.67: Interface shape in the plane $\phi = 90$ for a cylinder containing two fluids at $Re_0 = 30$, $Re_1 = 10^4$, $\rho_0/\rho_1 = 0.01$, $\tau = 0.1$, $\eta = 4.5$, $\theta = 20^0$, and $r_0 = 0.84$. 
Figure 3.68: Interface shape in the plane $\phi = 90$ for a cylinder containing two fluids at $Re_0 = 30$, $Re_1 = 10^4$, $\rho_0/\rho_1 = 0.98$, $\tau = 0.1$, $\eta = 4.5$, $\theta = 20^\circ$, and $r_0 = 0.66$.

and this is because the fill radius is large on one hand and it leads to secondary resonance on the other hand. Resonance at this fill radius is due to secondary waves—waves of shorter wavelengths than those causing the most amplification in the moments that we call primary waves or the most dangerous waves.

When the fill radius is selected so that we have resonance with primary waves, the distortion of the interface can be quite significant. For the parameters $\tau = .1$, $\eta = 4.5$, $\theta = 20^\circ$, $Re_0 = 30$, $Re_1 = 10^4$, we have found that the roll moments is most amplified at a fill radius of $r_0 \approx 0.66$. We calculated the interface at this fill ratio for different density ratios and the results are shown in figures 3.68 through 3.74. For density ratios not far from unity as in figure 3.68, the distortion is relatively small. As the density ratio is reduced further as in figures 3.69, 3.70,
Figure 3.69: Interface shape in the plane $\phi = 90$ for a cylinder containing two fluids at $Re_0 = 30$, $Re_1 = 10^4$, $\rho_0/\rho_1 = 0.50$, $\tau = 0.1$, $\eta = 4.5$, $\theta = 20^\circ$, and $r_0 = 0.66$.

Figure 3.70: Interface shape in the plane $\phi = 90$ for a cylinder containing two fluids at $Re_0 = 30$, $Re_1 = 10^4$, $\rho_0/\rho_1 = 0.30$, $\tau = 0.1$, $\eta = 4.5$, $\theta = 20^\circ$, and $r_0 = 0.66$. 
Figure 3.71: Interface shape in the plane $\phi = 90$ for a cylinder containing two fluids at $Re_0 = 30$, $Re_1 = 10^4$, $\rho_0/\rho_1 = 0.10$, $\tau = 0.1$, $\eta = 4.5$, $\theta = 20^0$, and $r_0 = 0.66$.

Figure 3.72: Interface shape in the plane $\phi = 90$ for a cylinder containing two fluids at $Re_0 = 30$, $Re_1 = 10^4$, $\rho_0/\rho_1 = 0.01$, $\tau = 0.1$, $\eta = 4.5$, $\theta = 20^0$, and $r_0 = 0.66$. 
Figure 3.73: Interface shape in the plane $\phi = 90$ for a cylinder containing two fluids at $Re_0 = 30$, $Re_1 = 10^4$, $\rho_0/\rho_1 = 0.001$, $\tau = 0.1$, $\eta = 4.5$, $\theta = 20^\circ$, and $r_0 = 0.66$.

and 3.71, the distortions become more significant, and for sufficiently small density ratios as in figure 3.72 and 3.73, the distortions become large and the inner fluid almost touches the wall. Note that the interface shape in figure 3.72 is identical to that in figure 3.73 which support the fact that below sufficiently small density ratio, the distortion no longer changes and the inner fluid acts like a void. Note also the difference in the wavelength of the interface at primary resonance and that at secondary resonance.

Resonance can also be seen for different inner and outer flow Reynolds number at sufficiently small density ratio. We obtain the same results for a fill radius of $r_0 = 0.66$ discussed above with $Re_0 = Re_1 = 10^4$. The results are shown in figures 3.74 for $\rho_0/\rho_1 = 0.98$ where it shows that the interface distortion is relatively small.
Figure 3.74: Interface shape in the plane $\phi = 90$ for a cylinder containing two fluids at $Re_0 = 10^4$, $Re_1 = 10^4$, $\rho_0/\rho_1 = 0.98$, $\tau = 0.1$, $\eta = 4.5$, $\theta = 20^\circ$, and $r_0 = 0.66$.

and in figure 3.75 for $\rho_0/\rho_1 = 0.001$ where it shows that the interface is the same as that in figure 3.73. The distortion at resonance is, however, quite small when the nutation angle is small as can be seen from figures 3.76 and 3.77.

3.3 Solutions by spectral techniques

3.3.1 Introduction

At the beginning of the development of the solutions by eigenfunction expansions, we encountered some difficulties in finding the eigenvalues, especially in the neighborhood of the origin of the complex plane. This has lead us to not including some eigenfunctions in the expansion for the fundamental component of the axial velocity and consequently the method did not converge. When we accounted for all eigen-
Figure 3.75: Interface shape in the plane $\phi = 90$ for a cylinder containing two fluids at $Re_0 = 10^4$, $Re_1 = 10^4$, $\rho_0/\rho_1 = 0.001$, $\tau = 0.1$, $\eta = 4.5$, $\theta = 20^\circ$, and $r_0 = 0.66$.

Figure 3.76: Interface shape in the plane $\phi = 90$ for a cylinder containing two fluids at $Re_0 = 30$, $Re_1 = 10^4$, $\rho_0/\rho_1 = 0.001$, $\tau = 0.1$, $\eta = 4.5$, $\theta = 20^\circ$, and $r_0 = 0.66$. 
values that are associated with eigenfunctions, that are vital to the convergence of the solutions, we discovered a slight disagreement—due to the difference in resolution not known then—of the results with those generated by a three-dimensional spectral code developed by Herbert & Li (1987). This slight disagreement has prompted us to solve the SOPDE by a spectral collocation method.

Before presenting the details of this approach, however, I should mention that we have encountered many problems when solving the SOPDE by spectral techniques some of which are related to convergence and the singularity of the governing equations at the corners. In particular and more importantly than others, we have found that the convergence of the solution when expanded in a double Chebyshev series in \( r \) and \( z \) was poor.
To remedy this problem, we have found that it is best to split the solution into two parts, one which corresponds to the infinitely long cylinder that is readily expressed in terms of analytical functions and another solution which we seek. The resulting boundary conditions for the newly sought solution are homogeneous at the corners. In addition an asymptotic analysis near the corners revealed that such a solution behaves smoothly and much simpler than the one of the original formulation. This lead us to believe that we can achieve better convergence when we adopt the new formulation. Since the solution corresponding to the infinitely long cylinder satisfy the SOPDE, the newly sought solution is also governed by this equation.

We have also found that it is critical to satisfy the governing equation at the boundaries. We suspect this is due to the rapid change of the solution and its derivatives near the walls especially at high Reynolds numbers. The complexity of the boundary conditions prevents us from knowing whether a spectral convergence could be achieved. Because we had to satisfy the equation on the boundaries and some of the conditions at the corners become degenerate, we were not able to cluster the collocation points in such a way as to obtain the same number of algebraic equations as the number of unknown coefficients. Therefore, we have chosen the collocation points in such a way the number of equations exceeds the number of unknowns and have used the discrete least squares approach to solve such a system.
3.3.2 Spectral approximation

We now present this approach for completely filled cylinders. The extension to the other configurations is straightforward. We assume a solution to equation (2.37) of the form

\[ w = -i[r - \frac{I_1(qr)}{I_1(q)}] + \sum_{m=1}^{M+2} \sum_{n=1}^{N+2} c_{mn} \phi_m(r) \psi_n(z) \tag{3.65} \]

where \( I_1 \) is the modified Bessel function of order 1 and \( q^2 = iRe \). In equation (3.65), the first term on the right hand side is the solution corresponding to the infinitely long cylinder and for the second term, the basis functions \( \phi_m \) and \( \psi_n \) are linear combinations of Chebyshev polynomials, namely

\[
\phi_m(r) = T_{2m+1}(r) - T_{2m-1}(r), \tag{3.66}
\]

\[
\psi_n(z) = [(n - 1)^2 T_{2n}(z/\eta) - n^2 T_{2n-2}(z/\eta)]/n^2. \tag{3.67}
\]

The above choice permits us to satisfy the no-slip condition at the side walls and the no-gradient condition at the end walls implicitly. Note that we have exploited symmetry with respect to \( z = 0 \) by choosing even polynomials in \( z \), and for single valuedness at the center axis (\( r = 0 \)), we have chosen odd polynomials in \( r \).

We substitute the assumed solution into the governing equations and the rest of the boundary conditions that were not satisfied implicitly—two at one end wall and two at the side wall. The resulting equations are satisfied in the least squares sense at the Gauss – Radau collocation points:

\[
r_j = \cos(\frac{j \pi}{2M + 1}), \quad j = 0, \ldots, M, \tag{3.68}
\]
\[ z_k = \eta \cos\left(\frac{k\pi}{2N+1}\right), \quad k = 0,\ldots, N, \tag{3.69} \]

to solve for the Chebyshev coefficients \( c_{nm} \).

### 3.3.3 Calculation of Moments

We use the volume integral approach presented in chapter 2 and find

\[
M_x = 8\pi \eta r^2 \cos \theta \sin \theta (\rho a^5 \omega^2) \text{Real}\{\tilde{S}\}, \tag{3.70}
\]

\[
M_y = 8\pi \eta r^2 \cos \theta \sin \theta (\rho a^5 \omega^2) \text{Real}\{i \tilde{S}\}, \tag{3.71}
\]

where

\[
\tilde{S} = -i\left(\frac{1}{4} - \frac{I_2(q)}{q I_1(q)}\right) + \sum_{m=1}^{M+2} \sum_{n=1}^{N+2} c_{mn} \int_0^1 r^2 \phi_m(r) dr \int_0^1 \psi_n(\eta z) dz, \tag{3.72}
\]

and \( I_2 \) is the modified Bessel function of order 2. Note that the moments can be made dimensionless by scaling them using \( (\rho a^5 \omega^2) \).

We have calculated these moments for \( \tau = 0.16667, \eta = 4.368, \theta = 20 \), and a wide range of Reynolds number. The results for the roll, pitch, and yaw moments are shown as function of Reynolds number in figures 3.78 through 3.80 respectively. The results were obtained with a Chebyshev series of \( 36 \times 36 \) polynomials and the computation takes about 157 seconds on a Cray Y-MP8/864. In the same figure we plotted the moments obtained by the eigenfunction expansion and as can been seen the results compare very well. For detailed comparisons, we have tabulated these moments obtained by the Chebyshev expansion in table 3.6 and those obtained by
Figure 3.78: Dimensionless roll moment versus Reynolds number for completely filled cylinders at $\tau = 0.16667$, $\eta = 4.368$, and $\theta = 20^\circ$. Comparisons of the results obtained by eigenfunction expansions (—) and Chebyshev expansions ($\Delta$).

eigenfunction expansion in table 3.7. A quick glance at both tables reveals that the values agree to within 4 digits.

We also calculated these moments at a constant Reynolds number but with different number of polynomials in the expansion. The results for the error between the moments computed by the Chebyshev expansion and high resolution values obtained by eigenfunction expansions are shown in figures 3.81 and 3.82 for $Re = 20$. At this relatively low Reynolds number, the moments converge to within 4 digits of accuracy with at least 20 polynomials in each direction. This value, however, increases as the Reynolds number increases. Figure 3.83 and 3.84 show that this values must be in excess of 35 polynomials. Note also that with relatively
Figure 3.79: Dimensionless pitch moment versus Reynolds number for completely filled cylinders at $\tau = 0.16667$, $\eta = 4.368$, and $\theta = 20^\circ$. Comparisons of the results obtained by eigenfunction expansions (---) and Chebyshev expansions (△).

Figure 3.80: Dimensionless yaw moment versus Reynolds number for completely filled cylinders at $\tau = 0.16667$, $\eta = 4.368$, and $\theta = 20^\circ$. Comparisons of the results obtained by eigenfunction expansions (---) and Chebyshev expansions (△).
Table 3.6: Dimensionless moments versus Reynolds number obtained by 38 x 38 Chebyshev expansions for completely filled cylinders at $Re = 20$, $\eta = 4.368$, $\tau = 0.16667$, and $\theta = 20^\circ$.

<table>
<thead>
<tr>
<th>$M_x/(\rho w^2a^5)$</th>
<th>$M_y/(\rho w^2a^5)$</th>
<th>$M_y/(\rho w^2a^5)$</th>
<th>Re</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0213879E-05</td>
<td>1.0278281E-09</td>
<td>3.715479E-06</td>
<td>1.0000E-03</td>
</tr>
<tr>
<td>4.1339951E-05</td>
<td>-1.0268686E-05</td>
<td>1.5046512E-05</td>
<td>1.0000E-02</td>
</tr>
<tr>
<td>7.4817974E-04</td>
<td>-2.829967E-04</td>
<td>2.7231515E-04</td>
<td>1.0000E-01</td>
</tr>
<tr>
<td>4.437492E-03</td>
<td>-3.5636320E-04</td>
<td>1.6137527E-03</td>
<td>5.0000E-01</td>
</tr>
<tr>
<td>9.065972E-03</td>
<td>-1.8788039E-05</td>
<td>3.2996439E-03</td>
<td>1.0000E+00</td>
</tr>
<tr>
<td>1.806781E-02</td>
<td>1.607839E-03</td>
<td>6.575988E-03</td>
<td>2.0000E+00</td>
</tr>
<tr>
<td>2.655563E-02</td>
<td>4.2343690E-03</td>
<td>9.665580E-03</td>
<td>3.0000E+00</td>
</tr>
<tr>
<td>4.801338E-02</td>
<td>1.6216104E-02</td>
<td>1.7475608E-02</td>
<td>6.0000E+00</td>
</tr>
<tr>
<td>5.3713768E-02</td>
<td>2.1045449E-02</td>
<td>1.9550213E-02</td>
<td>7.0000E+00</td>
</tr>
<tr>
<td>5.8702147E-02</td>
<td>2.6064259E-02</td>
<td>2.1365834E-02</td>
<td>8.0000E+00</td>
</tr>
<tr>
<td>6.6720760E-02</td>
<td>3.6252092E-02</td>
<td>2.4284371E-02</td>
<td>1.0000E+01</td>
</tr>
<tr>
<td>7.4737794E-02</td>
<td>5.0855834E-02</td>
<td>2.7202332E-02</td>
<td>1.3000E+01</td>
</tr>
<tr>
<td>7.9370147E-02</td>
<td>6.3818925E-02</td>
<td>2.888371E-02</td>
<td>1.6000E+01</td>
</tr>
<tr>
<td>8.2431919E-02</td>
<td>7.8284410E-02</td>
<td>3.0002765E-02</td>
<td>2.0000E+01</td>
</tr>
<tr>
<td>8.3760169E-02</td>
<td>1.0370912E-01</td>
<td>3.0486208E-02</td>
<td>3.0000E+01</td>
</tr>
<tr>
<td>8.2559833E-02</td>
<td>1.2023087E-01</td>
<td>3.0049322E-02</td>
<td>4.0000E+01</td>
</tr>
<tr>
<td>8.0833814E-02</td>
<td>1.3217415E-01</td>
<td>2.9421102E-02</td>
<td>5.0000E+01</td>
</tr>
<tr>
<td>7.8966360E-02</td>
<td>1.4142353E-01</td>
<td>2.8741405E-02</td>
<td>6.0000E+01</td>
</tr>
<tr>
<td>7.7072792E-02</td>
<td>1.4891294E-01</td>
<td>2.8052202E-02</td>
<td>7.0000E+01</td>
</tr>
<tr>
<td>7.5205802E-02</td>
<td>1.5515851E-01</td>
<td>2.7372674E-02</td>
<td>8.0000E+01</td>
</tr>
<tr>
<td>7.393638E-02</td>
<td>1.6084188E-01</td>
<td>2.6713100E-02</td>
<td>9.0000E+01</td>
</tr>
<tr>
<td>7.1651418E-02</td>
<td>1.6510240E-01</td>
<td>2.6078983E-02</td>
<td>1.0000E+02</td>
</tr>
<tr>
<td>5.8311335E-02</td>
<td>1.9190947E-01</td>
<td>2.1223590E-02</td>
<td>2.0000E+02</td>
</tr>
<tr>
<td>5.0139509E-02</td>
<td>2.0458909E-01</td>
<td>1.8249289E-02</td>
<td>3.0000E+02</td>
</tr>
<tr>
<td>4.4636694E-02</td>
<td>2.1228380E-01</td>
<td>1.6246428E-02</td>
<td>4.0000E+02</td>
</tr>
<tr>
<td>4.0265975E-02</td>
<td>2.1756964E-01</td>
<td>1.4786646E-02</td>
<td>5.0000E+02</td>
</tr>
<tr>
<td>3.7537170E-02</td>
<td>2.2148286E-01</td>
<td>1.3662412E-02</td>
<td>6.0000E+02</td>
</tr>
<tr>
<td>3.5057871E-02</td>
<td>2.2453027E-01</td>
<td>1.2760022E-02</td>
<td>7.0000E+02</td>
</tr>
<tr>
<td>3.2989182E-02</td>
<td>2.2697706E-01</td>
<td>1.2007080E-02</td>
<td>8.0000E+02</td>
</tr>
<tr>
<td>3.1211249E-02</td>
<td>2.2895566E-01</td>
<td>1.1359966E-02</td>
<td>9.0000E+02</td>
</tr>
<tr>
<td>2.9680492E-02</td>
<td>2.3052064E-01</td>
<td>1.0802816E-02</td>
<td>1.0000E+03</td>
</tr>
</tbody>
</table>
Table 3.7: Dimensionless moments versus Reynolds number obtained by eigenfunction expansions for completely filled cylinders at \( Re = 20, \eta = 4.368, \tau = 0.16667, \) and \( \theta = 20^\circ \).

<table>
<thead>
<tr>
<th>( M_x/(\rho \omega^2 a^5) )</th>
<th>( M_y/(\rho \omega^2 a^5) )</th>
<th>( M_y/(\rho \omega^2 a^5) )</th>
<th>( \text{Re} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.544841E-04</td>
<td>-2.776462E-04</td>
<td>2.746098E-04</td>
<td>1.000000E-01</td>
</tr>
<tr>
<td>4.469778E-03</td>
<td>-3.160036E-04</td>
<td>1.626866E-03</td>
<td>5.000000E-01</td>
</tr>
<tr>
<td>9.064276E-03</td>
<td>2.860197E-05</td>
<td>3.299126E-03</td>
<td>1.000000E+00</td>
</tr>
<tr>
<td>1.802946E-02</td>
<td>1.646852E-03</td>
<td>6.562188E-03</td>
<td>2.000000E+00</td>
</tr>
<tr>
<td>2.645509E-02</td>
<td>4.244613E-03</td>
<td>9.62864E-03</td>
<td>3.000000E+00</td>
</tr>
<tr>
<td>4.792379E-02</td>
<td>1.615582E-02</td>
<td>1.744283E-02</td>
<td>6.000000E+00</td>
</tr>
<tr>
<td>5.863479E-02</td>
<td>2.597162E-02</td>
<td>2.134132E-02</td>
<td>8.000000E+00</td>
</tr>
<tr>
<td>6.668270E-02</td>
<td>3.616580E-02</td>
<td>2.427052E-02</td>
<td>1.000000E+01</td>
</tr>
<tr>
<td>7.249887E-02</td>
<td>4.603977E-02</td>
<td>2.638743E-02</td>
<td>1.200000E+01</td>
</tr>
<tr>
<td>8.244563E-02</td>
<td>7.821285E-02</td>
<td>3.00776E-02</td>
<td>2.000000E+01</td>
</tr>
<tr>
<td>8.375970E-02</td>
<td>1.036506E-01</td>
<td>3.048604E-02</td>
<td>3.000000E+01</td>
</tr>
<tr>
<td>8.254392E-02</td>
<td>1.201667E-01</td>
<td>3.004353E-02</td>
<td>4.000000E+01</td>
</tr>
<tr>
<td>8.079993E-02</td>
<td>1.321131E-01</td>
<td>2.940877E-02</td>
<td>5.000000E+01</td>
</tr>
<tr>
<td>7.890144E-02</td>
<td>1.413847E-01</td>
<td>2.871778E-02</td>
<td>6.000000E+01</td>
</tr>
<tr>
<td>7.696445E-02</td>
<td>1.489082E-01</td>
<td>2.801277E-02</td>
<td>7.000000E+01</td>
</tr>
<tr>
<td>7.505120E-02</td>
<td>1.552002E-01</td>
<td>2.731640E-02</td>
<td>8.000000E+01</td>
</tr>
<tr>
<td>7.320097E-02</td>
<td>1.507722E-01</td>
<td>2.664297E-02</td>
<td>9.000000E+01</td>
</tr>
<tr>
<td>7.143632E-02</td>
<td>1.652453E-01</td>
<td>2.600069E-02</td>
<td>1.000000E+02</td>
</tr>
<tr>
<td>5.825382E-02</td>
<td>1.919694E-01</td>
<td>2.120266E-02</td>
<td>2.000000E+02</td>
</tr>
<tr>
<td>4.995043E-02</td>
<td>2.043062E-01</td>
<td>1.818047E-02</td>
<td>3.000000E+02</td>
</tr>
<tr>
<td>4.45682E-02</td>
<td>2.123221E-01</td>
<td>1.622100E-02</td>
<td>4.000000E+02</td>
</tr>
<tr>
<td>4.059567E-02</td>
<td>2.175922E-01</td>
<td>1.477562E-02</td>
<td>5.000000E+02</td>
</tr>
<tr>
<td>3.753508E-02</td>
<td>2.214670E-01</td>
<td>1.366165E-02</td>
<td>6.000000E+02</td>
</tr>
<tr>
<td>3.507369E-02</td>
<td>2.244680E-01</td>
<td>1.276578E-02</td>
<td>7.000000E+02</td>
</tr>
<tr>
<td>3.303460E-02</td>
<td>2.268802E-01</td>
<td>1.202361E-02</td>
<td>8.000000E+02</td>
</tr>
<tr>
<td>3.130789E-02</td>
<td>2.288717E-01</td>
<td>1.139514E-02</td>
<td>9.000000E+02</td>
</tr>
<tr>
<td>2.982047E-02</td>
<td>2.305479E-01</td>
<td>1.085376E-02</td>
<td>1.000000E+03</td>
</tr>
</tbody>
</table>
low number of polynomials, i.e. 15 to 25 in figures 3.83 and 3.84, the values of
the moments do not change as the number of polynomial is varied, yet they did
not converge to the values given by the eigenfunction expansion. We believe this
is due to the singularity at the corners, and only a big change in the number
of polynomials produce a significant change in the moments. Nevertheless, the
method is quite competitive compared to the 3D-spectral code since we are only
solving for one component of one flow quantity and not the total of 4 quantities.
The CPU time and memory allocation is incomparable. Note also that certain
components of the moments converge faster than others. This has to do with the
degree of complexity of the velocity at the plane the moments are heavily dependent
on. We have also shown these moments as functions of the number of polynomials
in each direction in table 3.8 and 3.9 for purposes of detailed comparisons.
Figure 3.81: Error in dimensionless yaw moment versus number of polynomials for completely filled cylinders at $Re = 20$, $\tau = 0.16667$, $\eta = 4.368$, and $\theta = 20^\circ$.

Figure 3.82: Error in dimensionless pitch moment versus number of polynomials for completely filled cylinders at $Re = 20$, $\tau = 0.16667$, $\eta = 4.368$, and $\theta = 20^\circ$. 
Figure 3.83: Error in dimensionless yaw moment versus number of polynomials for completely filled cylinders at $Re = 1000$, $\tau = 0.16667$, $\eta = 4.368$, and $\theta = 20^\circ$. 

Figure 3.84: Error in dimensionless pitch moment versus number of polynomials for completely filled cylinders at $Re = 1000$, $\tau = 0.16667$, $\eta = 4.368$, and $\theta = 20^\circ$. 
Table 3.8: Convergence of the values of moments obtained by Chebyshev expansions for completely filled cylinders at \( Re = 20, \eta = 4.368, \tau = 0.16667, \) and \( \theta = 20^\circ \).

<table>
<thead>
<tr>
<th>M</th>
<th>N</th>
<th>( M_x/(\rho \omega^2 a^5) )</th>
<th>( M_x/(\rho \omega^2 a^5) )</th>
<th>( M_x/(\rho \omega^2 a^5) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>6</td>
<td>8.3249638E-02</td>
<td>9.2972717E-02</td>
<td>3.0300390E-02</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>8.3184514E-02</td>
<td>9.0297341E-02</td>
<td>3.0276687E-02</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>8.3521469E-02</td>
<td>8.1663298E-02</td>
<td>3.0393299E-02</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>8.3266279E-02</td>
<td>8.0442705E-02</td>
<td>3.0306447E-02</td>
</tr>
<tr>
<td>14</td>
<td>14</td>
<td>8.2727392E-02</td>
<td>7.8275269E-02</td>
<td>3.0110308E-02</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>8.2752893E-02</td>
<td>7.8303436E-02</td>
<td>3.0119590E-02</td>
</tr>
<tr>
<td>18</td>
<td>18</td>
<td>8.2511065E-02</td>
<td>7.8203854E-02</td>
<td>3.0031572E-02</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>8.2478111E-02</td>
<td>7.8191077E-02</td>
<td>3.0019832E-02</td>
</tr>
<tr>
<td>22</td>
<td>22</td>
<td>8.2456244E-02</td>
<td>7.8210332E-02</td>
<td>3.0011618E-02</td>
</tr>
<tr>
<td>24</td>
<td>24</td>
<td>8.2442532E-02</td>
<td>7.8199883E-02</td>
<td>3.0006628E-02</td>
</tr>
<tr>
<td>26</td>
<td>26</td>
<td>8.2429717E-02</td>
<td>7.8211284E-02</td>
<td>3.0001964E-02</td>
</tr>
<tr>
<td>28</td>
<td>28</td>
<td>8.2421390E-02</td>
<td>7.8226889E-02</td>
<td>2.9998933E-02</td>
</tr>
<tr>
<td>30</td>
<td>30</td>
<td>8.2419160E-02</td>
<td>7.8248977E-02</td>
<td>2.9998121E-02</td>
</tr>
<tr>
<td>32</td>
<td>32</td>
<td>8.2422633E-02</td>
<td>7.8266126E-02</td>
<td>2.9999385E-02</td>
</tr>
<tr>
<td>34</td>
<td>34</td>
<td>8.2427193E-02</td>
<td>7.8277022E-02</td>
<td>3.0001045E-02</td>
</tr>
<tr>
<td>36</td>
<td>36</td>
<td>8.2431919E-02</td>
<td>7.8284410E-02</td>
<td>3.0002765E-02</td>
</tr>
<tr>
<td>38</td>
<td>38</td>
<td>8.2436681E-02</td>
<td>7.8289336E-02</td>
<td>3.0004498E-02</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>8.2441107E-02</td>
<td>7.8292148E-02</td>
<td>3.0006109E-02</td>
</tr>
<tr>
<td>42</td>
<td>42</td>
<td>8.2444981E-02</td>
<td>7.8293340E-02</td>
<td>3.0007519E-02</td>
</tr>
<tr>
<td>44</td>
<td>44</td>
<td>8.2448223E-02</td>
<td>7.8293911E-02</td>
<td>3.0008699E-02</td>
</tr>
<tr>
<td>46</td>
<td>46</td>
<td>8.2450851E-02</td>
<td>7.8292705E-02</td>
<td>3.0009656E-02</td>
</tr>
<tr>
<td>48</td>
<td>48</td>
<td>8.2452905E-02</td>
<td>7.8291622E-02</td>
<td>3.0010403E-02</td>
</tr>
</tbody>
</table>
Table 3.9: Convergence of the values of moments obtained by Chebyshev expansions for completely filled cylinders at $Re = 1000$, $\eta = 4.368$, $\tau = 0.16667$, and $\theta = 20^\circ$.

<table>
<thead>
<tr>
<th>$M$</th>
<th>$N$</th>
<th>$M_x/(\rho \omega^2 a^5)$</th>
<th>$M_x/(\rho \omega^2 a^5)$</th>
<th>$M_x/(\rho \omega^2 a^5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>6</td>
<td>2.0447856E-02</td>
<td>2.2302965E-01</td>
<td>7.4424111E-03</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>2.0444346E-02</td>
<td>2.2302748E-01</td>
<td>7.4411660E-03</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>2.0385154E-02</td>
<td>2.2258270E-01</td>
<td>7.4195894E-03</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>1.9625127E-02</td>
<td>2.2165732E-01</td>
<td>7.1429623E-03</td>
</tr>
<tr>
<td>14</td>
<td>14</td>
<td>1.9453957E-02</td>
<td>2.2156972E-01</td>
<td>7.0806613E-03</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>1.9468161E-02</td>
<td>2.2158219E-01</td>
<td>7.0858311E-03</td>
</tr>
<tr>
<td>18</td>
<td>18</td>
<td>1.9518222E-02</td>
<td>2.2161437E-01</td>
<td>7.1040518E-03</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>1.9539270E-02</td>
<td>2.2163940E-01</td>
<td>7.1170475E-03</td>
</tr>
<tr>
<td>22</td>
<td>22</td>
<td>1.9780767E-02</td>
<td>2.2174232E-01</td>
<td>7.1996105E-03</td>
</tr>
<tr>
<td>24</td>
<td>24</td>
<td>2.0156613E-02</td>
<td>2.2200046E-01</td>
<td>7.3364071E-03</td>
</tr>
<tr>
<td>26</td>
<td>26</td>
<td>2.0425672E-02</td>
<td>2.2221848E-01</td>
<td>7.4343365E-03</td>
</tr>
<tr>
<td>28</td>
<td>28</td>
<td>2.1205830E-02</td>
<td>2.2263666E-01</td>
<td>7.7182911E-03</td>
</tr>
<tr>
<td>30</td>
<td>30</td>
<td>2.3099039E-02</td>
<td>2.2451364E-01</td>
<td>8.4073625E-03</td>
</tr>
<tr>
<td>32</td>
<td>32</td>
<td>2.7431992E-02</td>
<td>2.2785977E-01</td>
<td>9.9844286E-03</td>
</tr>
<tr>
<td>34</td>
<td>34</td>
<td>2.9481469E-02</td>
<td>2.2982739E-01</td>
<td>1.0730377E-02</td>
</tr>
<tr>
<td>36</td>
<td>36</td>
<td>2.9680492E-02</td>
<td>2.3052064E-01</td>
<td>1.0802816E-02</td>
</tr>
<tr>
<td>38</td>
<td>38</td>
<td>2.9789446E-02</td>
<td>2.3070782E-01</td>
<td>1.0842471E-02</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>2.9630333E-02</td>
<td>2.3072893E-01</td>
<td>1.0857353E-02</td>
</tr>
<tr>
<td>42</td>
<td>42</td>
<td>2.9835860E-02</td>
<td>2.3072572E-01</td>
<td>1.0859365E-02</td>
</tr>
<tr>
<td>44</td>
<td>44</td>
<td>2.9837266E-02</td>
<td>2.3072988E-01</td>
<td>1.0859877E-02</td>
</tr>
<tr>
<td>46</td>
<td>46</td>
<td>2.9838155E-02</td>
<td>2.3071960E-01</td>
<td>1.0860200E-02</td>
</tr>
<tr>
<td>48</td>
<td>48</td>
<td>2.9838433E-02</td>
<td>2.3071674E-01</td>
<td>1.0860301E-02</td>
</tr>
</tbody>
</table>
CHAPTER IV

Linear Inviscid Analysis and Resonance Phenomena

4.1 Introduction

The results of the linear viscous analysis considered in chapter 3 have shown that the moments acquire maxima at specific fill ratios for given coning frequency and aspect ratio. These maxima increase as the Reynolds number increases and the variation of the moments in the neighborhood of the critical fill ratios is enormous. Since for a given spinning rate, increasing the Reynolds number means lowering the kinematic viscosity of the fluid, we believe that this phenomenon is inviscid in nature and the fact that it occurs at specific fill and aspect ratios lead us to believe it is due to resonance with inertial waves.

The aspect ratio and fill radius combinations that lead to resonance for a given coning frequency is of great importance to the designer in general and to us in particular since to understand the global picture of this phenomenon, we need to generate an enormous number of figures from the viscous analysis which may make
the size of this dissertation larger than what it should be. Consequently, in this chapter we undertake the inviscid analysis of the various flow configurations to solve for the critical parameters that cause these maxima and consequently lead to resonance.

4.2 Governing equations

If we let the Reynolds number \( Re \to \infty \) in the linearized Navier-Stokes equations, we obtain for steady state conditions

\[
\frac{1}{r} \frac{\partial}{\partial r} (r v_r) + \frac{1}{r} \frac{\partial v_\phi}{\partial \phi} + \frac{\partial v_z}{\partial z} = 0, \tag{4.1}
\]

\[
\frac{\partial v_r}{\partial \phi} - 2(1 + \tau_z) v_\phi = -\frac{\partial p^d}{\partial r}, \tag{4.2}
\]

\[
\frac{\partial v_\phi}{\partial \phi} + 2(1 + \tau_z) v_r = -\frac{1}{r} \frac{\partial p^d}{\partial \phi}, \tag{4.3}
\]

\[
\frac{\partial v_z}{\partial \phi} = -\frac{\partial p^d}{\partial z} - 2r \tau_r. \tag{4.4}
\]

The boundary conditions on \( \mathbf{v} = (v_r, v_\phi, v_z) \) associated with these equations depend on the configuration studied and we shall consider each case separately.

4.3 Boundary conditions

4.3.1 Completely filled cylinders

For a cylinder, completely filled with a single fluid, we let \( r_f = 0 \) and hence the inner solution is meaningless since there is no longer an inner region. However, the
outer flow is required to satisfy the impermeability condition at the walls, namely,

\[ v^1_z = 0 \text{ at } z = \pm \eta, \quad v^1_r = 0 \text{ at } r = 1, \]  

(4.5)

where as before \( \eta \) denotes the aspect ratio \( c/a \) of the cylinder.

### 4.3.2 Cylinders with a central rod

The motion of a coaxial rod inside the cylinder is only due to solid body rotation and hence the inner solution is trivial, \( \nu_0 \equiv 0 \), and \( r_f \) is reduced to the radius of the rod \( r_0 \). For the outer flow, we require no-fluid-penetration through all walls including the surface of the central rod. As a result, in addition to condition (4.5), we have

\[ v^1_r = 0 \text{ at } r = r_0 \]  

(4.6)

### 4.3.3 Partially filled cylinders

When the cylinder is partially filled, the fluid accumulates near the side walls under the influence of centrifugal forces. As a result, a void surrounds the cylinder axis and its motion is meaningless if it is taken to be a vacuum. However, in practice this is impossible and the void could be filled with air and since the density of air is far smaller than most liquids, its contribution to the moments is negligible as was confirmed by the viscous analysis of two fluids undertaken in chapter 3. For the outer flow, in addition to the impermeability condition represented by equation (4.5), the pressure of the outer flow is required to assume the value of that of the
void at the fluid-void interface, namely,

\[ p^d_1 = -\frac{1}{2} \left[ \frac{\tau^2_0}{4} (2 r_0 \zeta) + 2 r_0 z \tau_z \cos \phi \right] \text{ at } r = r_0. \tag{4.7} \]

### 4.3.4 Cylinders with two fluids

Similar to the void-fluid configuration, under the action of centrifugal forces the heavier fluid occupies the outer region while the less heavier fluid occupies the inner one, and hence we need to solve for both inner and outer flows. Thus, in addition to (4.5), we require continuity of the total pressure across the inner-fluid outer-fluid interface, namely,

\[ \rho_0 P_0 = \rho_1 P_1 \text{ at } r = r_0 \tag{4.8} \]

When expressed in terms of \( p^d_\alpha \), this condition becomes

\[ \rho_0 p^d_0 - \rho_1 p^d_1 = \frac{1}{4} (\rho_1 - \rho_0) \tau_\theta^2 r_0 \zeta + (\rho_1 - \rho_0) r_0 z \tau_z \cos \phi. \tag{4.9} \]

Moreover, from kinematics, we have

\[ v^0_r = v^1_r = \frac{\partial \zeta}{\partial \phi} \text{ at } r = r_0. \tag{4.10} \]

### 4.4 Solution

We represent the flow velocities, the pressure, and the interface by the Fourier series:

\[ (v_r^\alpha, v_\phi^\alpha, v_z^\alpha) = \sum_{n=-\infty}^{\infty} (u_n^\alpha, v_n^\alpha, w_n^\alpha) e^{i n \phi} \tag{4.11} \]
\[ p_{\alpha}^{d} = 2r \varepsilon z \cos \phi + \sum_{n=\infty}^{\infty} p_{\alpha}^{n} \epsilon^{n\phi} \quad (4.12) \]

\[ \zeta(z, \phi) = \sum_{n=\infty}^{\infty} \zeta_{n}(z) \epsilon^{n\phi} \quad (4.13) \]

Substituting these expressions into the governing equations (4.1) through (4.4) and realizing that for linear analysis only the fundamental components are relevant, we obtain

\[ (1 - \tau_{\theta}^{2}) u_{\alpha} = \frac{i}{r} \tau_{\theta} p_{\alpha} + i \frac{\partial p_{\alpha}}{\partial r} + i (1 + \tau_{\theta}) \varepsilon z, \quad (4.14) \]

\[ (1 - \tau_{\theta}^{2}) v_{\alpha} = -\frac{1}{r} p_{\alpha} - \tau_{\theta} \frac{\partial p_{\alpha}}{\partial r} - (1 + \tau_{\theta}) \varepsilon z, \quad (4.15) \]

\[ w_{\alpha} = \frac{1}{r} \frac{\partial p_{\alpha}}{\partial z}, \quad (4.16) \]

\[ \frac{\partial^{2} p_{\alpha}}{\partial r^{2}} + \frac{1}{r} \frac{\partial p_{\alpha}}{\partial r} - \frac{p_{\alpha}}{r^{2}} + (1 - \tau_{\theta}^{2}) \frac{\partial^{2} p_{\alpha}}{\partial z^{2}} = 0, \quad (4.17) \]

where we have let

\[ (u_{\alpha}, v_{\alpha}, w_{\alpha}, p_{\alpha}) = (u_{\alpha}^{1}, v_{\alpha}^{1}, w_{\alpha}^{1}, p_{\alpha}^{1}). \]

The boundary conditions associated with the pressure equation (4.17) at the end walls are independent of the flow configuration and they are

\[ \frac{\partial p_{\alpha}}{\partial z} = 0 \text{ at } z = \pm \eta. \quad (4.18) \]

Likewise, the boundary condition at the side wall is independent of the flow configuration since it involves only the outer fluid. It takes the form

\[ \frac{\tau_{\theta}}{r} p_{1} + \frac{\partial p_{1}}{\partial r} = -(1 + \tau_{\theta}) \varepsilon z \text{ at } r = 1. \quad (4.19) \]
For a cylinder containing a central rod, the boundary condition at the surface of
the rod takes the same form as (4.19) but evaluated at \( r = r_0 \), while the condition
at a void-fluid interface takes the form

\[
(1 - \tau_0^2 + \frac{\tau_0^3}{4}) \frac{p_1}{r} + \frac{\tau_0^2}{4} \frac{\partial p_1}{\partial r} = - \left( \frac{1}{2} + \frac{\tau_0}{4} - \frac{\tau_0^2}{4} \right) z \epsilon \text{ at } r = r_0. \tag{4.20}
\]

Finally, for two fluid interface, we have

\[
[p_0 (1 - \tau_0^2) + \frac{\tau_0^2}{4} (\rho_0 - \rho_1)] \frac{p_0}{r} + \frac{\tau_0^2}{4} (\rho_0 - \rho_1) \frac{\partial p_0}{\partial r}
- \left( \frac{1}{2} + \frac{\tau_0}{4} - \frac{\tau_0^2}{4} \right) (\rho_0 - \rho_1) z \epsilon \text{ at } r = r_0 \tag{4.21}
\]

and the kinematics condition (4.10) provides

\[
\zeta_1 = -i u_0 = -i u_1 \text{ at } r = r_0. \tag{4.22}
\]

Note when \( \rho_0 = 0 \), eq. (4.21) reduces to eq. (4.20) and when \( \rho_0 = \rho_1 \), eq. (4.21)
reduces to \( p_0 = p_1 \).

The pressure equation is elliptic, homogeneous, and possesses homogeneous
boundary conditions in the axial direction. By means of separation of variables, it
can be shown, that it supports solutions in the form of products of sine waves in \( z \)
and Bessel functions \( J_1 \) and \( Y_1 \) in \( r \). Hence, its general solution can be written as

\[
p_\alpha = \sum_{k=0}^{\infty} [A_k^\alpha J_1(\beta_k r) + B_k^\alpha Y_1(\beta_k r)] \sin(\gamma_k z), \tag{4.23}
\]

where

\[
\gamma_k = (2k + 1) \frac{\pi}{2 \eta}, \quad \beta_k = \gamma_k \sqrt{\tau_0^2 - 1}. \tag{4.24}
\]
The other flow quantities can be found from equations (4.14) through (4.16),

\[
\begin{align*}
\mathbf{u}_\alpha &= i \frac{\varepsilon z}{1 - \tau_\theta} \\
+ i \sum_{k=0}^{\infty} \frac{A'_k}{(1 - \tau_\theta)^2} \frac{\beta_k}{2} \left[ (1 + \tau_\theta) J_0(\beta_k r) + (\tau_\theta - 1) J_2(\beta_k r) \right] \sin(\gamma_k z) \\
+ i \sum_{k=0}^{\infty} \frac{B''_k}{(1 - \tau_\theta)^2} \frac{\beta_k}{2} \left[ (1 + \tau_\theta) Y_0(\beta_k r) + (\tau_\theta - 1) Y_2(\beta_k r) \right] \sin(\gamma_k z),
\end{align*}
\]

where \( J_l \) and \( Y_l \) are Bessel and Neumann functions of order \( l \) (\( l = 0, 1, 2 \)) respectively. The amplitude coefficients \( A'_k \) and \( B''_k \) are determined by satisfying the boundary conditions at the side walls and/or the interface. Most importantly, they provide us with criteria for the onset of resonance.

### 4.5 Criteria for resonance

#### 4.5.1 Completely filled cylinders

When the cylinder is completely filled, we require the solution to be finite at the center \( (r = 0) \) and as a result the coefficients \( B''_k \) are zeros. The coefficients \( A'_k \) are found by satisfying (4.19), namely,

\[
\sum_{k=0}^{\infty} A'_k \frac{\beta_k}{2} \left[ (1 + \tau_\theta) J_0(\beta_k) - (1 - \tau_\theta) J_2(\beta_k) \right] \sin(\gamma_k z) = -(1 + \tau_\theta) \varepsilon z.
\]
Figure 4.1: Criteria for resonance in completely filled cylinders.

But,

\[-(1 + \tau_0) \epsilon z = \sum_{k=0}^{\infty} \frac{2(1 + \tau_0)\epsilon}{\eta \gamma_k^2} (-1)^{k+1} \sin(\gamma_k z).\]  

(4.29)

Hence,

\[A_k^1 = \frac{4(1 + \tau_0) (-1)^{k+1} \epsilon}{\eta \gamma_k^2 \beta_k [(1 + \tau_0) J_0(\beta_k) - (1 - \tau_0) J_2(\beta_k)]},\]  

(4.30)

and consequently, the motion is in resonance if

\[[(1 + \tau_0) J_0(\beta_k) - (1 - \tau_0) J_2(\beta_k)] = 0.\]  

(4.31)

This is a transcendental equation and its roots determine the parameters \((\tau, \eta)\) that cause resonance. These roots depend on \(k\) and consequently there can be many critical values of \((\tau, \eta)\) corresponding to different values of \(k\). However, roots associated with the lowest values of \(k\) are more severe than others in causing
resonance in a specific region in the $\tau - \eta$ plane. These critical values are shown in figure 4.1 which indicates that an increase in coning frequency necessitates an increase in the aspect ratio, almost in a linear fashion, to cause resonance.

### 4.5.2 Cylinders with a central rod

For this case, the no-penetration conditions at the side wall and at the surface of the rod require

\[
\sum_{k=0}^{\infty} \left\{ A_k^1 [E_1 J_0(\beta_k) + E_2 J_2(\beta_k)] + B_k^1 [E_1 Y_0(\beta_k) + E_2 Y_2(\beta_k)] \right\} \frac{\beta_k}{2} \sin(\gamma_k z) = -E_1 \epsilon z, \tag{4.32}
\]

\[
\sum_{k=0}^{\infty} \left\{ A_k^1 [E_1 J_0(\beta_k r_0) + E_2 J_2(\beta_k r_0)] + B_k^1 [E_1 Y_0(\beta_k r_0) + E_2 Y_2(\beta_k r_0)] \right\} \frac{\beta_k}{2} \sin(\gamma_k z) = -E_1 \epsilon z, \tag{4.33}
\]

where $E_1 = (1 + \tau_0)$ and $E_2 = (\tau_0 - 1)$. Hence, the coefficients $A_k^1$ and $B_k^1$ are related by

\[
A_k^1 [E_1 J_0(\beta_k) + E_2 J_2(\beta_k)] + B_k^1 [E_1 Y_0(\beta_k) + E_2 Y_2(\beta_k)] = \frac{4 E_1 (-1)^{k+1} \epsilon}{\eta \gamma_k^2 \beta_k}, \tag{4.34}
\]

\[
A_k^1 [E_1 J_0(\beta_k r_0) + E_2 J_2(\beta_k r_0)] + B_k^1 [E_1 Y_0(\beta_k r_0) + E_2 Y_2(\beta_k r_0)] = \frac{4 E_1 (-1)^{k+1} \epsilon}{\eta \gamma_k^2 \beta_k}. \tag{4.35}
\]

The motion becomes resonant if the determinant of this system vanishes, namely,

\[
[E_1 Y_0(\beta_k r_0) + E_2 Y_2(\beta_k r_0)] [E_1 J_0(\beta_k) + E_2 J_2(\beta_k)] -
\]

\[
\]
Figure 4.2: Criteria for resonance in cylinders containing a central rod at $r = 0.08674$ and $\theta = 20^\circ$.

\[ [E_1 J_0(\beta_k r_0) + E_2 J_2(\beta_k r_0)] [E_1 Y_0(\beta_k) + E_2 Y_2(\beta_k)] = 0 \quad (4.36) \]

This is the appropriate transcendental equation to be solved for the determination of the parameters $(r, \eta, r_0)$ that cause resonance. Similar to the case of completely filled cylinders, the roots of equation (4.36) depend on $k$. Given a frequency $r$, the roots of equation (4.36) represent continuous functions $\eta = \eta(r_0)$ in the $r_0$-$\eta$ plane. The absolute maximum of these functions is important. Note that for certain $k$, there might be more than one function and in this case the maximum is taken over all maxima of each function. Suppose we denote by $\eta_{\text{max}}(k)$, the absolute maximum of these functions. For each $k$, we have found that the parameters $\eta, r_0$ that lead to the most amplified moments are in the interval $\eta_{\text{max}}(k - 1) \leq \eta \leq \eta_{\text{max}}(k)$. These critical values are presented in figures.
Figure 4.3: Criteria for resonance in cylinders containing a central rod at $\tau = 0.05$ and $\theta = 2^\circ$.

Figure 4.4: Criteria for resonance in cylinders containing a central rod at $\tau = 0.1111$ and $\theta = 2^\circ$. 

Figure 4.5: Criteria for resonance in cylinders containing a central rod at $\tau = 0.15$ and $\theta = 2^\circ$.

For this case, in addition to the condition at the side wall represented by equation (4.32), the interface condition (4.20) provides

$$
\sum_{k=0}^{\infty} \left\{ A_k \left[ E_3 J_0(\beta_k r_0) + E_4 J_2(\beta_k r_0) \right] 
+ B_k \left[ E_3 Y_0(\beta_k r_0) + E_4 Y_2(\beta_k r_0) \right] \right\} \frac{\beta_k}{2} \sin(\gamma_k z) = -E_5 \epsilon z,
$$

where we have let

$$
E_3 = (1 - \frac{3}{4} \tau_0^2 + \frac{1}{4} \tau_0^3), \quad E_4 = (1 - \frac{5}{4} \tau_0^2 + \frac{1}{4} \tau_0^3), \quad \text{and} \quad E_5 = -\left(\frac{1}{2} + \frac{\tau_0}{4} - \tau_0^2\right).
$$
Thus, in addition to equation (4.34), \( A_k^1 \) and \( B_k^1 \) are related by

\[
A_k^1 [E_3 J_0(\beta_k r_0) + E_4 J_2(\beta_k r_0)] + B_k^1 [E_3 Y_0(\beta_k r_0) + E_4 Y_2(\beta_k r_0)] = 4 \frac{E_5 \epsilon}{\eta \gamma_k^2 \beta_k},
\]

and the motion is in resonance when

\[
[E_3 Y_0(\beta_k r_0) + E_3 Y_2(\beta_k r_0)] [E_1 J_0(\beta_k) + E_2 J_2(\beta_k)] - [E_3 J_0(\beta_k r_0) + E_3 J_2(\beta_k r_0)] [E_1 Y_0(\beta_k) + E_2 Y_2(\beta_k)] = 0.
\]

This equation is similar to that for resonance in cylinders containing a central rod. Figures 4.6 through 4.9 present the values of \((r_0, \eta)\) that lead to the most amplifications in the moments for different values of \(\tau\). Note that the curves \(\eta(r_0)\)
Figure 4.7: Criteria for resonance in partially filled cylinders at $\tau = 0.05$ and $\theta = 2^\circ$.

Figure 4.8: Criteria for resonance in partially filled cylinders at $\tau = 0.1111$ and $\theta = 2^\circ$. 
Figure 4.9: Criteria for resonance in partially filled cylinders at $\tau = 0.15$ and $\theta = 2^0$.

giving the most dangerous aspect ratio for a given fill radius are almost constant for fill radii up to $r_0 \approx 0.2$ unlike those for cylinders containing a central rod. This property emphasizes the fact that a central rod is more effective in eliminating resonance than a void.

### 4.5.4 Cylinders containing two immiscible fluids

Similar to the partial fill configuration, the no-penetration condition at the side wall is represented by equation (4.32). While the continuity of the pressure across the interface provides

$$
\sum_{k=0}^{\infty} A_k^0 [E_0 J_0(\beta_k r_0) + E_7 J_2(\beta_k r_0)] - A_k^1 E_0 [J_0(\beta_k r_0) - J_2(\beta_k r_0)]
$$

$$
- B_k^1 E_0 [Y_0(\beta_k r_0) - Y_2(\beta_k r_0)] \frac{\beta_k}{2} \sin(\gamma_k z) = E_5 (\rho_0 - \rho_1) z \epsilon \quad (4.40)
$$
where

\[
E_6 = \rho_0 (1 - \tau_0^2) + \frac{1}{4} (\tau_0^2 + \tau_0^3) (\rho_0 - \rho_1),
\]

\[
E_7 = \rho_0 (1 - \tau_0^2) + \frac{1}{4} (\tau_0^3 - \tau_0^2) (\rho_0 - \rho_1),
\]

and the continuity of the radial velocity across the interface provides

\[
\sum_{k=0}^{\infty} A_k^0 [E_1 J_0(\beta_k r_0) + E_2 J_2(\beta_k r_0)] - A_k^1 [E_1 J_0(\beta_k r_0) + E_2 J_2(\beta_k r_0)] - B_k^1 [E_1 Y_0(\beta_k r_0) + E_2 Y_2(\beta_k r_0)] \frac{\beta_k}{2} \sin(\gamma_k z) = 0. \tag{4.41}
\]

Thus, in addition to equation (4.34), \(A_k^0, A_k^1,\) and \(B_k^1\) are related by

\[
A_k^0 [E_6 J_0(\beta_k r_0) + E_7 J_2(\beta_k r_0)] - A_k^1 [E_1 J_0(\beta_k r_0) - J_2(\beta_k r_0)]
\]

\[
- B_k^1 E_0 [Y_0(\beta_k r_0) - Y_2(\beta_k r_0)] = 4 E_5 \frac{(-1)^{k+1} e}{\eta \gamma_k^2 \beta_k}, \tag{4.42}
\]

\[
A_k^0 [E_1 J_0(\beta_k r_0) + E_2 J_2(\beta_k r_0)] - A_k^1 [E_1 J_0(\beta_k r_0) + E_2 J_2(\beta_k r_0)] - B_k^1 [E_1 Y_0(\beta_k r_0) + E_2 Y_2(\beta_k r_0)] = 0. \tag{4.43}
\]

Consequently the motion resonates if

\[
[E_1 J_0(\beta_k) + E_2 J_2(\beta_k)] [E_1 Y_0(\beta_k r_0) + E_2 Y_2(\beta_k r_0)]
\]

\[
[E_6 J_0(\beta_k r_0) + E_7 J_2(\beta_k r_0)] - [E_1 J_0(\beta_k) + E_2 J_2(\beta_k)]
\]

\[
[E_0 J_0(\beta_k r_0) - E_0 J_2(\beta_k r_0)] [E_1 J_0(\beta_k r_0) + E_2 J_2(\beta_k r_0)]
\]

\[
- [E_1 Y_0(\beta_k) + E_2 Y_2(\beta_k)] [E_1 J_0(\beta_k r_0) + E_2 J_2(\beta_k r_0)]
\]

\[
[E_6 J_0(\beta_k r_0) + E_7 J_2(\beta_k r_0)] = 0, \tag{4.44}
\]
Figure 4.10: Plot of the roots of equation (4.44) for $k = 0$, $\tau = 0.008$, $\theta = 1^0$, and $\rho_0/\rho_1 = 0.2$.

where

$$E_0 = (1 - \tau_0^2) \rho_1, \ E_8 = E_6 - E_0, \ \text{and} \ E_0 = E_7 + E_0.$$ 

This equation is more complicated than the ones we have seen so far, since in addition to its dependence on $\tau$, $\theta$, $\eta$, and $k$, it also depends on the density ratio $\rho_0/\rho_1$. Given $\tau$, $\theta$, $\rho_0/\rho_1$, and $k$, the solution to equation (4.44) provides the pairs $(r_0, \eta)$ that lead to resonance. As before these pairs constitute continuous functions $\eta = \eta(r_0)$ and for a given interval, $\eta_{\text{min}} \leq \eta \leq \eta_{\text{max}}$, there may be more than one function and the number of functions increases with $k$. We have plotted these functions for $k = 0, 1, 2, 3, 4,$ and $5$ in figures 4.10 through 4.15 respectively. If we plot the same results in one figure, it would be filled with small circles indicating
Figure 4.11: Plot of the roots of equation (4.44) for $k = 1$, $\tau = 0.008$, $\theta = 1^\circ$, and $\rho_0/\rho_1 = 0.2$.

Figure 4.12: Plot of the roots of equation (4.44) for $k = 2$, $\tau = 0.008$, $\theta = 1^\circ$, and $\rho_0/\rho_1 = 0.2$. 
Figure 4.13: Plot of the roots of equation (4.44) for $k = 3$, $\tau = 0.008$, $\theta = 1^\circ$, and $\rho_0/\rho_1 = 0.2$.

Figure 4.14: Plot of the roots of equation (4.44) for $k = 4$, $\tau = 0.008$, $\theta = 1^\circ$, and $\rho_0/\rho_1 = 0.2$. 
Figure 4.15: Plot of the roots of equation (4.44) for $k = 5$, $\tau = 0.008$, $\theta = 1^\circ$, and $\rho_0/\rho_1 = 0.2$.

Figure 4.16: Plot of the most critical roots of equation (4.44) for $\tau = 0.008$, $\theta = 1^\circ$, and $\rho_0/\rho_1 = 0.2$. 
resonance of some value $k$. However, not every critical pair $(r_0, \eta)$ lead to the most amplifications in moments. For a given region in the $r_0 - \eta$ plane some are more critical than others. We could choose to plot the critical values associated with the lowest values of $k$ as in figure 4.16 or plot only the critical values leading to the most amplifications in the moments as in figure 4.17. We prefer the latter than the former and we can obtain plots or diagrams of this sorts for different values of density ratios. These are shown in figures 4.18 through 4.22. Note that as $\rho_0 \to \rho_1$ we retrieve the results of the complete fill configuration. However, some critical values become degenerate since they would cancel out with terms in the numerators of the expansion coefficients in the limit as $\rho_0 \to \rho_1$. Degenerate modes are also found in the limit as $r_0 \to 0$ in this configuration as well as the partial fill and rod configurations. They are also found in the two fluid flow configuration as $\rho_0/\rho_1 \to 0$. Some of the most critical values approach those of the partial fill configuration and some are degenerate. We recommend that the appropriate limiting configuration be used to compute the critical values.

4.6 Comparisons with viscous results

In this section we have computed the parameters that lead to resonance for some results of the viscous analysis. We have indicated the results of the inviscid theory by vertical dashed lines. In all cases, the comparison is quite good as can be seen from figures 4.23 through 4.34.
Figure 4.17: Criteria for resonance in cylinders containing two immiscible fluids at $\tau = 0.008$, $\theta = 1^\circ$, and $\rho_0/\rho_1 = 0.2$.

Figure 4.18: Criteria for resonance in cylinders containing two immiscible fluids at $\tau = 0.008$, $\theta = 1^\circ$, and $\rho_0/\rho_1 = 0.3$. 
Figure 4.19: Criteria for resonance in cylinders containing two immiscible fluids at \( \tau = 0.008, \theta = 1^\circ, \) and \( \rho_0/\rho_1 = 0.4. \)

Figure 4.20: Criteria for resonance in cylinders containing two immiscible fluids at \( \tau = 0.008, \theta = 1^\circ, \) and \( \rho_0/\rho_1 = 0.5. \)
Figure 4.21: Criteria for resonance in cylinders containing two immiscible fluids at $\tau = 0.008$, $\theta = 1^\circ$, and $\rho_0/\rho_1 = 0.7$.

Figure 4.22: Criteria for resonance in cylinders containing two immiscible fluids at $\tau = 0.008$, $\theta = 1^\circ$, and $\rho_0/\rho_1 = 0.98$. 
Figure 4.23: Yaw moment versus aspect ratio for completely filled cylinders at $\tau = 0.08333$, $\theta = 2^0$, $Re = 10^3$ (- - -), and $Re = 10^4$ (—). Comparison of viscous and inviscid (vertical dashed lines) results.

Figure 4.24: Pitch moment versus aspect ratio for completely filled cylinders at $\tau = 0.08333$, $\theta = 2^0$, $Re = 10^3$ (- - -), and $Re = 10^4$ (—). Comparison of viscous and inviscid (vertical dashed lines) results.
Figure 4.25: Roll moment versus fill radius for cylinders containing a central rod at $\tau = 0.08674$, $\eta = 4.5$, and $\theta = 20^\circ$. Comparison of viscous results (solid lines) and inviscid results (vertical dashed lines).

Figure 4.26: Roll moment versus fill radius for partially filled cylinders at $\tau = 0.08674$, $\eta = 4.5$, and $\theta = 20^\circ$. Comparison of viscous results (solid lines) and inviscid results (vertical dashed lines).
Figure 4.27: Roll moment versus fill radius for partially filled cylinders (---) and for cylinders containing a central rod (—) at $\tau = 0.1111$, $\eta = 3$, and $\theta = 2^\circ$. Comparison of viscous results (dashed and solid lines) and inviscid results (vertical dashed lines).

Figure 4.28: Roll moment versus fill radius for partially filled cylinders (---) and for cylinders containing a central rod (—) at $\tau = 0.1111$, $\eta = 2$, and $\theta = 2^\circ$. Comparison of viscous results (dashed and solid lines) and inviscid results (vertical dashed lines).
Figure 4.29: Roll moment versus fill radius for partially filled cylinders (---) and for cylinders containing a central rod (—) at $\tau = 0.1111$, $\eta = 1.5$, and $\theta = 2^\circ$. Comparison of viscous results (dashed and solid lines) and inviscid results (vertical dashed lines).

Figure 4.30: Pitch moment versus fill radius for partially filled cylinders (---) and for cylinders containing a central rod (—) at $\tau = 0.1111$, $\eta = 3$, and $\theta = 2^\circ$. Comparison of viscous results (dashed and solid lines) and inviscid results (vertical dashed lines).
Figure 4.31: Pitch moment versus fill radius for partially filled cylinders (---) and for cylinders containing a central rod (—) at $\tau = 0.1111$, $\eta = 2$, and $\theta = 2^\circ$. Comparison of viscous results (dashed and solid lines) and inviscid results (vertical dashed lines).

Figure 4.32: Pitch moment versus fill radius for partially filled cylinders (---) and for cylinders containing a central rod (—) at $\tau = 0.1111$, $\eta = 1.5$, and $\theta = 2^\circ$. Comparison of viscous results (dashed and solid lines) and inviscid results (vertical dashed lines).
Figure 4.33: Roll moment versus fill radius for cylinders containing two immiscible fluids at $\rho_0/\rho_1 = 0.2$, $\tau = 0.008$, $\eta = 4.5$, and $\theta = 1^\circ$. Comparison of viscous results (dashed and solid lines) and inviscid results (vertical dashed lines).

Figure 4.34: Pitch moment versus fill radius for cylinders containing two immiscible fluids at $\rho_0/\rho_1 = 0.2$, $\tau = 0.008$, $\eta = 4.5$, and $\theta = 1^\circ$. Comparison of viscous results (dashed and solid lines) and inviscid results (vertical dashed lines).
CHAPTER V

Nonlinear Analysis and Pseudo-Spectral Methods

5.1 Introduction

So far we have only considered linear analysis, which was based on the observation that in practice the parameter \( \epsilon \) is small. It is important, however, to investigate the extent of this assumption and learn the effects of nonlinearities on the moments.

Moreover, the linearized Navier-Stokes equations in \( O(\epsilon) \) can only be solved for the fundamental velocities. Knowing the fundamental of the axial velocity is enough to accurately predict the yaw and roll moments exerted by viscous fluids on the walls. The pitch moment, however, can only be estimated from these components and the nonlinear problem needs be solved for accurate prediction. In addition to the fundamental axial velocities, the pitch moment is dependent on the mean flow distortion of the azimuthal velocity component.

In this chapter, a pseudo-spectral method is devised to solve the three-dimensional linearized and nonlinear flow equations for partially filled cylinders and cylinders
with a central rod. For completely filled cylinders, the reader is to consult the paper by Herbert & Li (1987) and the extension of the method to two fluid flows is straightforward. The method is based on representing the flow quantities by Chebyshev series in the axial and radial directions and a Fourier series in the azimuthal direction.

5.2 Spectral approximation

For convenience, we treat both configurations simultaneously by introducing the parameter $\alpha$ that assumes the value of $\alpha = 0$ in the case of a cylinder with a central rod and $\alpha = 1$ for the partially filled cylinder. We approximate the flow quantities by

$$ (v_r, v_\phi, v_z, p) = \sum_{k=1}^{K+\alpha} \sum_{l=1}^{L} \sum_{m=1}^{M} (u_{klm}, v_{klm}, w_{klm}, p_{klm}) R_k(\tilde{r}) F_l(\phi) Z_m(z/\eta) $$

where $R_k(\tilde{r})$ and $Z_m(z/\eta)$ are linear combinations of Chebyshev polynomials suitably chosen for each flow quantity and flow configuration,

$$ \tilde{r} = (2r - 1 - r_0)/(1 - r_0) $$

is an algebraic mapping that maps the radial domain $[r_0, 1]$ into the interval $[-1, 1]$ where the Chebyshev polynomials are defined, and

$$ F_l = \left\{ \begin{array}{ll}
\cos \frac{l-1}{2} \phi, & l \text{ odd,} \\
\sin \frac{l}{2} \phi, & l \text{ even,}
\end{array} \right. $$

are the azimuthal expansion functions. The linear combinations of Chebyshev polynomials for the radial and axial expansion functions are selected such that...
each function satisfies the no-slip conditions at the walls and yields the proper permutation with the azimuthal functions $F_i$ to maintain the symmetries with respect to the center point of the cylinder. The interface conditions need be satisfied explicitly, and consequently the number of radial expansion functions for the case of partially filled cylinder is one higher than the number required for the cylinder with a central rod as shown in the expansion above.

The governing differential equations are converted into a system of algebraic equations for the $4 \cdot (K + \alpha) \cdot L \cdot M$ unknown expansion coefficients by spectral collocation at the points

$$(\tilde{r}_k, \phi_l, \frac{Z_m}{\eta}) = (\cos \frac{2k - 1}{2K}\pi, 2\pi \frac{l - 1}{L}, \sin \frac{2m - 1}{4M}\pi), \quad (5.4)$$

where $k = 1, 2, ..., K$, $l = 1, 2, ..., L$, and $m = 1, 2, ..., M$. In the first step, the linear algebraic system resulting from linearization in $\epsilon$ is solved. Subsequently, the non-linear problem is solved iteratively. For each iteration step, the nonlinear terms are evaluated using the solution at the previous step. This approach is computationally less expensive than Newton-Raphson iteration where each step requires solving a new algebraic system of relatively large size to obtain the corrections to the previous approximations. In our approach, the system is solved only once, and in subsequent steps, only the right hand side of the algebraic system is modified.
5.3 Results

We have used the expressions presented in chapter 2 for the control volume approach to calculate the moments exerted by the payload on the cylinder walls. Figures 5.1 through 5.8 present the yaw and pitch moments as functions of the fill radius for different Reynolds numbers for both configurations at typical aspect ratio and coning frequency, but small nutation angle, i.e. $\theta = 2^\circ$. The figures compare the nonlinear results shown as circles with the linear ones shown by solid lines. As can be seen there is no difference in both results even for the pitch moment that requires in addition to the fundamental of the axial velocity, the mean of the azimuthal velocity. We conclude, thus, that for relatively small nutation angles the nonlinear effects are negligible.

For high nutation angles, i.e. $\theta = 20^\circ$, computations of the moments for the same parameters as above and for $\theta = 20^\circ$ show no nonlinear effects on the yaw and roll moments as can be seen from figures 5.9 and 5.10. However, there is a slight nonlinear effect on the Pitch moment as can be seen from figures 5.11 and 5.12. Nevertheless, this effect is insignificant for engineering practice. The difference between linear and nonlinear results does not surpass 2% for parameters not leading to resonance.

In case of resonance, this difference can be more significant as can be seen from figures 5.13 and 5.14. Note that the difference is higher for a partially filled
Figure 5.1: Yaw moment versus fill radius for a cylinder containing a central rod at $\tau = 0.1$, $\eta = 4.5$ and $\theta = 2^\circ$. Comparison of the linear (solid line) and nonlinear (circles) results obtained by the 3D-Spectral code.

Figure 5.2: Yaw moment versus fill radius for a cylinder containing a central rod at $\tau = 0.1$, $\eta = 4.5$ and $\theta = 2^\circ$. Comparison of the linear (solid line) and nonlinear (circles) results obtained by the 3D-Spectral code.
Figure 5.3: Pitch moment versus fill radius for a cylinder containing a central rod at \( \tau = 0.1, \eta = 4.5 \) and \( \theta = 2^\circ \). Comparison of the linear (solid line) and nonlinear (circles) results obtained by the 3D-Spectral code.

Figure 5.4: Pitch moment versus fill radius for a cylinder containing a central rod at \( \tau = 0.1, \eta = 4.5 \) and \( \theta = 2^\circ \). Comparison of the linear (solid line) and nonlinear (circles) results obtained by the 3D-Spectral code.
Figure 5.5: Yaw moment versus fill radius for a partially filled cylinder at \( r = 0.1, \eta = 4.5 \) and \( \theta = 2^\circ \). Comparison of the linear (solid line) and nonlinear (circles) results obtained by the 3D-Spectral code.

Figure 5.6: Yaw moment versus fill radius for a partially filled cylinder at \( r = 0.1, \eta = 4.5 \) and \( \theta = 2^\circ \). Comparison of the linear (solid line) and nonlinear (circles) results obtained by the 3D-Spectral code.
Figure 5.7: Pitch moment versus fill radius for a partially filled cylinder at \( \eta = 4.5 \) and \( \theta = 2^\circ \). Comparison of the linear (solid line) and nonlinear (circles) results obtained by the 3D-Spectral code.

Figure 5.8: Pitch moment versus fill radius for a partially filled cylinder at \( \eta = 4.5 \) and \( \theta = 2^\circ \). Comparison of the linear (solid line) and nonlinear (circles) results obtained by the 3D-Spectral code.
Figure 5.9: Yaw moment versus fill radius for a cylinder containing a central rod at $\tau = 0.1$, $\eta = 4.5$ and $\theta = 20^\circ$. Comparison of the linear (solid line) and nonlinear (circles) results obtained by the 3D-Spectral code.

Figure 5.10: Yaw moment versus fill radius for a partially filled cylinder at $\tau = 0.1$, $\eta = 4.5$ and $\theta = 20^\circ$. Comparison of the linear (solid line) and nonlinear (circles) results obtained by the 3D-Spectral code.
Figure 5.11: Pitch moment versus fill radius for a cylinder containing a central rod at $\tau = 0.1$, $\eta = 4.5$ and $\theta = 20^\circ$. Comparison of the linear (solid line) and nonlinear (circles) results obtained by the 3D-Spectral code.

Figure 5.12: Pitch moment versus fill radius for a partially filled cylinder at $\tau = 0.1$, $\eta = 4.5$ and $\theta = 20^\circ$. Comparison of the linear (solid line) and nonlinear (circles) results obtained by the 3D-Spectral code.
cylinder than that for a cylinder containing a central rod. We should also mention here that in case of fill radii leading to resonance we have seen small nonlinear effects on both yaw and roll moments as can be seen from figures 5.15 and 5.16. The figure present the yaw moments as functions of the fill radius for \( Re = 500 \). Similar results for \( Re = 1000 \) are presented in figures 5.17 and 5.18. Note that we have not shown the nonlinear results for fill ratios leading to resonance. The reason for this is that with a triple series expansion for each flow quantity composed of 11 Chebyshev polynomials in \( r \), 11 Chebyshev polynomials in \( z \), and 5 Fourier functions in \( \phi \), the nonlinear results did not converge as the fill radius approach that leading to resonance. We think by increasing the resolution, the results would converge.

We have compared the linear results of the 3D-Spectral codes to those of the eigenfunction expansions. The comparisons of the moments as function of the fill radius for \( Re = 30 \) are shown for small nutation angle, i.e. \( \theta = 2^\circ \), in figures 5.19 through 5.22 and for large nutation angle, i.e. \( \theta = 20^\circ \), in figures 5.23 through 5.26. As can be seen from these figures regardless of the nutation angle there is a small discrepancy between both results. We believe it is due to the high resolution of the method of eigenfunction expansions. By comparison with the results for completely filled cylinders, obtained by solving the SOPDE by spectral techniques, we believe to achieve the accuracy of the eigenfunction expansion, we must include around 50 Chebyshev polynomials in each direction in the triple series expansion used in
Figure 5.13: Pitch moment versus fill radius for a cylinder containing a central rod at \( Re = 500, \tau = 0.1, \eta = 4.5 \) and \( \theta = 20^\circ \). Comparison of the linear (solid line) and nonlinear (circles) results obtained by the 3D-Spectral code.

Figure 5.14: Pitch moment versus fill radius for a partially filled cylinder at \( Re = 500, \tau = 0.1, \eta = 4.5 \) and \( \theta = 20^\circ \). Comparison of the linear (solid line) and nonlinear (circles) results obtained by the 3D-Spectral code.
Figure 5.15: Yaw moment versus fill radius for a cylinder containing a central rod at $Re = 500$, $\tau = 0.1$, $\eta = 4.5$ and $\theta = 20^\circ$. Comparison of the linear (solid line) and nonlinear (circles) results obtained by the 3D-Spectral code.

Figure 5.16: Yaw moment versus fill radius for a partially filled cylinder at $Re = 500$, $\tau = 0.1$, $\eta = 4.5$ and $\theta = 20^\circ$. Comparison of the linear (solid line) and nonlinear (circles) results obtained by the 3D-Spectral code.
Figure 5.17: Yaw moment versus fill radius for a cylinder containing a central rod at \( Re = 1000, \tau = 0.1, \eta = 4.5 \) and \( \theta = 20^\circ \). Comparison of the linear (solid line) and nonlinear (circles) results obtained by the 3D-Spectral code.

Figure 5.18: Yaw moment versus fill radius for a partially filled cylinder at \( Re = 1000, \tau = 0.1, \eta = 4.5 \) and \( \theta = 20^\circ \). Comparison of the linear (solid line) and nonlinear (circles) results obtained by the 3D-Spectral code.
the 3D-Spectral code. Doing so is quite costly at this time in terms of computer memory. We wait for the next generation of computers to be able to study for example the stability of such flows since we need high accuracy in calculating the basic flow. For higher Reynolds number, the comparison is comparable to that for $Re = 30$, except at resonance the discrepancies are slightly more significant as seen from figures 5.27 through 5.30.

The 3D spectral code does not only provide us with means to calculate the moments, it also provides solutions of the 3D flow for the various configurations that can be visualized on a graphic workstation to study the detail of the fluid motion. Figures 5.31 through 5.35 show some of the details of the flow of the
Figure 5.20: Pitch moment versus fill radius for a cylinder containing a central rod at $Re = 30$, $\tau = 0.1$, $\eta = 4.5$ and $\theta = 2^\circ$. Comparison of the linear results of the eigenfunction expansion (solid line) and nonlinear results of the 3D-Spectral code (dashed lines).

Figure 5.21: Yaw moment versus fill radius for a partially filled cylinder at $Re = 30$, $\tau = 0.1$, $\eta = 4.5$ and $\theta = 2^\circ$. Comparison of the linear results of the eigenfunction expansion (solid line) and nonlinear results of the 3D-Spectral code (dashed lines).
Figure 5.22: Pitch moment versus fill radius for a partially filled cylinder at \( Re = 30, \tau = 0.1, \eta = 4.5 \) and \( \theta = 2^\circ \). Comparison of the linear results of the eigenfunction expansion (solid line) and nonlinear results of the 3D-Spectral code (dashed lines).

Figure 5.23: Yaw moment versus fill radius for a cylinder containing a central rod at \( Re = 30, \tau = 0.1, \eta = 4.5 \) and \( \theta = 20^\circ \). Comparison of the linear results of the eigenfunction expansion (solid line) and nonlinear results of the 3D-Spectral code (dashed lines).
Figure 5.24: Pitch moment versus fill radius for a cylinder containing a central rod at $Re = 30$, $\tau = 0.1$, $\eta = 4.5$ and $\theta = 20^\circ$. Comparison of the linear results of the eigenfunction expansion (solid line) and nonlinear results of the 3D-Spectral code (dashed lines).

Figure 5.25: Yaw moment versus fill radius for a partially filled cylinder at $Re = 30$, $\tau = 0.1$, $\eta = 4.5$ and $\theta = 20^\circ$. Comparison of the linear results of the eigenfunction expansion (solid line) and nonlinear results of the 3D-Spectral code (dashed lines).
Figure 5.26: Pitch moment versus fill radius for a partially filled cylinder at $Re = 30$, $r = 0.1$, $\eta = 4.5$ and $\theta = 20^\circ$. Comparison of the linear results of the eigenfunction expansion (solid line) and nonlinear results of the 3D-Spectral code (dashed lines).

Figure 5.27: Yaw moment versus fill radius for a cylinder containing a central rod at $Re = 500$, $r = 0.1$, $\eta = 4.5$ and $\theta = 20^\circ$. Comparison of the linear results of the eigenfunction expansion (solid line) and nonlinear results of the 3D-Spectral code (dashed lines).
Figure 5.28: Pitch moment versus fill radius for a cylinder containing a central rod at $Re = 500$, $\tau = 0.1$, $\eta = 4.5$ and $\theta = 20^0$. Comparison of the linear results of the eigenfunction expansion (solid line) and nonlinear results of the 3D-Spectral code (dashed lines).

Figure 5.29: Yaw moment versus fill radius for a partially filled cylinder at $Re = 500$, $\tau = 0.1$, $\eta = 4.5$ and $\theta = 20^0$. Comparison of the linear results of the eigenfunction expansion (solid line) and nonlinear results of the 3D-Spectral code (dashed lines).
Figure 5.30: Pitch moment versus fill radius for a partially filled cylinder at $Re = 500$, $\tau = 0.1$, $\eta = 4.5$ and $\theta = 20^\circ$. Comparison of the linear results of the eigenfunction expansion (solid line) and nonlinear results of the 3D-Spectral code (dashed lines).

various configurations obtained by the program Plot3D.
Figure 5.31: Vector plot of the velocity in the plane $x = 0$ for the flow in a cylinder containing a central rod of radius $r_0 = 0.2$ at $Re = 30$, $r = 0.08674$, $\eta = 4.5$, and $\theta = 20^\circ$.

Figure 5.32: Vector plot of the velocity in the plane $x = 0$ for the flow in a cylinder containing a void of mean radius $r_0 = 0.2$ at $Re = 30$, $r = 0.08674$, $\eta = 4.5$, and $\theta = 20^\circ$. 
Figure 5.33: Contour plot of the pressure field in the plane $y = 0$ for the flow in a cylinder containing a central rod of radius $r_0 = 0.2$ at $Re = 500$, $\tau = 0.08674$, $\eta = 4.5$, and $\theta = 20^\circ$.

Figure 5.34: Contour plot of the pressure field in the plane $y = 0$ for the flow in a cylinder containing a void of mean radius $r_0 = 0.2$ at $Re = 500$, $\tau = 0.08674$, $\eta = 4.5$, and $\theta = 20^\circ$. 
Figure 5.35: Contour plot of the pressure field in the plane $y = 0$ for the flow in a cylinder containing a void of mean radius $r_0 = 0.2$ at $Re = 500$, $\tau = 0.08674$, $\eta = 4.5$, and $\theta = 2^\circ$. 
CHAPTER VI

Summary and Conclusions

We have calculated the moments caused by various viscous flows in a spinning and coning cylinder. The cylinder can be completely or partially filled with a single fluid, contain one fluid and a central rod, or be filled with two immiscible fluids.

The calculations are based on the assumption of laminar flow, the solution of either the linearized or full Navier-Stokes equations, and the control volume approach in calculating these moments. When using this approach, it was found that the moments depend essentially on the axial velocity deviation from solid body rotation. In fact, when expressing the velocity in a Fourier series in $\phi$—the angle in the azimuthal direction—only the fundamental component is needed for accurate calculations of both yaw and roll moments and good estimates of the pitch moment.

For this reason, we have derived a single Sixth Order Partial Differential Equation (SOPDE) in $r$, the radial distance from the spin axis, and $z$, the axial distance from the center of the cylinder, governing this component for the various configu-
rations. This equation is based on the linearization of the Navier-Stokes equations in \( e = \tau \sin \theta \), where \( \tau \) is the coning frequency and \( \theta \) is the nutation angle, and therefore is linear. A nonlinear equation of this sort is not possible, though, a systematic perturbation in \( e \) can be devised to include higher order terms or the full Navier-Stokes equations need be solved for all flow quantities to study the effect of nonlinearities on the moments.

The reason for this linearization is purely practical. Considering constant spinning and coning rotations is only a simple model to the more complicated motion of real life projectiles. Nonetheless, field tests have shown that soon after the firing of the projectile and its initial spin-up, it acquires a nearly steady coning motion around its trajectory with a coning rate that is far smaller than that of its spinning rate and a small nutation angle before its flight fails. Consequently, in practice, the parameter \( e \) is small and since the forcing term in the Navier-Stokes equations is order \( e \) and since as \( e \to 0 \), these equations admit the trivial solution, it is well justified to use \( e \) to linearize these equations. We, however, wanted to make sure of this fact and employed spectral techniques to solve the full Navier Stokes equations to investigate the effect of nonlinearities on the moments. It was found that for all practical applications, nonlinear effects are negligible.

Although the derivation of the boundary conditions that accompany the SOPDE are quite complex, the relatively simple conditions at the end walls made it possible to investigate the effect of various configuration on the moments.
The three conditions at each end wall are homogeneous and since the governing equation is also homogeneous, the application of separation of variables has lead to solving a sixth order eigenvalue problem in the axial direction.

Considered that for a given frequency, nutation angle, and aspect ratio, these conditions are the same for all configurations, only one eigenvalue problem need be solved to compute the moments for all configurations. In the case of two-fluid flows of different inner and outer flow Reynolds numbers, the same eigenvalue problem is solved twice—once corresponding to the inner-flow Reynolds number $Re_0$ and once corresponding to the outer-flow Reynolds number $Re_1$.

This approach is in itself more advantageous than that of solving a radial eigenvalue problem for that when doing so, a different eigenvalue problem need be solved for each configuration since the boundary conditions in the radial direction vary from configuration to the next. A total of four eigenvalue problems need be solved for the configurations considered here and their solutions is a nontrivial task. This approach has been undertaken by Hall et al. (1987) to solve the low order linearized Navier-Stokes equations and in addition to being restricted to Reynolds numbers up to 1000, it can be quite expensive computationally especially as the degree of complexity of the configuration is increased. The expense comes through the necessity to iterate for the eigenfunctions and to solve for all flow quantities.

In our approach, even though the eigenvalues are found numerically and finding them is a nontrivial task, the eigenfunctions are given in closed form and their
integrability makes it possible to achieve high accuracy in calculating the moments through performance of the integrations in their expressions given by the control volume approach analytically.

We have obtained these eigenvalues and eigenfunctions for moderate as well as high Reynolds numbers and although at high Reynolds number, the Bessel functions which describe the radial structure of the flow field become difficult to evaluate, their asymptotic expansions made it possible to compute the moments at Reynolds numbers as high as 25,000. This enabled us to see the remarkable maxima acquired by the moments at critical aspect ratios, coning frequencies, and fill ratios.

In addition to its ability to predict both types of instability—viscous and inviscid—it's low requirement of CPU memory and execution time makes the solution by eigenfunction expansions more appealing at least for purposes of calculating the moments than the solution of the full Navier-Stokes equations by spectral techniques.

Although full or linearized Navier-Stokes equations must be solved for all flow quantities for purposes of flow visualizations, the invalidity of these equations at the corner makes their solutions converge slowly no matter what method of solution is used. This singularity is really a big hurdle in achieving high accuracy with few polynomials in approximating the solution by spectral techniques. The flow near the corner is quite complicated and a large number of polynomials is needed in
each direction to fully resolve such a flow.

In all moment calculations we have done by solving the full Navier-Stokes equations, we have approximated each of the four flow quantities, namely, $v_r$, $v_\phi$, $v_z$, and $p^d$, by a triple series composed of 11 Chebyshev polynomials in $r$, 11 Chebyshev polynomials in $z$, and 5 Fourier functions in $\phi$. The collocation discretization of the flow equations with this approximation yields a $2420 \times 2420$ system of nonlinear algebraic equations that require about 16 Megawords of Memory on a Cray Y-MP8/864. The CPU time on the same machine is typically of the order of 78 seconds.

By comparison with the Chebyshev expansion used to solve the SOPDE, we need close to 50 polynomials to approximate each flow quantity, at least in each of the $r$ and $z$ directions, to achieve 5 digits of accuracy. Suppose we further approximate the flow variation in the $\phi$ direction by 5 harmonic functions—a conservative number—then the collocation discretization of the flow equations with this approximation yields a $50,000 \times 50,000$ system of nonlinear algebraic equations that requires large size of Memory which prevented us from doing a stability analysis of the solutions computed here, even though it was not our intention to do so. However, we recommend such a study in the future now that we know a great deal about the basic flow.

The solution of the SOPDE by Chebyshev expansions offers an alternative way to evaluate the moments as accurately as those obtained by the eigenfunction
expansions at affordable CPU times and memory. Typical runs with $36 \times 36$ polynomials take about 116 seconds on a Cray Y-MP8/864. Since we only solve for one harmonic component, we can employ as many as $46 \times 46$ polynomials to achieve the 16 Megaword mark on a Cray Y-MP8/864.

We conclude that for steady state conditions, the moments are best calculated by solving the SOPDE by eigenfunction expansions because it is inexpensive computationally. The solution of the same equation by spectral techniques, though require more memory and time, is also competitive by today's standards. Although we have presented the spectral solution of the SOPDE for only completely filled cylinders, the extension of the method to other flow configurations is straightforward. One must deal with singularities at the corners for such a technique to converge. We believe that subtracting the solution corresponding to the infinitely long cylinder for each configuration improves the convergence dramatically like it did for the case of completely filled cylinders.

With the eigenfunction expansions, we have calculated the moments for the various configurations at a wide range of flow parameters. For completely filled cylinders, it was found that for a given coning frequency, nutation angle, and aspect ratio, the roll and yaw moments acquire maxima at critical Reynolds number, say $Re_c$. The pitch moment, however, increases monotonically as the Reynolds number increases. These maxima, primarily that of the roll moment, can be responsible for the flight failure of the projectile. The flight instability caused by
this phenomenon is referred to as *viscous* instability since it occurs at relatively low Reynolds numbers, i.e. \( Re_c \approx 30 \). Furthermore, if the frequency and nutation angle are kept fixed while the aspect ratio is varied, we observed, for certain aspect ratios, dramatic increases in both yaw and roll moments as the Reynolds number becomes large. These critical aspect ratios are best seen when looking at a plot of either moment versus the aspect ratio. Such a plot locate the aspect ratios at which both yaw and roll moments acquire maxima. Since the moments increase at these critical aspect ratios as the Reynolds number increases, we believe that this phenomenon is inviscid in nature and is due to resonance with inertial waves. The flight instability caused by this phenomena is referred to as *inviscid* instability. Our method, thus, can handle both types of flight instability and therefore works very well for flight simulations.

We have presented criteria for the onset of resonance by solving the linearized inviscid equations in analytical form. The solutions for the flow quantities are expanded in series of products of Bessel functions in \( r \) and trigonometric functions in \( z \) that satisfy the no-penetration condition at both end walls and having wave numbers dependent on the aspect ratio, the coning frequency, and the nutation angle. The expansion coefficients are found by satisfying the no-penetration condition at the side wall. It was found that these coefficients acquire poles at critical aspect ratios, frequencies, and nutation angles.

The characteristic equations describing these poles represent criteria for the on-
set of resonance. These equations are transcendental, composed of Bessel functions, and for given frequency and nutation angle, they are solved by Newton-Raphson method for the aspect ratio that causes resonance. Since the number of coefficients is infinite, the number of these equations is infinite, and consequently, there can be infinite critical values for the onset of resonance. However, in viscous flows, while all modes are damped to a certain extent because of the effect of viscosity, modes with largest wavelengths are the most dangerous—they lead to the most amplifications in the moments.

We have obtained loci of the parameters in the $\tau$-$\eta$ plane that lead to these dangerous modes. For stable configurations, these loci need be avoided. However since in real life the coning frequency might vary a little, these loci could be crossed and resonance can occur. Also design criteria can force the designer to choose an aspect ratio that causes resonance. It was suggested that a partial fill or a central rod inside the cylinder can eliminate resonance. It was not, however, known that the fill ratio is crucial to the onset of resonance and consequently cylinders were routinely left partially filled for safety purposes without knowing that this could be the cause of flight instability of projectiles carrying fluids of low viscosity.

We have calculated the moments for partially filled cylinders and cylinders containing a central rod. It was found, that for low Reynolds numbers the moments decrease monotonically as the fill ratio is decreased. However, as the Reynolds number is increased, we saw the development of remarkable peaks in both yaw
and roll moments at critical fill radii. The moments at these peaks increase as the Reynolds number increases, and hence, they are due to resonance with inertial waves.

Similar to completely filled cylinders, we have solved the inviscid equations for both configurations in analytical form. The same method of solution has been used, but now in addition to satisfying the no-penetration conditions at the side wall, the coefficients are solved for by satisfying the no-penetration condition at the surface of the rod or the vanishing of the stresses at the interface. The characteristic equations describing the poles of these coefficients represent the criteria for resonance. We have solved these equations and provided loci of the fill radii and aspect ratios that lead to the most amplification in the moments for given frequency and nutation angle. We can retrieve the results for completely filled cylinders when we let the fill radius in either configuration approach zero. Thus in the case when the aspect ratio leads to resonance for completely cylinders, increasing the fill radius can eliminate resonance. This can be easily seen when examining curves of the loci of the parameters leading to resonance $\eta(r_0)$—increasing the fill radius $r_0$ slightly, avoids this curve, and therefore avoids resonance. We have found that the central rod configuration is more effective in eliminating resonance—with a central rod resonance is eliminated with smaller rod radii than that corresponding to partially filled cylinders. This also can be seen and from the curves $\eta(r_0)$. Since for partially filled cylinders the curves $\eta(r_0)$ are almost constant for fill radii
up to \( r_0 \approx 0.2 \) unlike that for cylinders with a central rod.

Finally we have calculated the moments for cylinders containing two immiscible fluids. It was suggested that having a low viscosity fluid in contact with the wall can lubricate the core fluid and thereby reduce the roll moments, and consequently eliminate the viscous instability. We investigated this case for a small nutation angle, i.e. \( \theta = 1^\circ \), and a small (though not necessary) coning frequency, i.e. \( \tau = 0.008 \), to make sure that the interface distortion is insignificant for a wide range of density ratios, and be able to present a comprehensive study of the effect of the density ratio of inner-fluid to outer-fluid on the moments.

For these conditions, we have found the Reynolds number at which the maximum roll moment of the core fluid occurs if the cylinder is completely filled with this fluid, and we have used it in our study as the Reynolds number of the inner fluid. For the outer fluid, we have selected a Reynolds number of \( Re_1 = 10^4 \). We have then calculated the moments for the two-fluid configuration for a wide number of fill radii \( 0 \leq r_0 \leq 1 \). It was found that for density ratios close to but less than unity, i.e. \( \rho_0/\rho_1 = 0.98 \), the roll moment starts to decrease monotonically as the fill ratio is increased. The fill ratio here is defined as the ratio of the volume of low viscosity additive to the volume of the cylinder. The biggest drops in the roll moment occur for small fill ratios which is desirable since we do not want to fill the whole cylinder with a lot of additive. It is mainly used for lubrication and it is desirable to use the smallest quantity that lead to a substantial decrease in
the roll moment.

We have found that a fill ratio of 2% can reduce the roll moment, and consequently the yaw moment, by about 30%. However, the pitch moment increases dramatically to that corresponding to the values for the outer fluid in completely filled cylinders. With a 2% fill ratio, this component can be as much as two and half times that for 0% fill ratio. Consequently, we conclude that while having a low viscosity additive reduces the roll moment, and therefore reduces the despin of the cylinder, it might still lead to flight failure of the projectile. The only definite way to know this as a matter of fact is to do the flight simulation which is not our objective here. As the outer-flow Reynolds number increases, the reduction of the roll moment for a given fill ratio increases but not monotonically. For a fill ratio of 2%, extrapolation yields a 34% reduction for $Re_1 \approx 100,000$.

Further more as we lowered the density ratio we found out that below a certain density ratio, i.e. $\rho_0/\rho_1 \approx 0.3$, the roll moment no longer decreases, but rather increases. We have seen also the development of a significant hump at a "critical" fill ratio at which the roll moment increases when the density ratio decreases. This significant hump is due to resonance with inertial waves. There are other smaller humps that appear as "wiggles" in the plot of the roll moment versus the fill ratio and we believe they are due to resonance with inertial secondary waves—waves of shorter wavelengths than that corresponding to the most significant hump or humps. Further reduction of the density ratio beyond a sufficiently small value
causes the development of sharper peaks in both yaw and roll moments that are characteristics of resonance in partially filled cylinders. In fact for sufficiently low density ratios, the solution corresponding to two immiscible fluids tends to that corresponding to partially filled cylinders. We, thus, conclude that for sufficiently low density ratios, the inner fluid behaves like a void and the void resonance criteria be used for predicting resonance for such a case.

For best reduction of the roll moment, we have found that the density ratio must be close to unity and the additive must be much less viscous than the core fluid. For small quantities of the low viscosity additive, we have investigated the behavior of the roll moment as a function of the core fluid Reynolds number. We have found that the effect of the additive is to shift the curve describing the roll moment as a function of the core fluid Reynolds number to the left and to lower the critical Reynolds number at which the roll moment acquires a maximum. Similar results are found for the other moment components. The results for the roll moment indicate that this component cannot be reduced with lubrication for any core fluid Reynolds number. For some Reynolds numbers below the critical Reynolds number the roll moment increases rather than decreases with the presence of a low viscosity additive. Although the roll moment at the location of the hump for the core fluid with the additive is a little larger than that for the core fluid without the additive, the fact that the critical Reynolds number is lower can improve the stability of an otherwise unstable projectile.
For completeness and if it is desirable to carry two fluids, we have calculated the moments for two fluids of comparable Reynolds number. We have presented results for high Reynolds numbers because we wanted to see resonance. We have calculated these for $Re_0 = Re_1 = 10,000$ and for the same parameters as before. We varied the density ratio and presented results for the moments as functions of fill radius. We have found that resonance depends on the density ratio. For certain density ratios, we have seen the developments of humps that are not due to resonance because we have seen those at low Reynolds number on one hand and when the inviscid equations were solved there were no corresponding roots at the location of the maximum of the hump on the other hand. However, for certain others, we have clearly seen resonance at critical fill ratios, at which the roll and yaw moments amplify sharply. For certain values of the density ratio, we saw more than one critical fill radius and for certain others we have seen some nonsignificant amplifications in the moments. We know that these nonsignificant amplifications are due to resonance with inertial waves of longer wavelengths than the most critical ones.

Therefore similar to the partial fill and central rod configurations, we have solved the inviscid equations for this configuration and developed plots for the loci of the critical parameters leading to resonance. In the $r_0-\eta$ plane, we have presented for a given density ratio, the loci of the most critical parameters for each region or the most dangerous. We prefer the plot of the most dangerous
parameters and we have done this for quite few density ratios. These plots guided us to the understanding of why for certain interval of the density we see significant amplifications in the way and roll moments and in others we do not. They also provided a comprehensive study of the effect of the density ratio on resonance for wide range of aspect ratios. These plots are quite complicated and we believe that for fluids of low viscosity and large density difference, projectiles carrying this type of configuration might never fly.
Appendix A

Scaled form of boundary operators

A.1 Side walls boundary operators

These boundary operators are either applied at the side wall \( r = 1 \) or at the surface of a central rod \( r = r_0 \). They take the form

\[
\mathcal{L}^w_1 = \mathcal{I}, \quad \text{ (A.1)}
\]

\[
\mathcal{L}^w_2 = -\frac{\partial}{\partial \tau} (\tilde{\nabla}^2_1) - \frac{\partial^3}{\partial \tau^2 \partial z_2} - 2(1 + \tau_z) \frac{1}{\tau} \tilde{\nabla}^2_1 + \frac{\partial}{\partial \tau} (\tilde{\nabla}^4_1) + 2 \frac{\partial}{\partial \tau} \tilde{\nabla}^2_1 \frac{\partial^2}{\partial z^2} + \frac{\partial^5}{\partial \tau^2 \partial z^2}, \quad \text{ (A.2)}
\]

\[
\mathcal{L}^w_3 = -\frac{1}{\tau} \tilde{\nabla}^2_1 + 2(1 + \tau_z) \frac{\partial}{\partial \tau} - 2(1 + \tau_z) \frac{\partial}{\partial \tau} (\tilde{\nabla}^2_1) - 4(1 + \tau_z) \frac{\partial^3}{\partial \tau^3 \partial z^2} + \frac{1}{\tau} [\tilde{\nabla}^4_1 + 2 \tilde{\nabla}^2_1 \frac{\partial^2}{\partial z^2}], \quad \text{ (A.3)}
\]

where \( \mathcal{I} \) is the identity operator, i.e. \( \mathcal{I} w = w \), and

\[
\tilde{\nabla}^2_1 = \frac{\partial^2}{\partial \tau^2} + \frac{1}{\tau} \frac{\partial}{\partial \tau} - \frac{1}{\tau^2}, \quad \text{ (A.4)}
\]
The forcing constants associated with the above operators are:

\[ C_1^w = 0, \]  
\[ C_2^w = \frac{2(1 + \tau_z)}{iq_1}, \]  
\[ C_3^w = \frac{2(1 + \tau_z)}{iq_1}. \]  

(A.5) 
(A.6) 
(A.7)

A.2 Boundary operators at void-fluid interface

These interface operators are applied at \( r = r_0 \). They are

\[ \mathcal{L}_1^u = -(1 + \tau_0) \frac{1}{r} \hat{\nabla}^2 + \frac{1}{r} \hat{\nabla}^4 + \frac{\tau_0}{r} - \frac{2}{}\frac{\tau_0}{r} \frac{\partial^2}{\partial r^2} - \frac{\tau_0}{4} \frac{\partial}{\partial r}, \]  
\[ (A.8) \]

\[ \mathcal{L}_2^u = -\tau_0 \frac{\partial}{\partial r} \hat{\nabla}^2 - \frac{2}{\tau_0} \frac{\partial^3}{\partial r^3} + \frac{2}{\tau_0} \frac{\partial^2}{\partial r^2} - \frac{\tau_0}{2} \hat{r} \hat{\nabla}^2 
+ \frac{\tau_0}{2} \hat{r} \hat{\nabla}^4 - \frac{1}{r} \hat{\nabla}^4 \frac{1}{r} \hat{\nabla}^4 - \tau_0^2 \frac{\partial}{\partial r}, \]  
\[ (A.9) \]

\[ \mathcal{L}_3^u = -\tau_0 \left( \frac{1}{r} \hat{\nabla}^2 + \frac{1}{r} \frac{\partial^2}{\partial r^2} - \frac{1}{r} - \frac{\partial}{\partial r} + \frac{\partial^3}{\partial r^3} \right) 
- \frac{\partial}{\partial r} \hat{\nabla}^2 + \frac{\partial}{\partial r} \hat{\nabla}^4 + \frac{\hat{r}}{2} \hat{\nabla}^2 - \frac{\hat{r}}{2} \hat{\nabla}^4 \frac{\partial^2}{\partial r^2} 
- \frac{\hat{r}}{2} \hat{\nabla}^4 + \frac{\hat{r}}{2} \hat{\nabla}^4 \frac{\partial^2}{\partial r^2} - \tau_0^2 \frac{\partial}{\partial r}, \]  
\[ (A.10) \]

and the forcing constants associated with them are:

\[ C_1^u = \frac{(2 + \tau_0)\tau_0}{4i q_1}, \]  
\[ C_2^u = \frac{\tau_0}{iq_1}, \]  
\[ C_3^u = \frac{\tau_0}{iq_1}. \]  

(A.11) 
(A.12) 
(A.13)
A.3 Boundary operators at two-fluid interface

These interface operators are applied at $r = r_0$. They take the form

\[ \mathcal{L}_1^\alpha = \mathcal{I}, \]  

(A.14)

\[ \mathcal{L}_2^\alpha = \rho_\alpha \left[ \frac{1}{r} \hat{\nabla}_1^2 - \frac{1}{r} \hat{\nabla}_4^4 - \tau_0 \frac{\partial}{\partial \hat{r}} - \frac{2}{r} \frac{\partial^2}{\partial \hat{z}^2} \right] - \hat{\nabla}_2^4 + \hat{\nabla}_4^4 + t_2^\alpha \frac{\partial}{\partial \hat{r}} \right], \]  

(A.15)

\[ \mathcal{L}_3^\alpha = q_\alpha \left[ \frac{1}{r} \hat{\nabla}_1^2 - \frac{1}{r} \hat{\nabla}_4^4 - \tau_0 \frac{\partial}{\partial \hat{r}} + \tau_0 \frac{\partial}{\partial \hat{r}} \hat{\nabla}_2^4 + \tau_0 \frac{3}{2} \frac{\partial^3}{\partial \hat{r} \partial \hat{z}^2} \right], \]  

(A.16)

\[ \mathcal{L}_4^\alpha = \rho_\alpha \left[ \frac{1}{r} \hat{\nabla}_1^2 - \frac{1}{r} \hat{\nabla}_4^4 + \frac{1}{r} \hat{\nabla}_2^4 + \tau_0 \frac{\partial}{\partial \hat{r}} + \frac{1}{2} \frac{\partial}{\partial \hat{r}} \right] \]  

\[ + 2 \tau_0 \frac{\partial}{\partial \hat{r}} \hat{\nabla}_2^4 - \tau_0 \frac{3}{2} \frac{\partial^3}{\partial \hat{r} \partial \hat{z}^2} + \tau_0 \frac{3}{2} \frac{\partial}{\partial \hat{r}} \hat{\nabla}_2^4 + \tau_0 \frac{3}{2} \frac{\partial^3}{\partial \hat{r} \partial \hat{z}^2} \right], \]  

(A.17)

\[ \mathcal{L}_5^\alpha = q_\alpha \left[ - (1 + \tau_0^2) \frac{1}{r} \hat{\nabla}_1^2 + \frac{1}{r} \hat{\nabla}_4^4 + \frac{1}{r} \hat{\nabla}_2^4 + \frac{1}{r} \hat{\nabla}_4^4 \right] 

\[ - 2 \tau_0 \frac{\partial}{\partial \hat{r}} \hat{\nabla}_2^4 - \tau_0 \frac{3}{2} \frac{\partial^3}{\partial \hat{r} \partial \hat{z}^2} + \tau_0 \frac{3}{2} \frac{\partial}{\partial \hat{r}} \hat{\nabla}_2^4 + \tau_0 \frac{3}{2} \frac{\partial^3}{\partial \hat{r} \partial \hat{z}^2} \right], \]  

(A.18)

\[ \mathcal{L}_6^\alpha = \rho_\alpha q_\alpha \left[ (1 + \tau_0^2) \frac{1}{r} \hat{\nabla}_1^2 - \frac{1}{r} \hat{\nabla}_4^4 + \frac{1}{r} \hat{\nabla}_2^4 + \frac{1}{r} \hat{\nabla}_4^4 \right] 

\[ - \frac{2}{r} \frac{\partial}{\partial \hat{r}} \hat{\nabla}_2^4 - \frac{2}{r} \frac{\partial}{\partial \hat{r}} \hat{\nabla}_4^4 - \frac{2}{r} \frac{\partial}{\partial \hat{r}} \hat{\nabla}_4^4 \]  

\[ + (t_6^\alpha - \tau_0) \frac{\partial}{\partial \hat{r}} + (\tau_0^2 + 2 \tau_0) \frac{\partial}{\partial \hat{r}} \hat{\nabla}_2^4 + \tau_0 \frac{3}{2} \frac{\partial^3}{\partial \hat{r} \partial \hat{z}^2} + \tau_0 \frac{3}{2} \frac{\partial^3}{\partial \hat{r} \partial \hat{z}^2} - \tau_0 \frac{3}{2} \frac{\partial^3}{\partial \hat{r} \partial \hat{z}^2} \right]. \]  

(A.19)
The forcing constants associated with these operators are

\begin{align*}
C_1 &= 0, \quad (A.20) \\
C_2 &= \frac{\tau_0}{4} (\tau_0 + 2) i (\rho_1 - \rho_0) r_0, \quad (A.21) \\
C_3 &= 0, \quad (A.22) \\
C_4 &= \tau_0 \frac{i}{r_0} \left( \frac{\rho_0}{q_0^2} - \frac{\rho_1}{q_1^2} \right), \quad (A.23) \\
C_5 &= (\tau_0 + \tau_0^2) i (q_1^2 - q_0^2), \quad (A.24) \\
C_6 &= (\tau_0 + \tau_0^2) \frac{i}{r_0} (\rho_0 - \rho_1), \quad (A.25)
\end{align*}

and

\begin{align*}
\tau_2^0 &= \frac{\tau_0^3}{4} q_1^2 \frac{\rho_1 - \rho_0}{\rho_0 q_1^2 - \rho_1 q_0^2}, \quad (A.26) \\
\tau_2^1 &= \frac{q_0^2}{q_1^2} \tau_2^0, \quad (A.27) \\
\tau_3^0 &= \rho_0 \tau_0 \frac{q_0^2 - q_0^2}{\rho_0 q_1^2 - \rho_1 q_0^2}, \quad (A.28) \\
\tau_4^0 &= \frac{\tau_0}{q_1^2} \frac{\rho_0 q_1^4 - \rho_1 q_0^4}{\rho_0 q_1^2 - \rho_1 q_0^2}, \quad (A.29) \\
\tau_4^1 &= \frac{q_1^2}{q_0^2} \tau_4^0, \quad (A.30) \\
\tau_5^0 &= (\tau_0 - \tau_0^3) \frac{\rho_0 q_0^2 q_0^2 - q_1^4}{\rho_0 q_1^2 - \rho_1 q_0^2}, \quad (A.31) \\
\tau_5^1 &= \frac{\rho_1 q_0^4}{\rho_0 q_1^2} \tau_5^0, \quad (A.32) \\
\tau_6^0 &= (\tau_0 - \tau_0^3) \frac{\rho_1 - \rho_0}{\rho_0 q_1^2 - \rho_1 q_0^2}, \quad (A.33) \\
\tau_6^1 &= \frac{q_0^2}{q_1^2} \tau_6^0, \quad (A.34)
\end{align*}
Appendix B

Roots of the characteristic equations

B.1 General procedure

Given are the parameters of the problem:

\[ Re, \ \eta, \ \tau, \ \theta \]  \hspace{1cm} (B.1)

which enter the linearized equations. The effect of nutation appears only in the combination

\[ \tau_z = \tau \cos \theta \]  \hspace{1cm} (B.2)

The expansion functions take the form

\[ w = R(\tilde{r})Z(\tilde{z}) \]  \hspace{1cm} (B.3)

where

\[ \tilde{r} = qr, \ \tilde{z} = qz, \ q^2 = iRe \]  \hspace{1cm} (B.4)

\[ \tilde{\nabla}^2 R(\tilde{r}) - BR(\tilde{r}) = 0, \ \tilde{\nabla}^2 = \frac{\partial^2}{\partial \tilde{r}^2} + \frac{1}{\tilde{r}} \frac{\partial}{\partial \tilde{r}} - \frac{1}{\tilde{r}^2} \]  \hspace{1cm} (B.5)
and

\[ Z^{vi} + Z^{iv}(3B - 2) + \int [3B^2 - 4B + 1 - \tau_\theta^2] + Z(B^3 - 2B^2 + B) = 0 \quad (B.6) \]

where \( \tau_\theta = 2(1 + \tau_z) \). The solution of equation (6) can be written in the form

\[ Z(\hat{z}) = \sum_{i=1}^{3} C_i \frac{\cos a_i \hat{z}}{\cos a_i \eta} \quad (B.7) \]

where \( a_i = b_i^{1/2} \) are the roots of

\[ b^3 - b^2(3B - 2) + b[3B^2 - 4B + 1 - \tau_\theta^2] - (B^3 - 2B^2 + B) = 0 \quad (B.8) \]

and the boundary conditions require

\[
\begin{align*}
(a_1^2 - a_2^2)(1 + 2B - a_1^2 - a_2^2)a_1 \tan(a_1 \eta) & a_2 \tan(a_2 \eta) \\
+ (a_2^2 - a_3^2)(1 + 2B - a_2^2 - a_3^2)a_2 \tan(a_2 \eta) & a_3 \tan(a_3 \eta) \\
+ (a_3^2 - a_1^2)(1 + 2B - a_3^2 - a_1^2)a_3 \tan(a_3 \eta) & a_1 \tan(a_1 \eta) = 0 \quad (B.9)
\end{align*}
\]

Equations (8) and (9) represent a transcendental nonlinear system that provides the four unknown quantities \( B \) and \( a_i \).

We attempt a solution of this system by Newton’s method and rewrite equation (8) in the form

\[
\begin{align*}
a_1^2 + a_2^2 + a_3^2 - 3B + 2 &= 0 \quad (B.10) \\
a_1^2 a_2^2 + a_2^2 a_3^2 + a_3^2 a_4^2 - 3B^2 + 4B - 1 + \tau_\theta^2 &= 0 \quad (B.11) \\
a_1^2 a_2^2 a_3^2 - B^3 + 2B^2 - B &= 0 \quad (B.12)
\end{align*}
\]
B.2 An alternative approach to the roots

For arbitrary \( B \), we can write

\[
a_i = \frac{b_i^{1/2}}{b_i} \quad b_i = B + c_i
\]  

(B.13)

and obtain by substitution into (10), (11), and (12)

\[
c_1 + c_2 + c_3 = -2
\]  

(B.14)

\[
c_1(c_2 + c_3) + c_2c_3 = 1 - \tau_\theta^2
\]  

(B.15)

\[
c_1c_2c_3 = \tau_\theta^2B
\]  

(B.16)

Elimination of \( c_2, c_3 \) by use of (14), (16) provides a single equation for \( c_1 \):

\[
c_1^2 + 2c_1^2 + (1 - \tau_\theta^2)c_1 - \tau_\theta^2B = 0
\]  

(B.17)

The remaining \( c_2 \) and \( c_3 \) appear symmetrically and are governed by the quadratic equation

\[
c^2 + (2 + c_1)c + \frac{\tau_\theta^2B}{c_1} = 0, \quad c_1 \neq 0
\]  

(B.18)

with the solutions

\[
c_{2,3} = -1 - \frac{c_1}{2} \pm \left[ (1 + \frac{c_1}{2})^2 - \frac{\tau_\theta^2B}{c_1} \right]^{1/2}
\]  

(B.19)

This procedure is applied to find the roots \( a_i \) for given \( B \) before the simultaneous solution of equations (9), (10), (11), and (12). For \( c_1 = 0 \), equation (17) can only
be satisfied if $\tau_0 B = 0$. Since $\tau_0 \neq 0$ in the cases of interest, $c_1 = 0$ implies $B = 0$.

From (14) and (15) we obtain

$$c_2^2 + 2c_2 + (1 - \tau_0^2) = 0$$

with the solutions

$$c_{2,3} = -1 \pm \sqrt{\tau_0^2}, \quad c_1 = 0$$

(B.20)

(B.21)

B.3 Solutions with $a_1 = 0$

For given $b = a^2$, equation (8) can be rewritten in the form

$$B^3 - (2 + 3b)B^2 + (1 + 4b + 3b^2)B - [b^3 + 2b^2 + (1 - \tau_0^2)b] = 0$$

(B.22)

For $a_1 = 0$, this equation reduces to

$$B^3 - 2B^2 + B = 0$$

(B.23)

with the three roots

$$B_1 = 0, \quad B_{2,3} = 1$$

(B.24)

From equations (10) and (11) we obtain with $a_1 = 0$, $B_1 = 0$,

$$b^2 + 2b + 1 - \tau_0^2 = 0$$

(B.25)

with the roots

$$b_{2,3} = -1 \pm \sqrt{\tau_0^2}, \quad b_1 = 0.$$
while for $a_1 = 0$, $B_2 = 1$

\[ b^2 - b - \tau^2 = 0 \]  \hspace{1cm} (B.27)

with the roots

\[ b_{2,3} = \frac{1}{2}(1 \pm \sqrt{1 + 4\tau^2}), \quad b_1 = 0 \]  \hspace{1cm} (B.28)

The solution corresponding to $B = 0$ do not satisfy the boundary conditions and hence they are excluded from the expansion. While the solutions with $B = 1$ do satisfy the boundary conditions and therefore must be included in the expansion.

**B.4 Two isolated solutions**

There are two isolated solutions with real $B$ and real $a_2^2 = a_3^2$, hence real $c_2 = c_3$ according to equation (15). Eliminating $c_1$ from equations (14) and (15) provides

\[ c^2 + \frac{4}{3}c + \frac{1 - \tau^2}{3} = 0 \]  \hspace{1cm} (B.29)

and

\[ c_{2,3} = \frac{1}{3}(-2 \pm \sqrt{1 + 3\tau^2}), \quad c_1 = -2(1 + c_2), \quad B = \frac{1}{\tau^2}c_1c_2^2 \]  \hspace{1cm} (B.30)

These solutions do not satisfy the boundary conditions and therefore must be excluded from the expansion.

**B.5 Solution at Large Reynolds Numbers**

Starting from the observation that the eigenvalues $B$ tend to one, $B \to 1$ as $\eta \to \infty$, we let $B = 1 + \epsilon$. From (8) we obtain

\[ b^3 - b^2(3\epsilon + 1) + b[3\epsilon^2 + 2\epsilon - \tau^2] - (\epsilon^3 + \epsilon^2) = 0 \]  \hspace{1cm} (B.31)
Equation (9) can be written in the form

\[ a_1 \tan(a_1\eta)[a_2(a_1^2-a_2^2)(3 + 2\epsilon - a_1^2-a_2^2) + a_3(a_1^2-a_3^2)(3 + 2\epsilon - a_1^2-a_3^2)] \]  
(B.32)

\[ = a_2a_3(a_2^2-a_3^2)(1 + 2B - a_2^2 - a_3^2) \]  
(B.33)

where the term in [...] on the left hand side and the right hand side are of order \(O(1)\).

For discrete finite arguments \(a_1\eta\) of the tangent it is necessary that \(|a_1| \to 0\) as \(Im(\eta) \to \infty\). Then, however, equation (31) can only be satisfied if \(|\tan(a_1\eta)| \to \infty\). Therefore,

\[ a_1 \to (2n + 1)\frac{\pi}{2\eta} = (2n + 1)\frac{(1 - i)\pi}{2\eta(2Re)^{1/2}} \text{ as } Re \to \infty \]  
(B.34)

where \(n\) is an integer.

**B.6 Solutions for given \(a_1\) with \(arg(a_1) = -\pi/4\)**

As discussed earlier, solutions with \(arg(a_1) \approx -\pi/4\) have particular importance.

For given \(b = a_1^2\) along the negative imaginary axis, the three branches for the solutions \(B_i(b)\) can be found from equation (22) by using Cardani's formula

\[ B_1 = -\frac{f}{2} (\sqrt{3}i + 1) + \frac{1}{18f} (\sqrt{3}i - 1) + b + \frac{2}{3} \]  
(B.35)

\[ B_1 = \frac{f}{2} (\sqrt{3}i - 1) + \frac{1}{18f} (\sqrt{3}i + 1) + b + \frac{2}{3} \]  
(B.36)

\[ B_3 = f + \frac{1}{9f} + b + \frac{2}{3} \]  
(B.37)

where

\[ f = \sqrt[3]{\frac{1}{18}(3br_0^2(27br_0^2 + 4) - \frac{1}{54}(27br_0^2 + 2))} \]  
(B.38)
Appendix C

Solutions for flows at small Reynolds numbers

The procedure for solving the SOPDE by eigenfunction expansion at finite Reynolds numbers can be quite difficult to understand. We find it useful to discuss the case of flows at small Reynolds numbers, i.e. high viscosity fluids. This limiting case offers great insights into how the SOPDE is solved by the classical method of separation of variables. We will only present the solution for completely filled cylinders. The extension of the method to the other configurations is straightforward. For small Reynolds numbers, $Re \ll 1$, we assume a solution to the SOPDE in the form of a perturbation expansion in powers of $Re$, namely,

$$w(r,z) = \tilde{w}_0(r,z) + \tilde{w}_1(r,z) Re + \tilde{w}_2(r,z) Re^2 + ...$$  \hspace{1cm} (C.1)

It can be easily shown, upon substituting expansion (1) into the SOPDE and the wall boundary conditions, and equating terms of equal powers of $Re$, that the equations governing the two lowest order perturbation velocities admit the trivial solutions, $\tilde{w}_0 = \tilde{w}_1 = 0$, and the perturbation velocity $\tilde{w}_2$ is governed by

$$\nabla^6 \tilde{w}_2 = 0$$  \hspace{1cm} (C.2)
and must satisfy the conditions:

\[
\dot{w}_2 = 0, \quad \frac{\partial \dot{w}_2}{\partial z} = 0, \quad 2\nabla_1^2 \frac{\partial^3 \dot{w}_2}{\partial z^3} + \frac{\partial^5 \dot{w}_2}{\partial z^5} = 0 \text{ at } z = \pm \eta. \tag{C.3}
\]

The equation governing \( \dot{w}_2 \) is homogeneous and so are the boundary conditions at the end walls. We can then use the method of separation of variables to solve for \( \dot{w}_2 \). We assume a product solution to (2) of the form

\[
\dot{w}_2(r,z) = \tilde{R}(r) \tilde{Z}(z), \tag{C.4}
\]

and we let

\[
\nabla_1^2 \tilde{R} = \tilde{B} \tilde{R}, \tag{C.5}
\]

where \( \tilde{B} \) is a complex separation constant. Upon substituting (4) and (5) into (2) and (3), and separating variables, we obtain the eigenvalue problem

\[
\tilde{Z}^{(6)} + 3 \tilde{B} \tilde{Z}^{(4)} + 3 \tilde{B}^2 \tilde{Z}'' + \tilde{B}^3 \ddot{Z} = 0, \tag{C.6}
\]

\[
\tilde{Z} = 0, \quad \tilde{Z}' = 0, \quad 2 \tilde{B} \tilde{Z}''' + \tilde{Z}^{(5)} = 0 \text{ at } z = \pm \eta, \tag{C.7}
\]

where prime denotes differentiation with respect to \( z \). We solve this eigenvalue problem by assuming a solution to (6) having the form

\[
\tilde{Z} = \cos(\tilde{a} z), \tag{C.8}
\]

which converts (6) into the algebraic equation

\[
(\tilde{a}^2 - \tilde{B})^3 = 0. \tag{C.9}
\]
Equation (9) has the solutions:

\[ \tilde{a}_1 = \tilde{a}_2 = \tilde{a}_3 = \pm \sqrt{\tilde{B}}. \]  \hspace{1cm} (C.10)

When symmetries about \( z = 0 \) are considered, the general solution to (6) takes the form

\[ \tilde{Z} = \tilde{c}_1 \cos(\sqrt{\tilde{B}} z) + \tilde{c}_2 z \sin(\sqrt{\tilde{B}} z) + \tilde{c}_3 z^2 \cos(\sqrt{\tilde{B}} z), \]  \hspace{1cm} (C.11)

where \( \tilde{c}_1, \tilde{c}_2, \) and \( \tilde{c}_3 \) are constants of integration. Applying boundary conditions (7) provides 3 linear homogeneous equations for the constants \( \tilde{c}_1, \tilde{c}_2, \) and \( \tilde{c}_3 \). For nontrivial solutions, the determinant of such system must vanish, and hence we obtain

\[ \sin \eta \sqrt{\tilde{B}} = 0 \]  \hspace{1cm} (C.12)

and

\[ \sin 2\eta \sqrt{\tilde{B}} + 2\sqrt{\eta} \tilde{B} = 0. \]  \hspace{1cm} (C.13)

The roots of equations (12) and (13) constitute the spectrum \( \{\tilde{B}_m\}_{m=0}^\infty \) of the eigenvalue problem. In particular, the roots of (12) take the form

\[ \tilde{B}_l^1 = \frac{l^2 \pi^2}{\eta^2}, \quad l = 0, 1, 2, 3, \ldots \]  \hspace{1cm} (C.14)

They lie on the positive part of the real axis which is one of the branches on which the eigenvalues are located in the complex plane. The other two branches on which the rest of the eigenvalues, i.e. \( \tilde{B}_l^2 \) and \( \tilde{B}_l^3 \), are located, are obtained when equation
Figure C.1: Spectrum for small Reynolds numbers.

(13) is solved numerically. The two branches are symmetric about the real axis and they originate from the origin of the plane that we refer to by the index 0, i.e. \( \tilde{B}_0 = 0 \). These eigenvalues, scaled by the aspect ratio, are found in figure 1. Note that they are independent of \( \tau \) and \( \theta \). The eigenfunctions associated with real eigenvalues are

\[
\tilde{Z}_m = \cos(\sqrt{\tilde{B}_m} z) + \frac{2}{\eta^2 \sqrt{\tilde{B}_m}} z \sin(\sqrt{\tilde{B}_m} z) - \frac{z^2}{\eta^2} \cos(\sqrt{\tilde{B}_m} z), \quad \text{if } \tilde{B}_m \neq 0, \tag{C.15}
\]

\[
\tilde{Z}_m = 1 - 2 \left( \frac{\tilde{z}}{\eta} \right)^2 + \left( \frac{\tilde{z}}{\eta} \right)^4, \quad \text{if } \tilde{B}_m = 0, \tag{C.16}
\]

while those associated with complex eigenvalues take the form

\[
\tilde{Z}_m = \cos(\sqrt{\tilde{B}_m} z) - \frac{z}{\eta} \sin(\sqrt{\tilde{B}_m} z) \tan \eta \sqrt{\tilde{B}_m}. \tag{C.17}
\]
As can be seen from figure 1, the branches on which the eigenvalues lie originate from the origin and extend to \( \infty \). The eigenfunction associated with the origin is nonoscillatory. However, as we depart from the origin on a certain branch, the eigenfunctions become oscillatory. Their number of zeros increases as the eigenvalues approach \( \infty \). Hence, they must constitute a complete system. We use this system to expand the axial velocity as

\[
\tilde{w}_2(r,z) = \sum_{m=0}^{\infty} A_m \tilde{R}_m(r) \tilde{Z}_m(z) \tag{32}
\]

where

\[
\tilde{R}_0 = r, \quad \tilde{R}_m = I_1(\sqrt{B_m}r), \quad m \neq 0, \tag{33}
\]

is a solution to equation (5) and describes the radial structure of such flow. \( I_1 \) is the modified Bessel function of order 1. The expansion coefficients \( A_m \) are easily found by satisfying the boundary conditions at the side wall by means of collocation or least squares method.
Bibliography


