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I. HYPOTHESIS SELECTION AND BAYES' THEOREM

In an effort to understand, describe, and predict various aspects of human performance, psychologists have made rather free use of formal mathematical statements or models originally developed for other disciplines, such as physics, economics, and statistics. Information theory, servomechanism theory, game theory, and decision theory are examples of formal systems appropriated by psychologists in their search for orderly relationships in human behavior. In many cases these formal statements specify the requirements for optimal performance under a prescribed set of conditions. Unhappily for psychology, it is easier to specify mathematically optimal performance than it is to predict how humans actually will perform. For example, the various decision theory models discussed by Chernoff and Moses (ref. 3) are "canons of rationality" in the sense that they specify how a decision maker "ought" to behave in order to maximize his expected utility. In the face of human inconsistencies, however, these models fail to be adequate descriptions of actual human performance. Nevertheless, these imported theoretical systems have often suggested methodological innovations highly useful to psychologists in their investigations of a variety of human tasks. Shuford has recently mentioned that although information theory, game and decision theory, and dynamic programming (all of which he calls "purposive mathematics") are not
exact models of human behavior, they can be used profitably by psychologists in their investigations of the logical structure of behavioral tasks (ref. 15).

One task area of current interest concerns situations in which humans are required to ascribe causes to effects or, more specifically, to estimate the likelihood of various alternative hypotheses in the light of observed data and to revise these estimates as new data become available. The diagnosis made by a physician on the basis of a set of observed symptoms provides a convenient example of the task of ascribing causes (hypothesized states of nature) to effects (observed data). Similarly, there are military agencies in which intelligence data are meticulously processed and evaluated in an attempt to discern the intent of some real or potential adversary whose activities are under surveillance. It happens that there is a formal quantitative statement which describes, subject to the acceptance of certain conditions, how one ought to revise his opinions about the probability of some hypothesis in the light of new data or experience. The Reverend Thomas Bayes, at some time prior to his death in 1761, seems to have been the first to develop an exact and quantitative statement of inductive reasoning, of arguing from observed data to the hypotheses which might account for them (ref. 10). This statement, subsequently called "Bayes' Theorem," appeared in an article published posthumously in the Philosophical Transactions of the Royal Society in 1763 (ref. 1). Bayes' theorem, which logically follows from the notion of conditional probabilities and from the fact that probabilities assigned across some hypothesis set must have unit sum, states
that the probability of a hypothesis given an observed datum (the a posteriori probability of the hypothesis) is equal to the normalized product of the a priori probability of the hypothesis and the probability of the datum given that the hypothesis is true. In modern symbols this statement is described as follows:

Equation 1:

\[
P(H_i | D) = \frac{P(H_i) P(D | H_i)}{\sum_{k=1}^{n} P(H_k) P(D | H_k)}
\]

where

- \(P(H_i | D)\) = the probability of hypothesis \(i\) in the light of datum \(D\) (the a posteriori probability of hypothesis \(i\)).
- \(P(H_i)\) = the a priori probability of hypothesis \(i\) (or the probability of hypothesis \(i\) before the observation of the datum).
- \(P(D | H_i)\) = the probability of the datum if hypothesis \(i\) is true.
- \(n\) = the number of hypotheses in the mutually exclusive and exhaustive set of hypotheses.

\[
\sum_{k=1}^{n} P(H_k) P(D | H_k) = \text{the normalizing constant which assures that} \sum_{k=1}^{n} P(H_k | D) = 1.0
\]

The major impediment in the path of universal practical application of this theorem results from the fact that there is no universal agreement about the definition of probability. Good (ref. 11) has recently
described five different explicit definitions of probability that have been formulated throughout the years, and he suggests that there may be others. From one point of view probabilities are defined in terms of long-run frequencies. Those who favor this frequency definition generally reject Bayes' statement as being self-evident or axiomatic on the grounds that the prior probability required in Bayes' theorem is not specifiable in terms of relative frequencies. R. A. Fisher, for example, relates that the advocates of inverse probability (Bayes' theorem) are "... forced to regard mathematical probability, not as measuring merely psychological tendencies, theorems respecting which are useless for scientific purposes" (ref. 10 page 7). An even more extreme position might be taken; namely, that a priori probabilities are unknowable or do not exist. Regarding this view Uspensky observes, "To admit a belief in the existence of certain unknown numbers is common to all sciences where mathematical analysis is applied to the world of reality. If we are allowed to introduce the element of belief into such 'exact' sciences as astronomy and physics, it would be only fair to admit it in practical applications of probability" (ref. 19 page 70).

Uspensky's comment leads us to consider "subjective" or "personal" probability, a notion which has provided impetus to a current reconsideration of Bayes' theorem. Recent interest in this interpretation of probability stems primarily from the work of Savage (ref. 13). According to this view, probability measures the confidence which a "reasonable" person has in the truth of some proposition. This view allows for probabilistic estimates to be applied to propositions
about processes which are not repetitive and which, from a "frequentistic" point of view, seem unspecifiable in terms of probabilities. Advocates of personal probability are quick to point out, however, that personal probabilities measure consistent or orderly opinion (ref. 8). Good, for example, relates: "A subjective probability is a degree of belief that belongs to a body of beliefs from which the worst inconsistencies have been removed by means of detached judgments" (ref. 11 page 446). Savage (ref. 14) and Edwards et al. (ref. 8) have demonstrated several types of meaningful propositions which are subject to personal but not frequentistic interpretations of probability. With respect to Bayes' theorem, advocates of personal probability are inclined to believe that prior probabilities, far from being meaningless or unspecifiable, can indeed be estimated by humans though not without considerable variability and vagueness (ref. 8). The extent to which vague and variable prior probabilities adversely affect estimations of posterior probabilities is a matter for some conjecture. One statement concerning the effects of prior probabilities upon posterior probabilities is the so-called "principle of stable estimation" (ref. 14). The essence of this argument seems to be that if the prior distribution of some hypothesis in question is:

\[ P(H | D) \]

and the posterior probability \[ P(H | D) \] can be reasonably approximated by

\[ P(H | D) \]

posterior probability \[ P(H | D) \] can be reasonably approximated by

\[ K \cdot P(D | H) \], where K is the normalising constant. To use Savage's expression, if the prior distribution behaves "gently" with respect to the \[ P(D | H) \] distribution, then the influence of the prior
distribution will be overcome by an accumulation of data. As far as human judgments are concerned, this means that although two individuals may hold widely divergent prior beliefs, they will, if they are open-minded, be forced into arbitrarily close agreement about future beliefs upon accumulation of data (ref. 8).

If one can accept the notion of personal probabilities and the argument about prior opinions, then one can see that Bayes' theorem provides a formal statement about how one ought to revise these opinions in the light of new data (provided, of course, that expressions about data and hypotheses are cast in probabilistic terms).

The usefulness of such a formal statement in the fields of medicine, business, and military affairs has been apparent for quite some time. In the present study the major concern is with applications of the Bayesian paradigm in a certain military context. Hopefully, however, the results will bear some relevance to other applications. In fact, as it will be mentioned in a subsequent section of this report, there is reason to believe that the results of the two experiments being described bear at least as much relevance to medical diagnosis as to the military context in which they were observed.

Recently both Ward Edwards and John Dodson have illustrated how the Bayesian paradigm might be useful in military command and control systems where threat-diagnoses or threat-evaluations are performed (refs. 4, 5, 6). With respect to Bayes' theorem, Edwards retains the original statement while Dodson has presented a modified version which will be described in detail in Section IV of this report. Although there seems much to recommend both approaches,
Edwards has been considerably more explicit about the role of humans in threat-diagnosis systems. The usefulness of either approach, however, hinges rather heavily on the ability of humans to estimate certain conditional probabilities implied by the Bayesian paradigm, particularly in exceedingly complex situations. The present report describes two experiments, performed in a simulated threat-diagnosis situation, in which humans were required to estimate the conditional probabilities $P(H|D)$ and $P(D|H)$. The purpose of the experiments, which are part of a series being performed for the Aerospace Medical Research Laboratories (United States Air Force), was to investigate human performance in estimating these conditional probabilities in a complex situation and to explore the implications and relevance of the results for the design of multiman-machine information-processing systems in which threat-diagnoses or threat-evaluations are performed. More important perhaps, and as intimated at the outset of the report, one would hope that current research, stemming from a reconsideration of Bayes' theorem as a formal statement, will lead at least to some methodological innovations useful for psychology and will otherwise aid in the study of the logical structure of the task of revising one's opinions in the light of experience.
II. THE ROLE OF HUMANS IN THREAT-DIAGNOSIS SYSTEMS

Within the context of military affairs, individuals are required to provide hypotheses or make diagnoses which will account for the occurrence of certain critical events in some hostile or potentially hostile environment. An intelligent judgment about the form and magnitude of the threat implied by these events is required before effective counteraction can be recommended. This threat-diagnosis activity is to be expected in any military agency in which the significance of incoming intelligence data is assessed. The command and control facilities of the North American Air Defense Command (NORAD) provide a specific example of the locus of such activity. In an age of ever-increasing sophistication of weapon systems, when available response times to hostile action are measured in minutes and seconds, the consequences of incorrect diagnoses of environmental events are frightening to contemplate. The demands placed upon the humans who must provide these diagnoses are indeed formidable. Specifically, there may be a wide range of potential explanatory hypotheses; the volume of intelligence data (often of a diverse character) may be enormous; these data will always be fallible to an unknown degree and often contradictory; and the cause and effect relationships between data and hypotheses may be exceedingly abstruse or even unknown. It has become increasingly apparent that humans who provide threat-diagnoses in these complex circumstances have need of assistance.
Edwards has recently described how Bayes' theorem might be put to good use in the design of threat-diagnosis systems (ref. 5,6). Specifically he advocates a system design in which information is processed probabilistically and in which certain portions of the threat-evaluation task are automated. The output of such a system would be posterior probability estimates or estimates of the probability that various alternative hypotheses of interest to the system account for the occurrence of whatever intelligence data the system possesses.

From Bayes' theorem these posterior probability estimates follow upon specification of $P(H)$ and $P(D|H)$. Using the argument described in the preceding section of this report, Edwards contends that the initial or prior probabilities $\left[P(H)\right]$ which the system entertains at the beginning of some period can be arbitrarily chosen (as long as they are not too close to 0 or 1) and will soon be overcome by the mass of incoming data. He maintains therefore that the only information needed for calculation of posterior probabilities (which, of course, would be done on high-speed computers) are $P(D|H)$ values, since the $P(H|D)$ values calculated on cycle $n-1$ become the prior probabilities used for calculation on cycle $n$. $P(D|H)$ would of course be estimated by experts, presumably with considerable past experience with the data in question. If the arguments about Bayes' theorem have merit and if humans can make reasonable estimates of certain conditional probabilities, then one faces the intriguing possibilities of automated diagnosis or hypothesis selection since the assignment of posterior probabilities across the hypothesis set is merely an arithmetic task, one superbly and almost instantaneously performed by a computer.
III. CONDITIONAL PROBABILITY ESTIMATION BY HUMANS:

A REVIEW OF RECENT RESEARCH

Edwards' proposal has succeeded in generating a growing amount of research on human commerce with the probabilistic information implied by Bayes' theorem. For the most part, this research has involved comparisons, under several different circumstances, of human and various automated estimations of posterior probabilities. At present, the proposition that posterior probability estimation ought to be automated in diagnostic systems rests upon empirical evidence which although suggestive, is not compelling. It is possible to group the various studies into two classes according to the experimental disposition of the environmental contingency rules or \( P(D|H) \).

A. \( P(H|D) \) estimation by humans, \( P(D|H) \) given

Two experiments using fairly complex stimulus environments and one fairly simple experiment are representative of this general condition. In an unpublished experiment Hays, Phillips, and Edwards (described by Edwards and Phillips, ref. 9) displayed prior probabilities and \( P(D|H) \) values directly to their subjects. They found that the subjects were suboptimal estimators of \( P(H|D) \) upon comparing these estimates with calculations of \( P(H|D) \) using Bayes' theorem. In the first experiment performed using the Ohio State University multiman-machine system simulator (ref. 17) the \( P(H|D) \) estimates provided by
the primary decision maker on an eight-man threat-evaluation team were compared with \( P(H|D) \) estimates calculated on the basis of Dodson's modification of Bayes' theorem (see page 13). This modification hereafter will be termed the "MBT." The computer implemented MBT solutions were significantly superior to the human's estimates over the course of the experiment. In a very simple experimental setting described by Edwards (ref. 7) subjects were asked to estimate the posterior probability that sequences of red and blue poker chips were being drawn from either of two bookbags (a 70% red - 30% blue bag or a 70% blue - 30% red bag). These estimates, compared with those calculated from Bayes' theorem, were uniformly conservative.

With respect to the first two experiments mentioned above, there is very little assurance that the subjects in either experiment were in any position, by virtue of training or experience, to use the displayed \( P(D|H) \) values to best advantage. Hayes, Edwards, and Phillips gave no instructions about how to use these \( P(D|H) \) values except "the obvious qualitative statements"; e.g., if a datum is highly likely under hypothesis A and unlikely under hypothesis B, and the datum occurs, it favors hypothesis A. In the first experiment by Southard, Schum, and Briggs (ref. 17) great pains were taken to present the \( P(D|H) \) values to the subject in a form which was thought to be most meaningful to him. In fact, verbal abstractions of the required \( 20 \times 103 \ P(D|H) \) matrix were provided in the hopes of increasing its meaning. In either experiment, however, one has very little idea of how well the subjects were able to utilize this \( P(D|H) \) information.
If they disregarded this information because it was unfamiliar or meaningless, one might argue that the superiority of the mathematical solutions would be obvious under these conditions and that very little has been shown in these two experimental comparisons between human and automated $P(H|D)$ estimations.

B. $P(H|D)$ estimated by humans, $P(D|H)$ unknown

In one condition of the recent Kaplan and Newman study (ref. 12), naive subjects were asked to estimate $P(H|D)$ directly from data. This condition was called the "non-PIP" condition (PIP meaning Probabilistic Information Processing). In the non-PIP condition $P(D|H)$ was neither explicitly estimated by the subjects nor displayed to them. Human $P(H|D)$ estimates in the non-PIP condition were compared with computer-implemented Bayesian solutions of $P(H|D)$ based upon $P(D|H)$ estimations made by the subjects in the second condition of the experiment which was called the "PIP" condition. Although the highest probability was always assigned to the correct hypothesis in both PIP and non-PIP conditions, the PIP condition resulted in significantly higher $P(H|D)$ values.

One might criticize the manner in which the sequential nature of the task in the non-PIP condition was interpreted to the subjects. Presumably, by a careful analysis of human $P(H|D)$ estimates, one may be able to show the extent to which humans are adept at revising opinions on the basis of experience. The sequential and cumulative aspects of this process are apparent. Yet in the experiment being cited, the only instructions given to the subjects with regard to the sequential acquisition of experience in the non-PIP condition was the
meager statement: "If you wish, you may turn back the pages and see what responses you have given before" (ref. 12). No mention is made of observing the data in any cumulative or sequential fashion which an intelligent judgment of $P(H|D)$ would require, nor is it obvious what the subject would gain merely through observation of his past responses since he was told nothing about their quality.

In the second experiment performed by Southard, Schum, and Briggs (ref. 18) the posterior probability estimation performance of the primary decision-maker on an eight-man threat-evaluation team was evaluated as this individual was given an increased amount of control over a Bayesian hypothesis-selection aid. Although this individual's performance was independent of the aid configuration, his accuracy in estimating $P(H|D)$ was very nearly identical to the accuracy of MBT solutions of $P(H|D)$ calculated on the basis of the same data used by the human estimator. In addition, with an increasing number of trials, (there were 240 in all) the human's $P(H|D)$ estimates showed slight superiority over those calculated by means of the MBT. One very interesting result was the human's shift from conservative $P(H|D)$ estimates to more definite commitment-type (very high) estimates as the experiment progressed (ref. 18, Figure 6).

With one exception the results of the experiments cited above indicate that human estimations of $P(H|D)$ are inferior to solutions of $P(H|D)$ based upon Bayes' theorem. Without exception all of these studies are introductory in character and the results, therefore, should be interpreted with some caution. Edwards' general conclusion is that humans fail to extract all the consistency or certainty that
exists in probabilistic information (ref. 7). This conclusion is indicated by the conservative estimates that the humans typically produced (compared with Bayesian estimates) in all experiments except the one in which conservatism diminished with experience. However, there is some question in the mind of the present writer whether or not the design and conduct of the various experiments cited above actually allowed or encouraged the humans to perform at a higher level. With more adequate instructions and better procedures for gaining experience in tasks involving probabilistic information, perhaps the humans could have been induced to perform even more creditably than they actually did. There is further danger in unrestrained generalisation on the basis of these early studies. In all studies, with the possible exception of the second study by Southard, Schum, and Briggs, naive subjects performed briefly in unfamiliar circumstances. Presumably, however, persons in real-life situations performing crucial hypothesis—selection tasks are exceedingly competent people with considerable experience in dealing with the data of interest to them.
IV. A SIMULATED THREAT-DIAGNOSIS SYSTEM

The two experiments being reported were performed using the multi-
man-machine system simulator at the Ohio State University Laboratory
of Aviation Psychology. The major hardware components of this simu-
lation facility include an IBM 7094-1401 computer system, digital
display interface equipment, and phone and closed-circuit television
facilities for system operator intercommunication. The computer
facilities provided the means for generating a complex real-time
stimulus environment or data base simulating the movements of the sur-
face and air forces of a hypothetical adversary called "Aggressor." In
both experiments a subject-operator team attempted to evaluate or
diagnose the threat posed by deployments of Aggressor's forces on the
basis of intelligence information obtained on simulated reconnaissance
overflights of Aggressor's territory. Since both experiments were
performed using the same simulation facilities, there were many fea-
tures common to both experiments. The purpose of this section of the
report is to describe the stimulus environment, the tasks for members
of the threat-evaluation team, the types of human and automated per-
formance being evaluated and compared, and the measures of human and
automated performance. All of these features are common to both
experiments and will be described in enough detail to render the two
specific experiments and their results intelligible to the reader.
A. **Stimulus environment characteristics**

The stimulus environment or data-base refers to the characteristics of the scenario presented to the threat-evaluation team. This scenario, as mentioned above, represented the maneuvers or deployments of the surface and air forces of the hypothetical aggressor whose activities were under surveillance. The precise features of the stimulus environment and the procedures for generating events to be portrayed in this environment have been described in considerable detail by the author in a previous report (ref. 17). Briefly, however, Aggressor territory was defined as a square area 1024 miles on each side. Within this territory there occurred orderly build-ups or deployments of Aggressor's forces which were called *developmental groupings*. The computer facilities allowed the experimenter to depict the build-up of these developmental groupings in a time-dependent fashion. In the experiments being reported there could be as many as 25 individual developmental groupings in various stages of build-up in Aggressor territory at any one time. Figure 1, a highly simplified abstraction of the basic scenario, should help to make this build-up process clear. The large triangles in the figure represent certain fixed installations such as forts, supply depots, and airfields. The clusters of small circles represent units of Aggressor's surface and air forces. The term "developmental grouping" refers to the clusters of these units which, in Figure 1, are shown in various stages of build-up. Each developmental grouping was given a unique number (e.g., No. 101) which allowed mutual identification of the grouping by the experimental subjects on the threat-evaluation team and the
○ = Inferred Aggressor Units
△ = Aggressor Installations

Figure 1
Aggressor Territory (Highly Simplified)
experimenter. Observe in Figure 1 that there are developmental groupings in various stages of build-up. A developmental grouping reached the terminal stages of build-up when all of its associated units had reached their final locations along one of the four borders, e.g., No. 101 and No. 103 in Figure 1 have terminated. When all the units in a developmental grouping had reached their terminal locations and had remained there for a set period of time they disappeared from the environment. No. 102, No. 104, and No. 105 illustrate developmental groupings in various intermediate stages of build-up as their units are still moving from the centrally located fixed installations out to terminal peripheral locations. System "load" was defined as the number of developmental groupings terminating in an experimental session. In the two experiments being reported six developmental groupings terminated each session. Certain members of the threat-evaluation team determined the existence and characteristics of these developmental groupings by a computer interrogation procedure described below as the system's task is discussed.

B. A modification of Bayes' theorem

Before describing the precise characteristics and significance of these developmental groupings it will be wise to proceed with a discussion of Dodson's modification of Bayes' theorem at this point since Dodson's formulation has influenced the design of the stimulus environment to a very great extent. Dodson's modification of Bayes' theorem (MBT) provides for generalization to three types of situations not accounted for in the original statement (ref. 4). First, Bayes' theorem assumes only two possible states of an event or datum,
occurrence or nonoccurrence. The MBT, however, is applicable to situations in which an event or datum may exist in any number of states. Second, Bayes' theorem assumes complete knowledge about which of the two states of a datum (occurrence or nonoccurrence) have been observed. Dodson's formulation, on the other hand, allows for observational uncertainty about which state within a datum class has in fact occurred. This observational uncertainty can be indicated by assigning probabilistic estimates that the datum is in each of the possible states. Finally, the MBT can be applied in situations where there exists multiple event or datum categories, provided that the event or data categories are independent.

Equation 2 is Dodson's MBT with notational modifications introduced by the author in an effort to preserve a single notational system throughout the report.

Equation 2:

\[
P(H_i|D) = \sum_{k=1}^{\mu} \frac{P(H_i)P(D_k|H_i)}{\sum_{i=1}^{n} P(H_i)P(D_k|H_i)}
\]

This equation applies to the evaluation of the probabilistic responses given to the \(\mu\) states of one event or data set. \(P(H_i|D)\) is the a posteriori probability that hypothesis \(i\) is true given the probabilistic estimates that the various \(\mu\) states in the data class have been observed. In the bracketed expression \(P(H_i)\) is the a priori probability of hypothesis \(i\) and \(P(D_k|H_i)\) is the conditional probability that the data class in question will be observed in state \(k\) if hypothesis \(i\) is true. The denominator is a normalizing constant which assures
that the a posteriori probabilities sum to 1.00 across the p hypothesis. 

\( P(D_k) \) is the probability that the \( k \)th state of the data class is the state being observed. Note that \( \sum_{k=1}^{\mathcal{M}} P(D_k) = 1.00 \). For each data class there are \( \mathcal{M} \) states or conditions where \( \mathcal{M} \) varies according to the data class being considered. There may be observations in many different data classes to be evaluated by means of the MBT. Therefore, the \( P(H_1|D) \) calculated by means of the observations and conditional probabilities for one data class become the a priori probabilities \( P(H_1) \) used in the calculation of \( P(H_1|D) \) for the next data class and so on until all data observations have been evaluated. The assumption of data class independence is necessary since these MBT calculations are sequential combinations of probabilistic estimates across the different data classes. The results of these calculations would be misleading depending upon the extent of data class dependencies.

In the present experiments the independence assumption is justified since the experimenter's procedure for selecting the "true" levels in each data class for every developmental grouping assured data class independence. In order to generate the characteristics of each developmental grouping the experimenter selected one level from each of the 25 data classes at random according to the previously specified "true" \( P(D_{jk}|H_1) \) distributions in each data class.

A description of the stimulus environment features which match the requirements of Dodson's paradigm can now be presented. First, in the two experiments being reported, Aggressor was allowed eight mutually exclusive and exhaustive response alternatives. These response alternatives were in fact "hypotheses" from the point of
view of the threat-evaluation team and were used to account for the occurrence of the intelligence data obtained with respect to the developmental groupings. The various response alternatives can also be considered as possible strategies to be employed by Aggressor in initiating some hostile action across the borders of his homeland area. These hypotheses or response alternatives were simply labeled alphabetically A through H. This arbitrary labeling scheme was initiated because of a methodological necessity discussed in detail by the author in a previous report (ref. 18). The procedure seems to have had little or no effect on the subjects' performance. With experience in dealing with environmental events the subjects learned rather quickly what hypothesis A "meant," B "meant" and so on. The second environmental feature concerns the multiple event or data classes. The attributes of each developmental grouping could be described in terms of 25 different types of information or data. These 25 attribute data classes are listed in Appendix A of this report. In general they referred to such developmental grouping features as (a) infantry-armored constituency, (b) artillery, missile, rocket, and air support, (c) logistics support, and (d) spatial and temporal arrangement of forces (order of battle). As Appendix A also illustrates, each of the 25 attribute data classes had between two and eight possible states or conditions. This is the third feature of the stimulus environment which matches Dodson's paradigm. For example, data class X (Tactical Air Support Squadrons) has four possible states, i.e., in any developmental grouping there could be
either 0, 1, 2, or 3 tactical air support squadrons. Only one state of each of the 25 data classes was "correct" for each developmental grouping.

In summary, the stimulus environment consisted of the homeland area of a hypothetical adversary called Aggressor. The Aggressor activities under surveillance consisted of build-ups of surface and air forces in this homeland area. These build-ups were termed "developmental groupings" and could be described in terms of 25 attributes or dimensions. There could be as many as 25 groupings in various stages of build-up at any one time although only six terminated in each experimental session.

C. Tasks performed by members of the threat-evaluation team

The purpose of this section is to describe how members of the threat-evaluation team provided answers to the following questions: (a) what events are taking place in Aggressor's territory? and (b) what is the significance of these events, or more specifically, what is Aggressor's intention with respect to each developmental grouping? Figure 2 illustrates the flow of information in the simulated system and describes the two basic task levels at which the answers to the above questions were sought. The first task level concerns the intelligence staff officers (ISO). These individuals attempted to provide answers to the first question indicated above. In other words, it was the task of this portion of the system to locate the various Aggressor developmental groupings and to describe their characteristics in terms of the 25 attributes listed in Appendix A.
Figure 2
Simulated Threat-Diagnosis System
For each developmental grouping under surveillance the ISOs produced probabilistic estimates that the various levels or states in each attribute data class were in fact being observed with respect to that grouping. The ISOs received information about events in Aggressor territory only after they had initiated a two-stage information retrieval sequence. The first phase was initiated by the "Chief of Staff" who specified an area of Aggressor territory over which simulated reconnaissance missions were to be flown. The computer facilities simulated these overflights and also simulated the activities of the many individuals who interpreted and catalogued the photographic, radar, and infra-red sensor data thus obtained on the overflights. After an "overflight" had been completed and the resulting data "processed" and "catalogued" the ISO team could proceed with the second phase of the retrieval sequence. In this second phase the ISOs could make direct interrogations of computer storage by means of their digital display consoles and ask specific questions about events in the territory which had been put under surveillance. These questions were directly related to the area of responsibility which the ISO had assumed. Observe in Figure 2 that there are four ISOs who, in effect, served as "content experts." Each of these individuals was responsible for developing a subset of the attribute data classes indicated in Appendix A. For example, the "Main Attack" ISO was responsible for developing information about attribute data classes I, II, and III in Appendix A for each developmental grouping. The information which the ISOs received
on their digital display consoles was in the form of verbal and numerical descriptions of the type, number, activity, and location of collections of mobile weapons, vehicles, and aircraft (collectively termed "elements"). Using tabled reference sources which related numbers and types of elements to Aggressor units they attempted to infer the existence of the various Aggressor units in a developmental grouping and the spatial and temporal arrangements of these inferred units. From the information obtained using the procedure indicated above the ISOs could provide estimates of the probability that the various states or levels of each of the 25 attribute data classes had been observed with respect to a particular developmental grouping. Table 1 should help to make clear the exact form of the ISO responses.

**TABLE 1**

**AN ILLUSTRATION OF AN INTELLIGENCE STAFF OFFICER RESPONSE**

<table>
<thead>
<tr>
<th>No. 101</th>
<th>State or Level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>X Tactical Air Support Squadrons</td>
<td>.10</td>
</tr>
<tr>
<td>XI Aerial Reconnaissance Squadrons</td>
<td>.90</td>
</tr>
</tbody>
</table>

Table 1 illustrates the form of the probabilistic responses made by
the ISO responsible for data classes I and XI on the basis of information retrieved with respect to developmental grouping No. 101. He is confident, for example, at .70 that there are two tactical air squadrons in this developmental grouping but he allows for possible underestimation or overestimation. Such responses were provided by the ISOs for each of the 25 attribute data classes for every developmental grouping under surveillance. Since the events in the stimulus environment were time-dependent, information became obsolete and the two-phase retrieval sequence was initiated many times during an experimental session. This, of course, caused the ISOs to revise their data state estimates quite frequently.

The final estimates which they made during the terminal stages of buildup of a developmental grouping were collected and relayed to the next task level in the system (the threat-evaluations shown in Figure 2). Thus, the output of the ISO level was a set of probabilistic estimates of the state or condition of each of the 25 attribute data classes for each terminating developmental grouping.

The second task level shown in Figure 2 consisted of those individuals whose task was to evaluate the threat posed by each developmental grouping and thus provide answers to the second of the two questions posed above. Each threat-evaluator (Te) worked independently and occupied the role of a top-level decision maker on the threat-evaluation team. Each of the TEs produced estimates of \( P(H|D) \) and \( P(D|H) \) on the basis of the probabilistic attribute data relayed to them from the ISO level. Since the \( P(H|D) \) and \( P(D|H) \) estimates
represented the most important behavior in the present study, the use of several subjects to provide these estimates was an experimental necessity. Equipment limitations precluded the use of more than four subjects in the Té role. It must be emphasized that each Té produced his own estimates of these conditional probabilities. In fact, Té performance was carefully monitored to assure the experimenter of independent estimates. The attribute data inputs to each of the Tés were identical.

As previously mentioned, six Aggressor developmental groupings terminated each day. When it was apparent that a grouping had terminated its build-up, the ISO team relayed its final attribute data estimates for that grouping to the Té level by means of closed-circuit television. On the basis of these data each Té estimated the probability that each of the eight Aggressor response alternatives or strategies could have accounted for the occurrence of these attribute data \( P(H|D) \). More appropriately this term should be symbolized as \( P(H|D_1, D_{II}, \ldots, D_{XY}) \) since there were, in fact, 25 data state estimates presented simultaneously. For convenience, however, the term \( P(H|D) \) will be used with the understanding that \( D \) stands for the entire "package" of data state estimates for a developmental grouping. Each Té therefore provided six \( P(H|D) \) estimates during each experimental session. The Tés were required to normalize their \( P(H|D) \) estimates for each grouping, i.e., their estimates were required to have unit sum across the eight hypotheses. At the beginning of each session (with the exception of the first) the Tés
were informed about the six "true" hypotheses applicable to the
data seen in the previous session.

On the basis of these verified data-hypotheses relationships
provided at the start of each session and applicable to the six
groupings which had terminated on the previous day, and on the
basis of similar accumulated verified data-hypotheses relationships
established in earlier sessions, each TE estimated $P(D|H)$ for every
state of each of the 25 data classes given each of the 8 hypotheses.
More appropriately these estimates should be symbolized as $P(D_{jk}|H_1)$
since a TE was actually estimating the probability that the $j^{th}$ level
of data class $k$ would be observed if hypothesis $1$ were true. This
involved generation of a $8 \times 103$ $P(D_{jk}|H_1)$ matrix since there were
8 hypotheses and 103 possible data states across all data classes.
This $P(D_{jk}|H_1)$ matrix was generated by each TE once during each
experimental session. These $P(D_{jk}|H_1)$ estimates served two pur-
poses: (a) they were used as inputs to the MBT in order to provide
one class of automated estimates of $P(H|D)$ for comparison with the
TEs' estimates of $P(H|D)$, and (b) they provided each TE with a method
for summarizing and accumulating the past experience about events in
the stimulus environment necessary in order for the TE to make his
own estimates of $P(H|D)$.

D. Performance comparisons

The primary purpose of both experiments being reported was to
compare three types of $P(H|D)$ estimates: (1) unaided human estimates
of $P(H|D)$, (2) MBT solutions of $P(H|D)$ on the basis of human estimates
of $P(D|H)$, and (3) MBT solutions of $P(H|D)$ calculated on the basis of
Dodson's "self-adapting" version of the MBT (ref. 4). Although the means for acquiring the first two estimates were discussed in the preceding section an additional fact about these two estimates must be made apparent. At the beginning of the first experiment and at the beginning of each of three conditions in the second experiment the four TMs were told to assume that the prior probabilities of each of the hypotheses were equal (i.e., .125 since there were eight hypotheses). With respect to the MBT solutions of $P(H|D)$ using the TM estimates of $P(D|H)$ the prior probability term $P(H_1)$ in equation 2 was set at .125 for each calculation. There were two reasons why the prior probabilities were treated in this manner. First, the effects of varying prior probabilities upon subsequent $P(H|D)$ estimates is an experimental issue in its own right. At this juncture in the research series the subjects were each told to assume equal prior probabilities in order to reduce the complexity of an already difficult experimental situation. Second, the events in the stimulus environment were designed so that in each experimental condition each hypothesis was "true" an equal number of times. Therefore, setting $P(H_1) = .125$ in each MBT solution of $P(H|D)$ using the TM estimates of $P(D|H)$ was judged to be minimally damaging to the accuracy of these solutions.

The third solution or estimate of $P(H|D)$ mentioned above was based upon Dodson's suggestion about how the MBT could be made to adapt itself to changing environmental events. This adaptation feature has as its basis parameters which regulate the rate at which
information obsolesces and an expression for feedback about the true state of affairs existing in the environment at the time each observation was made. These parameters and the expression describing feedback are applied by Dodson to the $P(H_1)$ and $P(D|H_1)$ terms in equation 2. The parameters and the feedback expression describe how these terms are to be updated on every trial or observation cycle in a sequence. In the experiments being reported the a priori probability was set at .125 in all calculations provided from this self-adapting MBT as well as from the other MBT solution described above. At this juncture in the experimental series the experimenter's concern was limited to the possibility of control over the adaptation process strictly with respect to the contingency relationships between each level of every data class and each hypothesis $P(D_jk|H_i)$. Equation 3 with notational modification, is Dodson's expression for $P(D_jk|H_i)$ illustrating the adaptive or "learning" features allowed by the parameters.

Equation 3:

$$P(D_jk|H_i)_v = \frac{P(D_jk|H_i)_{v-1} + k_v P(D_jk)_v P(F_1)_v w_{iv}}{1 + k_v P(F_1)_v w_{iv}}$$

where

$P(D_jk|H_i) = \text{the conditional probability of the } k^{th} \text{ state or condition of data class } j \text{ given the occurrence of hypothesis } H_i.$

$v = \text{a specific input-output feedback sequence number, or simply, an observational trial or cycle number. (} v-1) \text{ refers to the preceding observational trial or cycle.}
\[ P(D_{jk})_v \] is the probability that the \( k^{th} \) level of data class \( j \) has been observed in cycle \( v \). (These values were provided by the ISOs upon observations made of the stimulus environment.)

\[ P(F_i)_v \] is the probability that \( H_i \) is to be associated with the input pattern of \( P(D_{jk}) \) in cycle \( v \). This term is essentially the feedback from the environment as to what actually happened in association with the attribute data for a particular grouping. The term applies to the strategy \( (H_i) \) Aggressor actually used in cycle \( v \). \( P(F_i)_v \) assumes only two values, 0.0 or 1.0. If \( P(F_i)_v = 0.0 \), then \( H_i \) was not Aggressor's strategy in cycle \( v \); if \( P(F_i)_v = 1.0 \), then \( H_i \) was Aggressor's strategy in cycle \( v \).

\( K_v \) is the parameter which regulates the extent to which \( P(D_{jk})_v \) and \( P(F_i)_v \) are allowed to modify all conditional probabilities. \( K_v \) can assume any value in the range \( 0 \leq K_v \leq \infty \). When \( K_v = 0 \), no adjustment of the preceding conditional probability (on the \( v^{-th} \) cycle) is made, i.e., equation 2 reduces to

\[ P(D_{jk}|H_i)_v = P(D_{jk}|H_i)_{v-1} \]

As \( K_v \) approaches infinity, \( P(D_{jk}|H_i)_v \) approaches
This means that \( P(D_{jk} | H_1) \) on the \( v \)th cycle is entirely determined by the most recent estimation of \( P(D_{jk}) \). Fairly large changes of \( P(D_{jk} | H_1) \) in the direction of most recent estimations of \( P(D_{jk}) \) can be made with fairly small values of \( K_v \). In the present experiments \( K_v \) was set at .5. This value introduced moderate rather than drastic changes toward the most recent estimates of \( P(D_{jk}) \).

\( w_{iv} \) = a parameter which regulated the extent to which the input sets of \( P(D_{jk}) \) will be associated with a specific \( H_i \). In terms of the present experiment \( w_{iv} \) represents the extent to which the conditional probabilities associated with any aggressor response alternative (or strategy) determined by previous data constants in any cycle \( v \), call them \( C_1, C_2, \) and \( C_3 \), respectively.

\[ \lim_{K_v \to \infty} \frac{C_1 + K_v C_2}{1 + K_v C_3} = \lim_{K_v \to \infty} \frac{C_1 + K_v C_2}{K_v} = \lim_{K_v \to \infty} \frac{K_v}{K_v + C_3} = \frac{C_1}{C_3} + \frac{C_2}{C_3} \]

\[ \frac{P(D_{jk})_v P(F_1)_v w_{iv}}{P(F_1)_v w_{iv}} = P(D_{jk})_v \]
are modified by current data. In effect, \( w_{iv} \) is a vernier weight which allows one to control differentially the adjustments of conditional probabilities for each of the hypotheses. \( K_v \), on the other hand, can be considered a more gross weight affecting all conditional probabilities across all of the hypotheses.

In the present experiments \( w_{iv} \) was defined more precisely in equation 4.

\[ w_{iv} = \left[ P(H_i|D)_v - P(F_1)_v \right]^2 \]

where

\( P(H_i|D)_v \) = the self-adapting MBT calculation in cycle \( v \).

\( P(F_1)_v \) = environmental feedback as to the correct hypothesis in cycle \( v \). Recall that \( P(F_1)_v \) assumed only two values, 1.0 if \( H_1 \) was true and 0.0 if \( H_1 \) was not true. This definition of \( w_{iv}^2 \) says, in effect, that the closer the calculated \( P(H_i|D) \) was to being correct the smaller will be the change induced in the values of \( P(D_{jk}|H_1) \) on the following cycle. Thus, large changes will not be induced when \( P(D_{jk}|H_1) \) values are relatively accurate. Equation 4 shows why values of \( w_{iv} \) were limited to the range \( 0 \leq \)

\(^2\)Mr. Jack F. Southard is to be credited with the present definition of \( w_{iv} \).
\[ w_{1v} \leq 1.0. \] Note, by observing equation 3, that a change in \( P(D_{jk} | H_1) \) values could occur only in the hypothesis category correct on that cycle, i.e., where \( P(F_1)_v = 1.0 \). When \( P(F_1)_v = 0.0 \), the right hand side of equation 3 reduces to \( P(D_{jk} | H_1)_{v-1} \).

Equations 3 and 4 thus specify how the \( P(D_k | H_1) \) term in equation 2 is to be automatically adjusted on the basis of experience. Since \( P(H_1) \) was constant throughout the experiments automatic solutions of \( P(H | D) \) for each developmental grouping could be obtained from the self-adapting MBT upon entering into the computer the \( P(D_{jk}) \) estimates (probabilistic attribute data state estimates) provided by the ISOs for each developmental grouping.

**K. Performance measures**

In both experiments two types of measures were taken with respect to the human and automated estimates of \( P(H | D) \). The first measure, called "verified certainty" was simply the value of \( P(H | D) \) in the correct hypothesis category. Table 2 should help to make this measure (and the one which follows) clear. Assume in both examples

<table>
<thead>
<tr>
<th>TABLE 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>**AN ILLUSTRATION OF P(H</td>
</tr>
<tr>
<td>S No. 101</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>S No. 102</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
(developmental grouping Nos. 101 and 102) that B is the true hypothesis. The verified certainty scores for the human are .70 and .40, for the MBT .60 and .30. It is also of interest to observe the precise number of occasions on which either the human or automated first choice or highest \( P(H|D) \) estimates were correct and which the verified certainty scores do not show. For this reason a second method of scoring was introduced. These scores, called "dichotomous scores" indicate the number of occasions on which the highest or first choice \( P(H|D) \) estimate was placed in the "true" hypothesis category. In Table 2 observe that for No. 101 both human and MBT first choice estimates are correct since hypothesis B was known to have been true. In No. 102, however, the MBT placed its highest \( P(H|D) \) value in the correct category while the human did not. This latter example illustrates how different interpretations of the relative performance of human and MBT can arise depending upon the scoring procedure one uses. Although the humans' verified certainty score for No. 102 was higher than the MBT score, the MBT placed its highest estimate in the correct category and the human did not.

Verified certainty scores were also used to evaluate the performance of the ISOs in estimating the probability of the various states within a data class. Verified certainty, in this instance, was simply the value of \( P(D_m|H) \) placed in the "true" data class state for the particular developmental grouping.

For the \( P(D_m|H) \) estimates produced by the TMs a somewhat different
scoring procedure was used. The $P(\omega|H)$ score was called an "agreement score" ($\alpha_j$) and was defined as follows:

\textbf{Equation 5:}

$$\alpha_j = 1 - \frac{\sum_{k=1}^{\mu} |d_k|}{\mu} \quad 0 \leq \alpha_j \leq 1.0$$

where

\begin{align*}
\mu & \quad \text{the number of states or conditions in data class } j \\
 k & \quad \text{the } k^{th} \text{ state or condition in data class } j \\
 d_k & = \left[ P(\omega_{jk}|H_i) \text{estimated } P(\omega_{jk}|H_i) \text{ "true"} \right] \\
i & \quad \text{the } i^{th} \text{ hypothesis category}
\end{align*}

There was one $\alpha_j$ score for each data class under each of the eight hypothesis categories. Perfect agreement between the estimated conditional probabilities assigned across a data class given some hypothesis and the "true" conditional probabilities for this class and hypothesis yielded a score of $\alpha_j = 1.0$. Complete lack of agreement yielded $\alpha_j = 0.0$. 
V. EXPERIMENT I: HUMAN ESTIMATIONS OF POSTERIOR PROBABILITIES OVER AN EXTENDED SERIES OF TRIALS

A. Objectives

The general character of the first experiment was exceedingly simple. Two questions were asked: (1) How does increased experience affect human performance in the task of estimating \( P(H|D) \), and (2) to what degree will human \( P(H|D) \) estimates match those provided by both the NBT using human-estimated \( P(D|H) \) and the self-adapting NBT? In the writer's opinion, not all of the previous studies reviewed in section III of this report provided sufficient instructions, time, or procedures to allow the subjects to make more correct and more confident estimates of \( P(H|D) \). There was an indication in the second experiment performed by Southard, Schum, and Briggs (ref. 13) that conservatism in estimating \( P(H|D) \) diminishes with experience. This result, however, needed confirmation since data were collected from only one subject. From one point of view an experiment devoted solely to the effects of experience upon human performance may seem rather trivial and an increase in performance with experience is the sort of thing one would naturally expect. Unfortunately most previous studies offer little notion about what to expect from persons who are experienced in dealing
with events in some environment of concern. The allegation is simply that humans are conservative or suboptimal estimators of posterior probabilities and that they do not extract maximum certainty from probabilistic information (ref. 7). The purpose of the present experiment is to observe the extent to which this statement will have to be qualified when humans are given the opportunity to become familiar with environmental events and proficient in dealing with probabilistic statements describing these events.

B. experimental procedures

The present experiment consisted of 30 consecutive four-hour sessions. In each session six Aggressor developmental groupings terminated. On the basis of the probabilistic attribute data provided by the ISOs for each grouping each T\(\ddot{\text{e}}\) produced his estimates of \(P(H|J)\). The attribute data were presented to each T\(\ddot{\text{e}}\) individually and simultaneously by means of closed-circuit television. In addition to these televised data each T\(\ddot{\text{e}}\) was also able to follow the build-up of each grouping in Aggressor territory. The ISOs maintained an edge-lighted plexiglas display board upon which all Aggressor activity under surveillance was continuously posted. A television camera was focused on this board and a continuous TV picture of it was available to each T\(\ddot{\text{e}}\). Since there were six developmental groupings terminating in every session the T\(\ddot{\text{e}}\)s each produced 180 \(P(H|D)\) estimates throughout the experiment. In each session the T\(\ddot{\text{e}}\)s also generated their estimates for the required \(8 \times 10^3 P(D_jk|H_1)\) matrix.
IK performance was carefully monitored to assure independence of effort.

For each of the 180 developmental groupings terminating during the course of the experiment the experimenter obtained the following estimates:

1. Four unaided human estimates of $P(H|D)$
2. Four MBT solutions of $P(H|D)$ calculated individually on the basis of each Tk's $P(D|H)$ estimates
3. One self-adapting MBT solution of $P(H|D)$

Various types of knowledge of results were given to the ISOs and Tks. Complete feedback with respect to the correctness of the environmental data produced by the ISOs was judged to be unrealistic. For this reason, verification of the true state of only five of the 25 classes of attribute data (for each of the six terminating developmental groupings) was provided for the ISO team on the session following termination of the groupings. These five classes were chosen at random. Each Tk was also given this attribute data feedback. Each Tk was also provided each session with the six "correct" hypotheses explaining the occurrence of the data seen in the previous session. One assumption, therefore, was that previous courses of action actually taken by Aggressor could always be recognized.

The two MBT solutions were also made available to the Tks. At the start of each session each Tk was able to compare his unaided $P(H|D)$ estimates made in the previous session with the MBT $P(H|D)$ solutions based upon his $P(D|H)$ estimates from the previous session and with the self-adapting MBT solutions. The Tks did not see each
other's estimates. Finally, feedback about the correct $P(D|H)$ estimates was not provided for the TEs because it seemed highly unrealistic to assume that the "true" environmental contingency rules could ever be known by the threat-evaluation team.

C. Subjects, training and instructions

All of the subjects in the experiment were either upperclass undergraduates or students in the graduate or various professional schools at Ohio State University. They were volunteers and were paid at rates determined by length of service and amount of responsibility assumed in the threat-evaluation system. All of the subjects had served in at least one of two previous experiments and all had received the extensive 114-hour training program discussed in detail by the author in a previous report (ref. 17). The ISOs in the present experiment were already well trained in their respective tasks. The TEs, however, were given further training consisting of lectures and practice problems involving $P(H|D)$ and $P(D|H)$ estimation. The practice problems were similar in content and difficulty to those actually encountered in the experiment. This training program was comprised of five sessions each of four-hour duration.

The TEs were instructed to produce their most accurate estimates of $P(H|D)$ and $P(D|H)$. Speed of response was not emphasized in this experiment.
VI. RESULTS OF EXPERIMENT I

A. Human and automated posterior probability estimation as represented by verified certainty scores

As mentioned previously with respect to posterior probability estimates, verified certainty scores simply indicated the value of the estimate placed in the correct hypothesis category. Figure 3, therefore, illustrates the change, as environmental experience increased, in the size of the certainty estimates placed in correct hypothesis categories by the four TEs (taken as a group), the four MBT solutions on the basis of TE $P(D|H)$ estimates (taken as a group), and the self-adapting MBT. On the abscissa are three-session periods. The ordinate values refer to the average verified certainty scores obtained with reference to the 18 developmental groupings terminating in each three-session period. The solid circles connected by the solid line indicate unaided human performance. Each of these data points represents the average verified certainty scores of the four TEs (taken as a group) for the 18 developmental groupings terminating in that three-day period, i.e., each data point represents the over-all average of human verified certainty scores in 72 $P(H|D)$ estimates. The solid circles connected by the broken line represent the average verified certainty score made by the MBT solutions using TE estimates for $P(D|H)$ for the 18 developmental groupings in that
Figure 3
Human and Automated Posterior Probability Estimates Over 30 Experimental Sessions
three-session period. Since there were four separate solutions for each of the 18 developmental groupings, each of these data points represents the average verified certainty score of 72 $P(H|D)$ solutions. The open circles represent the performance of the self-adapting MBT solutions. Since only one such solution was provided for each developmental grouping, these data points represent the average verified certainty score of 18 $P(H|D)$ estimates.

As Figure 3 indicates, higher $P(H|D)$ estimates were placed in the correct hypothesis categories by both MBT solutions early in the session sequence. The MBT using TE estimates of $P(D|H)$ yielded higher verified certainty scores than the humans until about session 15. The self-adapting MBT yielded higher verified certainty scores than the humans until about session 9. Thereafter, in both cases, the human and automated estimates were quite similar except for the one irregularity in the sixth three-session sequence. Figure 3, although a representation of group data with respect to the TEs and the MBT solutions using their $P(D|H)$ estimates, is also quite representative of individual performance. Graphs (not shown) for each of the TEs showed the same early superiority up to session 15 for the solutions incorporating the human-estimated $P(D|H)$, and up to session 9 for the self-adapting MBT. After session 15 in all cases the performance of the humans and these MBT solutions were quite similar.

Also illustrated in Figure 3 is the fact that the accuracy of the attribute data upon which the various $P(H|D)$ estimates were based
was not constant throughout the experiment. The accuracy of these data, indicated by the solid triangles in Figure 3, increased slightly as the experiment progressed. Each data point represents the verified certainty scores averaged over all 25 data classes and over all of the 18 developmental groupings terminating in the three-session period. Recall that verified certainty scores, with respect to the attribute data classes, refer to the value of the data state estimate placed by an ISO in the correct state of the data class for a particular developmental grouping. The measure indicated in Figure 3 is admittedly a gross indication of accuracy since averaging was performed across data classes having several different possible states. The purpose of its inclusion in the Figure is merely to point out that a portion of the increase in \( P(H|D) \) estimation accuracy may be due to the fact that the data upon which these estimates were based became slightly more accurate as the experiment progressed. That the entire \( P(H|D) \) estimation increase is not due to the data accuracy increase alone can be seen by comparing the slopes of the attribute data and \( P(H|D) \) curves between points at various locations on the graph. Moreover, the same attribute data were common to all three types of \( P(H|D) \) estimates and the primary interest was in a comparison of the relative accuracy of these estimates.

Table 3 lists the means and standard deviations of these verified certainty scores over the entire 30 sessions.

A discussion of the distributions of the verified certainty scores at this juncture will facilitate subsequent discussion of the
statistical analysis of these scores. Figure 4 illustrates the distributions of verified certainty scores for the four unaided human estimates of $P(H|D)$ and for the four MBT solutions based upon the human estimates of $P(D|H)$. On the abscissa are verified certainty score class intervals. The ordinate refers to the frequency of verified certainty scores occurring in these class intervals. The data points represent scores pooled from all four subjects and from all four MBT solutions based upon the subjects' $P(D|H)$ estimates.

**TABLE 3**

**MEANS AND STANDARD DEVIATIONS OF VERIFIED CERTAINTY SCORES**

|                   | Unaided Human | MBT Using Human Estimated $P(D|H)$ | Self-Adapting MBT |
|-------------------|---------------|-----------------------------------|-------------------|
|                   | Mean  | S.D.  | Mean   | S.D.  | Mean   | S.D.  |
| **Subject:**      |       |       |        |       |        |       |
| 1                  | .420  | .391  | .507   | .435  |        |       |
| 2                  | .596  | .433  | .571   | .429  |        |       |
| 3                  | .495  | .429  | .529   | .407  |        |       |
| 4                  | .447  | .415  | .482   | .438  |        |       |
| **Over-all Subjects** | .490  | .422  | .523   | .428  |        |       |

It is quite apparent from Figure 4 that the greater number of estimates placed in the correct hypothesis categories were either very high (0.905 to 1.000) or very low (0.000 to 0.104) for both the humans as a group and the MBT solutions incorporating the human estimates of $P(D|H)$. There were, in other words, large numbers of
Figure 4
Distributions of Verified Certainty Scores: Experiment I
definite commitment-type responses made by the humans and the MBT. If either form of \( P(H|D) \) estimation were generally conservative one would have expected higher frequencies of scores in the middle class intervals. Notice, however, that the distribution of human scores does show a considerably greater frequency in the class interval .405 and .504. The score distributions for the individual subjects shown in Appendix B indicate that this greater human score frequency in class interval .405 to .504 was due, almost entirely, to one subject (subject No. 1). Also observe in Appendix B the extremely similar score distributions for subjects 2 and 3 and the MBT solutions based upon their \( P(D|H) \) estimates. Figure 5 illustrates the distribution of verified certainty scores for the self-adapting MBT. The lower frequencies in each class interval are due to the fact that only one such solution was obtained for each developmental grouping.

Since Figures 4 and 5 show only the frequency of various sizes of estimates placed in the correct hypothesis category, distributions of all \( P(H|D) \) estimates are needed in order to provide a more complete response profile for the humans and the MBT. Accordingly, Figure 6 illustrates, in terms of ten \( P(H|D) \) estimate size class intervals, the frequency of all \( P(H|D) \) estimates in these class intervals for the four humans and the four MBT solutions based upon the human estimates of \( P(D|H) \). The data points in either of the two distributions are not independent of each other since the distributions deal with estimates which must have unit sum across the eight hypothesis categories. For example, for every estimate of 1.0 recorded there were
Figure 5
Distribution of Verified Certainty Scores for the Self-Adapting MBT
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Distributions of All $P(H|D)$ Estimates
seven estimates of 0.0 recorded. Both distributions show large numbers of extremely high and, concomitantly, extremely low $P(H|D)$ estimates. The greater frequency of human estimates in the .405 - .504 class interval is again due essentially to the performance of one subject. Appendix C, showing distributions of all $P(H|D)$ estimates for each subject, illustrates the extreme preference for estimates in this interval by subject 1. It is apparent that subject 1 made .50 - .50 estimates using only two hypothesis categories on a large number of occasions. Subject 4 contributed to the greater human frequency of estimates in the .205 - .504 range. Apparent from his distribution in Appendix C is his use of .30 - .30 - .40 estimates in only three hypothesis categories. These preceding statements are warranted because of the fact that the humans typically expressed their estimates only to the nearest .10 or .05. Subjects 2 and 3 again show response patterns remarkably similar to those of the MBT solutions incorporating their $P(D|H)$ estimates. In the distributions shown in Figure 6 and Appendix C there were in every case a very large number of estimates in the class interval .000 - .104. This was to be expected, of course, since there were fairly large numbers of estimates in the class interval .905 - 1.000. In order to illustrate the precise frequency of estimates in the interval .000 - .104 and still portray the major portion of the distributions without recourse to a scale transformation, the ordinates were broken in two places and the two data points were placed adjacent to the correct frequencies as they appear on the ordinate. The data
points in the first two class intervals were not connected lest the reader be presented with a distorted view of the correct distributions.

Figure 7 shows the distribution across the ten class intervals of all the $P(H|D)$ estimates produced by the self-adapting MBT. The form of this distribution is quite similar to that of the MBT solutions using the human-estimated $P(D|H)$ values.

Recalling the dramatic verified certainty score distribution change observed in an earlier experiment (ref. 18), it is also of some interest to observe how the distributions of verified certainty scores for the humans and the MBT changed as environmental experience increased. Figure 8 illustrates the form of the distributions of verified certainty scores for the four human subjects during the first, middle, and last ten-session periods during the experiment. The graph clearly illustrates the increase in the number of large scores as the experiment progressed. With the exception of subject 1, to whom one can attribute the preponderance of scores in the .405 - .504 class interval, the subjects' score distributions changed during the experiment and by session No. 21 resembled very closely the form of the MBT distributions shown in Figure 9. Notice in Figure 9 that the MBT using the human estimates of $P(D|H)$ produced very few early scores in the middle score class intervals as did the human subjects. There was, however, a fairly substantial increase in very large scores for the MBT as the experiment progressed.

What the verified certainty score distributions do not indicate, of course, is the degree of relationship between the human estimates and the two types of MBT estimates as the scores for each developmental
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Distribution of All P(H|D) Estimates by the Self-Adapting MBT
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Distributions of Verified Certainty Scores for Humans in the First, Middle, and Last Thirds of Experiment I
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Distribution of Verified Certainty Scores for the KBT in the First, Middle, and Last Thirds of Experiment I
grouping are examined. Rank order correlations were, therefore, calculated between each subject's verified certainty scores and the scores for the MBT using his $P(D|H)$ estimates, between each subject's scores and those of the self-adapting MBT, and between the scores for the two types of MBT solutions. The Pearson product moment correlation was not employed primarily because of the decidedly bimodal character of each score distribution. A fairly large number of tied scores occurred for each subject because of the tendency on the part of the subjects to round off their estimates to the nearest .05. The correction for tied ranks described by Siegel (ref. 16) was incorporated in all calculations of Rho. Table 4 lists the rank order correlations between the human and MBT verified certainty scores.

**Table 4**

RANK ORDER CORRELATIONS BETWEEN HUMAN
AND MBT VERIFIED CERTAINTY SCORES

<table>
<thead>
<tr>
<th>Rank Order Correlation between Verified Certainty Scores for:</th>
<th>Subject No.</th>
<th>Rho</th>
<th>t</th>
<th>df</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I. Each Subject and the MBT Using his $P(D</td>
<td>H)$</td>
<td>1</td>
<td>.58</td>
<td>9.549</td>
<td>177</td>
</tr>
<tr>
<td>Estimates</td>
<td>2</td>
<td>.53</td>
<td>8.373</td>
<td>177</td>
<td>$P &lt; .001$</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>.55</td>
<td>8.703</td>
<td>177</td>
<td>$P &lt; .001$</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>.55</td>
<td>8.709</td>
<td>177</td>
<td>$P &lt; .001$</td>
</tr>
<tr>
<td>II. Each Subject and the Self-Adapting MBT</td>
<td>1</td>
<td>.38</td>
<td>5.448</td>
<td>177</td>
<td>$P &lt; .001$</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>.56</td>
<td>8.943</td>
<td>177</td>
<td>$P &lt; .001$</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>.55</td>
<td>8.801</td>
<td>177</td>
<td>$P &lt; .001$</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>.47</td>
<td>6.989</td>
<td>177</td>
<td>$P &lt; .001$</td>
</tr>
<tr>
<td>III. MBT Calculated from Each Subject's $P(D</td>
<td>H)$</td>
<td>1</td>
<td>.57</td>
<td>9.277</td>
<td>177</td>
</tr>
<tr>
<td>Estimates and the Self-Adapting MBT</td>
<td>2</td>
<td>.70</td>
<td>13.140</td>
<td>177</td>
<td>$P &lt; .001$</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>.59</td>
<td>9.609</td>
<td>177</td>
<td>$P &lt; .001$</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>.59</td>
<td>9.709</td>
<td>177</td>
<td>$P &lt; .001$</td>
</tr>
</tbody>
</table>
Most of the Rho values in Table 4 are of moderate size and all are highly significant. This latter finding is perhaps not too surprising in view of the number of degrees of freedom in the calculations. As a rough measure of relationship in the present instance the Rho values presented are probably satisfactory as long as one does not try to interpret them in the exact way that a product moment correlation would be interpreted. The reason for using the two-tailed probability values is discussed below.

Now that the characteristics of the verified certainty score distributions have been presented, the statistical analysis of these scores can be discussed. The primary factor affecting the choice of a statistical hypothesis-selection method was the form of the score distributions shown in Figures 4 and 5. Clearly, a distribution-free method was called for. Another consideration involved the degree to which the score samples for each of the three groups were related. All three types of \( P(H|D) \) estimates were based upon the same attribute data. In addition, the human estimates and one form of MBT estimate were presumably based upon the same set of \( P(D|H) \) values. Finally, both MBT solutions involved analogous processes. For these reasons the three verified certainty score samples were considered as being related. In view of these considerations, and because there were only three groups to be compared, the Wilcoxon matched-pairs test was performed to test the significance of the differences between each of the three groups. Before presenting the results of the significance tests the specific experimental
hypothesis being examined warrants further discussion. It has been previously mentioned that although there are data in existence which tend to show superiority of automated estimates of $P(H|D)$ over unaided human estimates, one might argue that the humans in most of these studies were at some disadvantage because of lack of experience and insufficient instructions. From one point of view then, under better conditions the results might indicate no differences or even differences in favor of human subjects. At this juncture in the research, therefore, the experimenter preferred to allow for the possibility of performance differences in either direction. This was particularly the case with respect to the self-adapting version of the MBT since the parameters involved in its calculation were more or less arbitrarily chosen. In view of these considerations, the tests of significance performed on the results of this experiment were two-tailed. The results of the Wilcoxon tests are as follows:

1. The over-all difference between the verified certainty scores for the 180 $P(H|D)$ estimates produced by the four humans and those of the four MBT solutions using the human estimates of $P(D|H)$ did not meet the conventional requirements for statistical significance. The average human verified certainty score for each of the 180 developmental groupings was compared with the average MBT solution. The hypothesis of no difference was not rejected. $N$ (the number of greater than zero differences) = 173, $Z = -1.2324$, $P$(two-tailed) $\leq .2196$.

2. The over-all difference between the average human verified certainty score for each of the 180 groupings and the self-adapting
MBT solution also was not statistically significant. $N = 172$, $Z = -1.619$, $P$ (two-tailed) $\leq .1052$.

3. The over-all difference between the average MBT solution using the human estimates of $P(D|H)$ and the self-adapting MBT solution for every developmental grouping was not significant. $N = 175$, $Z = .0715$, $P$ (two-tailed) $\leq .9442$.

B. Dichotomous score analysis

The other method of measuring human and MBT $P(H|D)$ estimation performance involved an account of the number of occasions on which the humans or the MBT placed their highest or first choice $P(H|D)$ estimates in the correct hypothesis categories. Their highest estimates were, therefore, treated in a dichotomous fashion as being either correct or incorrect. Table 5 illustrates the number of occasions on which the highest $P(H|D)$ estimates were placed in the correct hypothesis category by the humans and by both types of MBT solutions. For each subject and for each MBT solution there were

| Subject | Unaided Human | MBT Using Human's $P(D|H)$ | Self-Adapting MBT |
|---------|---------------|-----------------------------|-------------------|
| 1       | 62            | 95                          |                   |
| 2       | 111           | 105                         |                   |
| 3       | 91            | 96                          |                   |
| 4       | 71            | 91                          |                   |
| Total   | 335           | 387                         | 96                |

**Table 5**

DICHOTOMOUS SCORES IN THE FIRST EXPERIMENT
179 possible correct hypotheses. (One developmental grouping result was discarded. This also accounts for the fact that there were 177 instead of 178 degrees of freedom in calculating the significance of the Rho values.)

The lower total recorded in Table 5 for the self-adapting MBT is due to the fact that only one such solution was calculated for each developmental grouping. When the scores for the MBT using human estimates of $P(D|H)$ are compared with the associated human scores one finds MBT superiority in all but one case. The overall difference between the humans as a group and the MBT solutions using their $P(D|H)$ estimates was found to be statistically significant in favor of the MBT (Wilcoxon test, $N = 28, Z = -2.573$, two-tailed $P \leq .01$). To make this comparison the total number of dichotomous scores made by the four humans in each experimental session was compared with the similar total for the four MBT solutions. Comparing the self-adapting MBT total against each human total, one also finds MBT superiority in the same three cases. The differences between each subject's total and the self-adapting MBT total were not analyzed statistically.

C. $P(D|H)$ estimation accuracy

It should already be apparent from the performance of the MBT using the subjects' estimates of $P(D|H)$ that these conditional probabilities were estimated quite reasonably. However, it is extremely difficult, if not impossible, to present a single summarized description of the over-all accuracy of these estimates.
The agreement scores ($\alpha_j$) defined in an earlier section are specific to a particular data class. Pooling or averaging these $\alpha_j$ scores over data classes with differing states or conditions does not seem justifiable because of the different probabilistic structure underlying these data classes. Moreover, the agreement scores are also specific to a certain hypothesis category. Pooling each $\alpha_j$ score over the eight hypothesis categories seems more defensible than the previous pooling procedure but a description of the accuracy of estimation specific to certain hypotheses is lost in the process. The only other alternative is to present the average $\alpha_j$ score for each data class under every hypothesis (a matrix of 200 values). For the purposes of the present report, however, a less precise but considerably more convenient representation will be provided. In Appendix D are shown the $\alpha_j$ score distributions for each of the threat-evaluators in four selected data classes each having 8, 6, 4, or 2 alternative states or conditions (the data class numbers I, III, IX, and XIX refer to those listed in Appendix A). The $\alpha_j$ scores in each distribution have been pooled across the eight hypothesis categories. The mean $\alpha_j$ score for each subject in each data class is also given. The distribution for data class IX (two alternatives) is the best distribution, in terms of location, of the 25 possible distributions. That for data class XIX is the worst of the 25. All others lie somewhere between these extremes. The abscissa in each graph shows $\alpha_j$ score class intervals. Recall that $\alpha_j = 1.00$ means perfect agreement between the estimated and true $P(D_j k|H_i)$ values while $\alpha_j = 0.0$ means
perfect lack of agreement between these values. The ordinate shows the frequency of $\lambda_j$ scores in these class intervals.

The most critical feature underlying an interpretation of these scores is the fact that the $P(D_{jk}|H_1)$ values were estimated by the subjects upon observation of repetitive events. This fact will be taken into consideration when the experimental results are interpreted in the next section.
VII. DISCUSSION AND INTERPRETATION OF
THE RESULTS OF EXPERIMENT I

There seem to be at least four major considerations which one ought to keep in mind as the results of this experiment and the one which follows are discussed and interpreted. These considerations define, more or less, the types of situations in which the results of these experiments stand the greatest chance of application. First, the subjects gained experience in an environment whose critical events were essentially repetitive in nature. To facilitate $P(D|H)$ estimation the subjects kept rather careful accounts of the number of times a certain data state occurred in the presence of some hypothesis. The stimulus environment, therefore, can generally be described as "frequentistic" in nature since relative frequencies could be used to indicate the probability of critical events. There seems to be nothing unrealistic about such a situation. Indeed, in the field of medicine, for example, careful records are maintained with respect to the occurrence of certain symptoms given various known causes or states of nature. The second consideration is that the design of the stimulus environment and the subjects' tasks allowed for situations in which one is not always precisely sure about what datum one is observing. Third, in both experiments subjects were used who were already quite experienced in dealing with critical
environmental events. The performance of these individuals will surely be different from that of a haphazard collection of naive subjects who perform only briefly in unfamiliar circumstances.

Finally, the estimators of $P(H|D)$ were always subsequently informed about the "true" hypothesis and consequently about the quality of their estimates.

The first major result of the experiment was that with experience the humans' performance eventually matched that of the MBT solutions. The verified certainty scores for the MBT using human estimates of $P(D|H)$ were superior in every instance until about session 15. Presumably, this indicates that a greater amount of consistency (or predictability) existed in the $P(D|H)$ values than the subjects actually perceived while making their $P(H|D)$ estimates. With increased experience the subjects gained a greater appreciation for the consistency which their own $P(D|H)$ estimates said was in the environment and which the MBT "recognized" quite early in the sequence of trials. There is another explanation for the performance increase. This explanation was indicated in a questionnaire administered to the four NEs after every four sessions during the experiment. It seems that, out of necessity, the humans, when initially confronted with the mass of attribute data, acted to reduce the complexity of the situation and in so doing lost valid or useful predictory information. With experience, however, the better subjects took greater notice of a larger number of data classes in which there existed consistency or predictability. This improved
consistency recognition was reflected in improved scores. The increase in the number of large estimates with experience is clearly shown in Figure 8. There is another potential explanation for this finding. There were no direct costs or payoffs in these experiments and, therefore, the subjects were never penalized for incorrect diagnoses. High scores, in themselves, might have been rewarding to the subjects. One wonders whether or not the extreme estimates would still be obtained in a direct cost-payoff situation. Under the conditions of the experiment, therefore, the optimal strategy for the humans may not have been basically Bayesian. Beyond a certain threshold of certainty the subject might just as well have estimated 1.0 since there was nothing to lose. Most assuredly it was an easier task to write 1.0 in one hypothesis category than to give vernier estimates across all eight categories even though the 1.0 estimate may have been much higher than the consistency of the data justified.

In terms of verified certainty scores the MBT solutions using human estimates of \( P(D|H) \) were not superior to the unaided human estimates while in terms of the dichotomous scores the MBT solutions were significantly superior. The latter explanation in the preceding paragraph should help to account for this discrepancy. In comparing the relative performance of MBT and humans the average verified certainty scores by themselves may be misleading because of the apparent increased tendency of the subjects to use higher certainty estimates than the data justify. If it is true that the subjects tended to maximize the size of their estimates (which the MBT does not do)
then both types of measures are needed in order to provide an accurate evaluation of the relative performance of human and MBT.

A more thorough analysis of individual performance proved to be highly informative. The best performances in terms of both measures were those of subjects 2 and 3. It happens that their response profiles (Appendixes B and C) closely match those of the MBT using their P(D|H) estimates. In addition, the questionnaire revealed that a high percentage of the attribute data influenced their P(H|D) estimates. Subjects 1 and 4 adopted a considerably less sensitive approach. Already mentioned was their preference for estimates in only 2 or 3 categories. Table 3 also confirms their lack of sensitivity.

Observe that these two subjects have the lowest mean scores and also the lowest score standard deviations. The questionnaire revealed the startling fact that even after the 28th session both subjects were completely discarding information in 8 or more of the 25 data classes. Subject 2, on the other hand, utilized the information from as many as 23 data classes in his estimates.

The questionnaire also helped to establish the fact that none of the humans processed the data from each class in an iterative fashion. Apparently the P(H|D) estimation task for the humans involved taking notice of those data which were found to be the best discriminators among the various hypotheses, eliminating certain of the hypotheses on the basis of these data, and then loading with certainty estimates the remaining hypotheses. The MBT, on the other hand, processed each level of every data class iteratively according to Equation 2.
A. Objectives

Individuals faced with the task of evaluating events in a hostile environment will seldom, if ever, have access to information about these events which is utterly precise or reliable. Indeed, these tasks involve the use of information which is less than perfect for any one of a number of reasons. At least the following causes of decreased input information fidelity are worthy of note:

1. Information may be gathered by sensors with varying degrees of inherent resolving power. On any given occasion, this resolving power may be degraded for some reason or another.

2. Information is lost or altered in any transmission or recoding process. Verbal descriptions or pictorial representations of events are always somewhat less than the event itself.

3. Relevant information may be available only after a painstaking search through irrelevant or extraneous information. Important information may be lost in the process of filtering out relevant signals from "noise."

4. Information may become available which has been intentionally disseminated in order to obscure certain critical events and thus to
deceive an observer or evaluator of these events. Thus, authentic information may be confused with that which is spurious.

Each of these factors, alone or in combination with others, produces a common result: discriminability among environmental events is reduced.

In evaluating the efficacy of the Bayesian paradigm for information-processing systems it is surely of interest to see how the various probabilistic estimates made by humans or automated devices fare under various levels of input fidelity. Edwards, in his description of a probabilistic information-processing system suggests that "a probabilistic system can afford to accept and use with profit information so seriously fallible or degraded that it would be excluded or ignored in deterministic systems" (ref. 6) The probabilistic system which Edwards has in mind is one in which posterior probabilities estimates are calculated on the basis of Bayes' theorem using as inputs the P(D|H) estimations produced by humans. One implication from Edwards' statement seems to be that if Bayes' theorem is optimal in its extraction of consistency from probabilistic data, then as data become more fallible and consistencies among data become more obscure or difficult for humans to perceive, the superiority of the Bayes' theorem-based solutions over unaided human estimates of P(H|D) ought to become more apparent. The justification for this implication is as follows. As the fidelity of data describing environmental events decreases, uncertainty about what has been observed in connection with the hypothesized
states of nature increases. Contingent data-hypothesis relationships

\[ P(D|H) \]

become more obscure or abstract. The assertion then is that since Bayes' theorem is a mathematically optimal method for combining these contingencies or conditional probabilities, solutions of \( P(H|D) \) based upon Bayes' theorem will be superior to estimates of \( P(H|D) \) produced by humans if the humans are not able to incorporate all the consistency contained in the contingencies or \( P(D|H) \) values as they produce \( P(H|D) \) estimates. In other words, there may simply be more consistency or predictability in the \( P(D|H) \) values (even though based upon fallible data) than the humans will be able to recognize and reflect in their estimates of \( P(H|D) \).

The major purpose of this experiment is to compare, under several levels of input fidelity, human estimates of \( P(H|D) \) and MBT solutions of \( P(H|D) \) based upon the human estimates of \( P(D|H) \). The variable in the experiment speaks directly to a performance comparison involving human estimates of two types of conditional probabilities \( P(H|D) \) and \( P(D|H) \). For this reason the performance of the self-adapting MBT will not be statistically analyzed in comparison with the other two types of estimates. Another reason for not including the self-adapting MBT in the analysis is that only one such solution will be available for each developmental grouping while there will be four each of the other two types of estimates. Individual comparisons of self-adapting MBT with each subject's estimates are of limited interest in this experiment. The performance of the self-adapting MBT will, however, be presented descriptively.
B. **Input Fidelity as a Variable**

The input information which was utilized by the team of ISOs in developing the 25 types of attribute data consisted of verbal descriptions of the type, number, and activity of Aggressor vehicles, mobile weapons, and aircraft. These descriptions were based upon photo, radar, and infra-red sensor records obtained on simulated reconnaissance overflights of the territory of the hypothetical adversary. The overflights and the interpretation of the obtained sensor records were simulated, of course, by the computer facilities.

Of the four factors mentioned above which act to reduce discriminability among environmental events, the first, sensor resolution, can be manipulated most systematically in the present stimulus environment configuration. In order to simulate the fact that there might exist several graded quality levels of sensor data, different levels of verbal description were available for each event to be observed by the ISOs. There were three quality levels of photo information and two each of radar and infra-red. To illustrate how discriminability among events in the stimulus environment is contingent upon level of sensor description, consider the following example. The verbal description of a 2½-ton cargo truck given to an ISO using a level 1 photo (highest level) is "2½ ton cargo truck," an unequivocal description. Under a level 2 photo, however, the description would read "medium size wheeled vehicle." In this case, the operator could not distinguish a 2½-ton cargo truck from a 5-ton truck, an amphibious armored carrier, or a 140-mm rocket launcher since they are also described as "medium size wheeled
vehicles" under a level 2 photo. Using level 3 photo (poorest), the verbal description of a 2½-ton cargo truck would be "self-propelled vehicle." Discrimination is now very poor indeed since there are many types of mobile weapons and vehicles also described as "self-propelled vehicle" under a level 3 photo. It is also true that discriminations among critical events, which the 25 attribute data classes reflect, are based upon frequency counts of these vehicles, weapons, and aircraft. One can systematically induce uncertainty into these counts as the quality level of sensor records is reduced. For example, a certain unit in Aggressor's surface forces contains 131 wheeled vehicles as seen under photo level 1 (highest quality). This vehicle count happens to be unique and the unit can always be identified. Before the ISO receives his vehicle total, however, the experimenter can, by means of a programmed algorithm, add or subtract a random number from the original total. This random number is chosen within a certain range which indicates the resolution of the sensor. Suppose, for example, that the degraded sensor was capable of providing an accuracy of ±10% on vehicle totals. If the original total were 131, the experimenter could, on each occasion, add algebraically a random integer between -13 and +13 to the original total, making the possible range of vehicle totals 118 through 144. This will cause the ISO to confuse this unit with other units whose range of totals falls within the range of totals possible for the unit in question. This procedure for degrading totals can be applied independently of the procedure for degrading verbal descriptions.
In all previous experiments the ISOs have always been allowed unrestricted access to top quality sensor records. (This was also the case in experiment I reported above.) In the present experiment, where fidelity of input is the variable of interest, the experimenter manipulated both the verbal and numerical descriptions provided by sensor records, thus simulating the effects of degraded photo, radar, and infra-red images. Following are the chosen levels of the fidelity variable and the method by which these levels were induced:

1. **Level I: Highest Fidelity**: No change was induced here over previous experiments. ISOs had unrestricted access to top level photo, radar, and infra-red sensor records.

2. **Level II: Intermediate Fidelity**: ISOs had access only to the poorest quality photo, radar, and infra-red records, but only the verbal descriptions showed degradation (i.e., vehicle, weapon, and aircraft totals did not suffer degradation). This condition induced considerable confusion in the estimates provided by the ISOs in 13 of the 25 attribute data classes.

3. **Level III: Poor Fidelity**: ISOs had access only to poorest quality photo, radar, and infra-red sensor records. In this case, however, the experimenter degraded both verbal description and vehicle, weapon, and aircraft totals. This condition induced considerable confusion in the estimates provided by the ISO in 24 of the 25 attribute data classes. Sensor "resolution" was set at 10%.

The particular configurations in levels II and III were chosen because of their even effects upon the 25 attribute data classes,
i.e., approximately half were affected by level II and all but one by level III. Following is the effect which the experimenter hoped to induce by this manipulation. In the description of the first experiment, it was mentioned that the ISOs produce probabilistic estimates of the level or state of each attribute data class for every Aggressor developmental grouping. On the basis of top quality sensor records they receive unequivocal verbal descriptions and exact weapon and vehicle totals. In a large number of cases unique identifications of Aggressor surface and air units were possible with this top quality input information and the ISO could estimate the state or level of a certain data class with some confidence. Under the reduced fidelity conditions (for those data classes which are affected by the degradation level) lack of discriminability should force him to be considerably less certain about the level or state of the data class in question. The effects of increased attribute data uncertainty (caused by decreased sensor record fidelity) upon the \( P(H|D) \) estimates produced by the humans and the MBT were, therefore, the primary concern of this experiment.

C. Experimental design

There were actually two variables in the experiment: sensor record fidelity (three levels) and mode of \( P(H|D) \) estimation (three levels of which only two were to be analyzed statistically). The plan of the experiment, in terms of these two variables, is shown in Table 6.

The experiment consisted of 30 four-hour sessions. In each
TABLE 6

PLAN OF EXPERIMENT II

Fidelity Condition

<table>
<thead>
<tr>
<th></th>
<th>I (Top)</th>
<th>II (Intermediate)</th>
<th>III (Low)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sessions 1-10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sessions 11-20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sessions 21-30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Human</td>
<td>240</td>
<td>240</td>
<td>240</td>
</tr>
<tr>
<td>Mode of P(H</td>
<td>D) Estimation</td>
<td>MBT Using Estimates of P(D</td>
<td>H)</td>
</tr>
<tr>
<td>Self-Adapting MBT</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
</tbody>
</table>

session, as in the previous experiment, six developmental groupings terminated. The first 10 sessions were performed under fidelity level I, the next 10 under fidelity level II, and the last 10 under fidelity level III. Breaking up the sessions per level in an attempt to balance out possible residual effects was not possible because of the nature of the task. For each mode of estimation each 10-session period was a completely new learning experience. At the beginning of each 10-day session the humans and the MBT operated upon an entirely different set of environmental contingencies and Aggressor response alternatives. Although the 25 types of attribute data remained the same, the relationships between these data and the eight hypotheses (i.e., the "true" P(D|H) values) were changed in each 10-session period. The numbers in the cells of Table 6 refer to the number of individual P(H|D) estimations made under each mode of estimation. Since there were 4 humans, 6 developmental
groupings terminating per session, and 10 sessions per fidelity condition, there were 240 estimates produced in each of the first two modes for each fidelity level. Only one self-adapting MBT solution was calculated for each grouping making the total under this mode only 60 per fidelity condition.

D. Subjects

The subjects serving as ISOs were the same in this experiment as in the previous one. With one exception the TISs were the same as those who served in experiment I.
IX. RESULTS OF EXPERIMENT II

The major results of the experiment in terms of verified certainty scores are illustrated in Figure 10. Along the abscissa are the three levels of sensor record fidelity. The ordinate refers to the average verified certainty scores for the 60 developmental groupings terminating in the 10-session period for each fidelity level. The data points for the humans and the MBT incorporating the human estimates of $P(D|H)$ are averages over 240 $P(H|D)$ estimates. Each self-adapting MBT data point is an average over 60 $P(H|D)$ estimates. The attribute data points are gross estimates of the average accuracy in all data classes for all developmental groupings terminating in each of the three 10-session periods. The accuracy of the attribute data estimates (bar A) decreased rather sharply as the simulated sensor records were degraded. Reduction in accuracy of these data caused a corresponding decrease in $P(H|D)$ estimation accuracy by humans and MBT. This $P(H|D)$ accuracy decrease was slightly more drastic for the humans (bar B) than that for either the MBT using the human estimates of $P(D|H)$ (bar C) or the self-adapting MBT (bar D). Surprisingly, human performance as indicated by these verified certainty scores was superior in all conditions to the performance of either MBT solution. As fidelity decreased, however, this superiority diminished.
Figure 10
Posterior Probability Estimation Accuracy
Under Several Levels of Input Data Fidelity
The distributions of these verified certainty scores (Appendix E) were of exactly the same form as those obtained in the first experiment. In every case there was a distinctly bimodal distribution with extremely high frequencies at either end of the distribution. Again, as in the first experiment, the use of a distribution-free method of analysis was imposed. As previously mentioned, there were two variables of interest: **fidelity condition** and **mode of \( P(H|D) \)** estimation. The major experimental hypothesis referred, however, to an interaction between these variables. It was specifically stated in the preceding section that the MBT using the humans' \( P(D|H) \) estimates ought to be increasingly superior as fidelity decreased.

A distribution-free method of analysis which permits one to examine interactions is the "Ranks Test for Matched Data" described by Bradley (ref. 2). The mean verified certainty scores shown in Table 7

**Table 7**

**VERIFIED CERTAINTY SCORE MEANS AND STANDARD DEVIATIONS IN EXPERIMENT II**

<table>
<thead>
<tr>
<th>Fidelity Condition</th>
<th>I</th>
<th>S.D.</th>
<th>II</th>
<th>S.D.</th>
<th>III</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Subject</strong> 1</td>
<td>.538</td>
<td>.437</td>
<td>.572</td>
<td>.456</td>
<td>.586</td>
<td>.428</td>
</tr>
<tr>
<td>2</td>
<td>.671</td>
<td>.397</td>
<td>.597</td>
<td>.442</td>
<td>.564</td>
<td>.452</td>
</tr>
<tr>
<td>3</td>
<td>.638</td>
<td>.445</td>
<td>.563</td>
<td>.456</td>
<td>.479</td>
<td>.440</td>
</tr>
<tr>
<td>4</td>
<td>.635</td>
<td>.443</td>
<td>.601</td>
<td>.457</td>
<td>.528</td>
<td>.457</td>
</tr>
<tr>
<td><strong>Humans</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Subject</strong> 1</td>
<td>.556</td>
<td>.396</td>
<td>.490</td>
<td>.390</td>
<td>.506</td>
<td>.373</td>
</tr>
<tr>
<td>2</td>
<td>.529</td>
<td>.430</td>
<td>.530</td>
<td>.435</td>
<td>.553</td>
<td>.381</td>
</tr>
<tr>
<td>3</td>
<td>.577</td>
<td>.415</td>
<td>.537</td>
<td>.441</td>
<td>.513</td>
<td>.405</td>
</tr>
<tr>
<td>4</td>
<td>.567</td>
<td>.410</td>
<td>.466</td>
<td>.401</td>
<td>.498</td>
<td>.382</td>
</tr>
</tbody>
</table>
for the humans and the MBT using the human estimates of $P(D|H)$ were compared using the "Ranks Test."

The first result of the "Ranks Test" was that the main effect of fidelity condition induced a statistically significant decrease in the over-all verified certainty scores for both humans and MBT ($S = 26, P = .04$). The interaction between fidelity condition and mode of estimation was not significant ($S = 14, P = .27$). Analysis of the main effect due to mode of estimation (i.e., human vs MBT) presented a problem. In Table 7, if one pools the results across all three fidelity conditions and then ranks these results, one obtains a $2 \times 4$ matrix of ranks. Now observe that all the values for the four humans will be higher than those corresponding for the MBT and, therefore, all human scores will receive a rank of 2 and all MBT scores will receive a rank of 1. The value of $S$, the sum of the differences between the ranks, is maximum in this case and equals 8. There are $2^3 = 2^4 = 16$ ways the differences can be summed and there are only 2 ways of getting an $S$ value as large as 8. The smallest possible $P$ value, therefore, is $2/16 = .125$. Even though the maximum difference was observed the small size of the matrix of ranks precluded obtaining a statistically significant result. There is another way in which to analyze the over-all differences between the human and MBT scores which makes no additional assumptions. Resorting to an exact probabilities test, one can compare each human's score with his corresponding MBT score in each of the three fidelity conditions. These comparisons are shown in Table 8.
Summing the differences between each of these two scores one obtains $\Sigma d = .650$. Now, there are $(2)^{12}$ or 4096 possible ways in which the signs of the twelve given differences can arrange themselves. Given the differences which exist and rearranging the signs in all possible ways, one must calculate the number of occasions on which an absolute value of greater than or equal to .650 could occur. It turns out that there are twelve ways of getting $|\Sigma d| > .650$ and only one way of getting $\Sigma d = .650$. Therefore, the probability of a difference greater than or equal to $|\Sigma d| = .650$ by chance, given the observed differences in Table 8, is $\frac{13}{4096} = .0032$. The main effect of mode of estimation in terms of verified certainty scores was statistically significant ($P = .0032$) in favor of the humans.

### Table 8

**Differences Between Human and MBT Average**

**Verified Certainty Scores (Experiment II)**

<table>
<thead>
<tr>
<th>Fidelity</th>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condition</td>
<td>1 2 3</td>
<td>1 2 3</td>
<td>1 2 3</td>
<td>1 2 3</td>
</tr>
<tr>
<td>Human Score</td>
<td>.538 .572 .586 .671 .597 .564 .638 .563 .479 .635 .601 .528</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MBT Score</td>
<td>.556 .690 .506 .529 .530 .553 .577 .537 .513 .567 .666 .698</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difference d</td>
<td>$\Sigma d = .650$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Appendix F shows human and MBT performance in terms of verified certainty by session in each experimental condition. The similarity of the three "learning" curves in each condition is considerable.

---

3Calculation of this exact probabilities test was made possible by an IBM 1401 program written by Mr. Jack F. Southard.
The rank order correlations between these three types of estimates in each fidelity condition are given in Table 9.

**TABLE 9**

**RHO VALUES (EXPERIMENT II)**

<table>
<thead>
<tr>
<th>Rank Order Correlation between Verified Certainty Scores for</th>
<th>Rho</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fidelity Condition</td>
</tr>
<tr>
<td></td>
<td>I</td>
</tr>
<tr>
<td>I. Humans and MBT</td>
<td>Subject 1</td>
</tr>
<tr>
<td>Using Humans' P(D</td>
<td>H)</td>
</tr>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>4</td>
</tr>
<tr>
<td>II. Humans and Self-Adapting MBT</td>
<td>Subject 1</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>4</td>
</tr>
<tr>
<td>III. Both MBT</td>
<td>Subject 1</td>
</tr>
<tr>
<td>Solutions</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>4</td>
</tr>
</tbody>
</table>

All Rho values in Table 9 are significant beyond P < .02 and the significance test for all values was calculated with 58 degrees of freedom.

Table 10 shows the dichotomous scores for the humans and LBT in each fidelity condition.

The scores for each individual subject and MBT solution in each of the three conditions refer to the number of occasions (out of a possible 60) on which the first choice or highest P(H|D) estimate was placed in the correct category. The first two types of data shown in Table 10 were analyzed in the same manner as the verified
certainty data. The main effect due to fidelity condition and the interaction between fidelity condition and mode of estimation [Human vs MBT Using Human's P(D|H)] were tested using the "Ranks Test for Matched Data." Neither the main effect (P = .273) nor interaction (P = .653) were statistically significant. The main effect due to mode of estimation was tested by the exact probability method described for the verified certainty scores. The hypothesis of no difference could not be rejected (P = .378). What is fairly interesting, of course, is that the largest difference between the over-all human scores and the MBT scores occurred at the lowest fidelity level and favored the MBT. This result is shown graphically in Figure 11.

### Table 10

**DICHOTOMOUS SCORES (EXPERIMENT II)**

<table>
<thead>
<tr>
<th>Fidelity Condition</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>I. Humans</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subject 1</td>
<td>30</td>
<td>32</td>
<td>29</td>
<td>91</td>
</tr>
<tr>
<td>Subject 2</td>
<td>43</td>
<td>36</td>
<td>37</td>
<td>116</td>
</tr>
<tr>
<td>Subject 3</td>
<td>39</td>
<td>34</td>
<td>27</td>
<td>100</td>
</tr>
<tr>
<td>Subject 4</td>
<td>37</td>
<td>36</td>
<td>28</td>
<td>99</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>149</td>
<td>136</td>
<td>121</td>
<td>406</td>
</tr>
<tr>
<td><strong>II. MBT Using</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Humans¹</td>
<td>34</td>
<td>30</td>
<td>36</td>
<td>100</td>
</tr>
<tr>
<td>P(D</td>
<td>H)</td>
<td>35</td>
<td>33</td>
<td>31</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>139</td>
<td>125</td>
<td>136</td>
<td>400</td>
</tr>
<tr>
<td><strong>III. Self-Adapting</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MBT</td>
<td>34</td>
<td>35</td>
<td>35</td>
<td>104</td>
</tr>
</tbody>
</table>

¹ MBT Using Humans
A = Humans
B = MBT Using Human Estimates of $P(D|H)$

Figure 11
Dichotomous Scores for Humans and MBT Under Each Fidelity Level
In terms of verified certainty scores, the statistical significance of the main effect due to the fidelity variable merely shows that the experimental procedure of degrading the simulated sensor records was sensitive enough to cause an overall decrement in the certainty with which $P(H|D)$ estimates were placed in the correct hypothesis categories. This result, by itself, is neither surprising nor especially important, but it does indicate that experimental control was achieved in a very complex situation. The statistical significance of the main effect due to mode of $P(H|D)$ estimation is very important but difficult to interpret since the observed result seems to imply that human performance was greater than "optimal." A careful interpretation of this result demands at least the following: (a) a more thorough explanation of what is meant by "optimal" performance, (b) a more careful specification of the situation in which the humans performed, and (c) an examination of the performance scoring procedure.

Bayes’ theorem is a statement which is consistent with the definition of a conditional probability. $P(H|D)$, or the probability of some hypothesis after the impact of some datum, is a
conditional probability and can be defined in terms of set theory notation:

**Equation 6:** \[ P(H|D) = \frac{P(H \cap D)}{P(D)} \]

Now, since \( P(H \cap D) \) is equivalent to \( P(D \cap H) \) and \( P(D \cap H) \) is equal to \( P(D|H) \ P(H) \), \( P(H|D) \) can be expressed entirely in terms of conditional probabilities:

**Equation 7:** \[ P(H|D) = \frac{P(H) \ P(D|H)}{P(D)} \]

Equation 7 is Bayes' Theorem and calculations of \( P(H|D) \) on its basis are optimal in the sense that they arise because of formally consistent combinations of probabilities. Presumably, Dodson's modification of Bayes' Theorem (Equation 2) is similarly consistent in its extension to the situations mentioned in Section IV of this report. Now, if humans were optimal in the sense that Bayes' Theorem is optimal, they would aggregate probabilities in this formally consistent manner and then reflect this consistency in their \( P(H|D) \) estimations. Previous research has indicated that humans are not particularly good at aggregating probabilistic data and that their estimates of \( P(H|D) \) are conservative (with respect to Bayes' Theorem calculations) because there is more certainty in the data than they can recover (ref. 7). Presumably, maximum certainty could be recovered only by the formally consistent probability aggregation accomplished in Bayes' Theorem. The results of the present experiment lead one also to consider situations in which human estimates of \( P(H|D) \) may actually be higher than the certainty in the data justifies.
Appendix E clearly shows the larger number of extreme estimates provided by the humans in each experimental condition. To be examined now are the reasons why these extreme estimates were made. It was mentioned in connection with the results of the preceding experiment that the humans had nothing to lose by trying to maximize the size of their scores. In addition, the tasks of estimating both conditional probabilities $P(H|D)$ and $P(D|H)$ on the basis of large amounts of data were most demanding and arduous. Surely it was an easier task, once a preliminary discrimination among hypotheses had been made, to provide a single high estimate in one category than to adjust meticulously estimates in eight categories.

The verified certainty scoring procedure may be misleading in the light of what has been said about optimal performance. The point is that higher verified certainty scores may not necessarily mean superior performance. Surely, it is just as undesirable to be excessively certain as it is to be overly conservative in one's estimates.

It was specifically hypothesized that the superiority of the MBT solutions of $P(H|D)$ calculated on the basis of human-estimated $P(D|H)$ would be increasingly superior to the human estimates of $P(H|D)$ as fidelity decreased. In terms of the verified certainty scores, this interaction was not statistically significant. One can observe, however, that the smallest difference between the humans and the MBT occurred at the lowest fidelity level. Another lower level may have brought forth MBT superiority. Indeed, this
suggestion is substantiated below as the results of the dichotomous score analysis are discussed.

Dichotomous scores, as previously mentioned, show only whether or not the first choice or highest \( P(H|D) \) estimate was placed in the correct hypothesis category. Failure to obtain any statistically significant main effects due to mode of \( P(H|D) \) estimation rather confirms the interpretation of the verified certainty results. It also indicates how well, in fact, the humans did perform when compared to the MBT. Although the interaction effect was not significant, the largest difference between human and MBT performance occurred at the lowest fidelity level and was in favor of the MBT. This possibly indicates that with a lower level of fidelity the main experimental hypothesis might have been confirmed. Indeed, an experiment is now in progress to test this notion.
XI. SUMMARY AND CONCLUSIONS

Two experiments have been reported in which human posterior probabilities estimates have been compared with those calculated on the basis of a modification of Bayes' Theorem. Human performance was observed in a complex simulated threat-evaluation setting. The major features of the two experiments qualifying their results and affecting generalization of the results are as follows: (1) the critical events under surveillance by the subjects in both experiments were essentially repetitive in nature, and probabilistic statements about these events were essentially "frequentistic"; (2) the stimulus environment and experimental procedures were designed such that observational uncertainty was induced in the subjects' tasks; (3) individuals, already experienced in dealing with events in the stimulus environment, were used as subjects in both experiments; and (4) those subjects providing posterior probabilities estimates were always informed about the quality of their estimates.

The major results of the experiments were as follows:

1. Human performance at estimating posterior probabilities on the basis of large amounts of data was decidedly superior to what one might have concluded on the basis of previous studies.

2. The role of experience in dealing with environmental events seems to be especially important. With experience the subjects,
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either by incorporating more data in their judgments or by perceiving more certainty in the data, were increasingly able to place larger posterior probabilities estimates in the correct hypothesis categories.

3. Although human estimates of posterior probabilities may be conservative on occasion because of suboptimal extraction of certainty from probabilistic data, the present experiments lead one to recognize that there are situations in which humans may provide higher estimates than the certainty in the data justifies. Several reasons for these excessive estimates, specific to the present experimental situation, were discussed in the preceding section.

4. Although a decrease in input data fidelity appears to play a significant role in depressing the size of posterior probability estimates, the hypothesized increased superiority of the MBT under lower levels of fidelity was only partially observed and was not statistically significant. Further levels of data degradation below those actually used in the experiment may have brought forth the predicted superiority of the MBT solutions over the human estimates of posterior probabilities. The results of experiment II seem to justify further research on this issue.

5. It is apparent that more than one type of scoring procedure is needed if one expects to get an accurate account of performance in these tasks. Without the use of the dichotomous scores in the first experiment one might have tended to devaluate the over-all performance of the MBT calculations on the basis of the human estimates of \( P(D|H) \). In the second experiment, the verified certainty scores by themselves may have been similarly misleading.
There are two classes of conclusions which may be drawn from these experiments. The first class relates to the implications of the present research for the design of threat-evaluation or other diagnostic systems and the other class refers to the implications of the present research for the general study of human commerce with probabilistic information. With respect to the design of diagnostic systems, the present research tends to confirm the notion that automated Bayesian hypothesis-selection on the basis of expert human estimation of the conditional probabilities \( P(D|h) \) may well prove useful in systems with a diagnostic mission. Although the present research hopefully gives a better idea about what to expect in real-life systems from experienced people, the subjects in the present experiment performed under no time stress, nor was there a meaningful cost-payoff arrangement. The "frequentistic" nature of the probabilistic data being processed by the simulated system suggests that the present results may be important for the medical diagnosis situation in which a frequency notion of probability is often indicated. Many military diagnosis-systems must deal with environmental processes which are not specifiable in terms of long-run frequencies. For this reason Bayesian automated hypothesis-selection as a diagnostic aid needs to be evaluated in non-frequentistic environments. Indeed, the Engineering Psychology Laboratory at the University of Michigan will soon have the facility for evaluating human performance in these situations.

Finally, one may ask what the comparison of human and MBT...
posterior probability estimates suggests as far as the study of human commerce with probabilistic information is concerned. Although there were some striking similarities between the MBT and human performance, it seems clear that analogous processes were not involved. The response profiles for the better subjects were almost identical to those of the MBT solutions calculated on the basis of their $P(D|H)$ estimates. In addition, the better subjects used a very large amount of the input data. The performance of all subjects was moderately though significantly correlated with that for both types of MBT calculation. However, calculation of the MBT solutions involved an iterative and consistent aggregation of all available data. The human $P(H|D)$ estimates, on the other hand, seem to have been based upon the following process. The input data set was first "filtered" or "shrunken" in an effort to reduce the complexity of the situation. The retained data were then used to make preliminary and final discriminations among the available hypotheses. The final step in the process involved assigning numbers to indicate the subject's certainty that the discrimination had been an accurate one. Thus, one may conclude that, although the subjects in the experiment were not discovered to be "Bayesian" processors of frequentistic information, something has been learned about how they actually went about estimating posterior probabilities.
APPENDIX A

ATTRIBUTE DATA CLASSES
APPENDIX A

ATTRIBUTE DATA CLASSES

<table>
<thead>
<tr>
<th>Data Class</th>
<th>Number of Possible States</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>I. Mechanized Rifle Battalions</td>
<td>8</td>
<td>The states or levels of data classes I through XIII all refer to numbers of battalions or squadrons of the type indicated by the various data class labels indicated in column one. The first level in every data class refers to zero battalions or squadrons.</td>
</tr>
<tr>
<td>II. Medium Tank Battalions</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>III. Heavy Tank Battalions</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>IV. Artillery Battalions Range</td>
<td>3</td>
<td>up to 20,000 Meters</td>
</tr>
<tr>
<td>V. Artillery Battalions Range</td>
<td>3</td>
<td>up to 20,000 Meters</td>
</tr>
<tr>
<td>VI. Artillery Battalions Range</td>
<td>3</td>
<td>up to 30,000 Meters</td>
</tr>
<tr>
<td>VII. Rocket Battalions</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>VIII. Intermediate Range Ballistic</td>
<td>3</td>
<td>Missile Battalions</td>
</tr>
<tr>
<td>IX. Ground Reconnaissance Battalions</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>X. Tactical Air Support Squadrons</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>XI. Aerial Reconnaissance Squadrons</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Data Class</td>
<td>Number of Possible States</td>
<td>Description</td>
</tr>
<tr>
<td>------------</td>
<td>--------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>XII. Surface to Air Missile Battalions</td>
<td>4</td>
<td>This data class refers to the amount of ammunition being carried by road or rail convoys which provide logistics support of infantry and armoured units.</td>
</tr>
<tr>
<td>XIII. Units of Fire for Infantry and Armoured Units (Main Attack Forces)</td>
<td>4</td>
<td>Refers to the amount of ammunition being carried by supply convoys for these three classes of units.</td>
</tr>
<tr>
<td>XIV. Units of Fire for Artillery, Missile and Rocket Units (Combat Support Forces)</td>
<td>4</td>
<td>Distance in miles between terminal positions of supply convoys.</td>
</tr>
<tr>
<td>XV. Dispersal Distance Between Supply Units</td>
<td>4</td>
<td>Refers to temporal order of appearance of supply units and units being supplied.</td>
</tr>
<tr>
<td>XVI. Supply Timing for Main Attack Units</td>
<td>3</td>
<td>Same as XVI.</td>
</tr>
<tr>
<td>XVII. Supply Timing for Combat Support Units</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>XVIII. Terminal Activity Zone</td>
<td>5</td>
<td>Refers to the distance in miles from the border of the most forward units in a developmental grouping.</td>
</tr>
<tr>
<td>XIX. Terminal Activity Development</td>
<td>4</td>
<td>Refers to the configuration or placement of units laterally along the border of contention after these units have reached their terminal positions.</td>
</tr>
<tr>
<td>Data Class</td>
<td>Number of Possible States</td>
<td>Description</td>
</tr>
<tr>
<td>------------</td>
<td>--------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>XX. Attack Position Lateral Dispersion.</td>
<td>5</td>
<td>Dispersal distance in miles along a border of contention of an entire developmental grouping.</td>
</tr>
<tr>
<td>XXI. Attack Position Depth.</td>
<td>4</td>
<td>Distance in miles involved in the placement of forces perpendicular to a border, i.e., the distance between the most forward unit in a grouping and rearmost unit.</td>
</tr>
<tr>
<td>XXII. Attack Build-up Timing.</td>
<td>3</td>
<td>Refers to the temporal order of appearance at terminal positions along a border of contention of main attack units and combat support units.</td>
</tr>
<tr>
<td>XXIII. Ground Transportation.</td>
<td>5</td>
<td>Road and rail convoy speed during the build-up of a developmental grouping.</td>
</tr>
<tr>
<td>XXV. Developmental Period.</td>
<td>6</td>
<td>Length of time in days from beginning to termination of the build-up of a developmental grouping.</td>
</tr>
</tbody>
</table>
APPENDIX B

The following four graphs illustrate the distributions of verified certainty scores in Experiment I for each of the four threat-evaluators and the MBT solutions incorporating their $P(D|H)$ estimates.
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APPENDIX C

The following four graphs illustrate the distributions of all $P(H|D)$ estimates made in Experiment I by each threat-evaluator and the MET solution calculated on the basis of his $P(D|H)$ estimates.
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APPENDIX D

The following four graphs illustrate representative distributions of agreement scores ($\alpha_j$) for each of the four threat-evaluators' $P(D|H)$ estimates in Experiment 1.
Data Class I (8 Alternatives)

Subject No. | Mean
---|---
1 | .671
2 | .701
3 | .675
4 | .649

Agreement Score Class Intervals

Frequency
Data Class III (6 Alternatives)

Subject No. | Mean
--- | ---
1 | .634
2 | .658
3 | .630
4 | .657
Data Class XX (4 Alternatives)

<table>
<thead>
<tr>
<th>Subject No</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.571</td>
</tr>
<tr>
<td>2</td>
<td>.604</td>
</tr>
<tr>
<td>3</td>
<td>.527</td>
</tr>
<tr>
<td>4</td>
<td>.615</td>
</tr>
</tbody>
</table>

Agreement Score Class Intervals

Frequency
Data Class IX (2 Alternatives)

Subject No. | Mean
---|---
1 | .823
2 | .845
3 | .855
4 | .825
APPENDIX II

The following three graphs illustrate the distributions of verified certainty scores in each condition of Experiment II for the humans (as a group) and the MBT solutions calculated on the basis of their \( P(D|H) \) estimates.
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APPENDIX F

The following three graphs illustrate human and MBT performance in terms of verified certainty scores in each of the three fidelity conditions in experiment II.
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