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expansions for the excited state functions (4). The second and most severe shortcoming of this method is its inability, thus far, to provide insight into the physical aspects of bonding or suggestions for treatment of more complex molecules. A complete review of the literature concerning computations on the hydrogen molecule will not be given here since recent and complete reviews on the subject are available elsewhere (5) and (6). In addition, reviews by Löwdin (7) and (8) consider recent advances in the theory of molecular quantum mechanics and applications of these theories to the hydrogen molecule problem.

Since the work of James and Coolidge one of the most significant developments has been the proof, largely by numerical calculation, that correlated electron distributions are essential in order to account theoretically for binding energies of even the simplest molecules, including hydrogen. In order to explain the significance of electron correlation, it seems essential to describe the work from which this conclusion emerges and to define an uncorrelated distribution in mathematical terms.

The principal tool in calculating the energy for complex systems from approximate eigenfunctions has been the variation principle. This principle is as follows. Let $H$ be the Hamiltonian operator for a given system and let $\phi$ be a normalized function depending on the same independent variables and satisfying the same boundary conditions as an eigenfunction of $H$. 
APPENDIX A

The digital computer program developed to find the eigenvalues $A$, $p$ is given below in the symbolic language called FORTAN 2, which is commonly used in conjunction with the IBM 704 digital computer. The general scheme of solution is as follows. Using starting values of $A$, $p$ given as data to the computer, the condition that $M$ be symmetric or antisymmetric is applied through equations III. 21 or III. 22. The choice between a symmetric or an antisymmetric solution is made by the computer on the basis of input data. In general this sum will not be zero, as required by the boundary conditions, since $A$, $p$ are not exact eigenparameters. The value of $A$, holding $p$ constant, is then altered until the boundary condition on $M$ is satisfied to a degree of accuracy determined by input data. Next, the boundary condition that $A$ vanish exponentially as $\lambda$ goes to $\infty$ is applied, using equation III. 14. In this branch $A$ is held constant and $p$ is systematically altered until this boundary condition is satisfactorily accurate. With this new value of $p$ the cycle is then repeated, this repetition being continued until successive values of $p$ agree with each other to a specified degree of accuracy.
There are two aspects of the program that demand caution. First, the quantity that determines the maximum amount that A can be altered must contain a sign. This sign is determined by the slope of the curve showing boundary value as a function of A while p is held constant. Rather than determine this slope it is easier to guess. If the guess is incorrect, the program will be unable to find a solution and the final value of A will be unchanged from the initial guess. If this happens, a change in the sign of the increment of A will allow the computer to find a solution. This same phenomenon does not occur with the increment of p, which is undoubtedly connected to the fact that p appears as the square in both the differential equations that are being solved. In all cases the sign on the increment of p was taken to be positive. The second problem is concerned with the demands made on the accuracy of the boundary conditions and how close successive values of p must agree. If these accuracy requirements are not compatible with one another the computer will again be unable to find a solution. A systematic determination of the requirements for compatibility of the accuracy requirements has not been made but a typical set of compatible requirements that were found empirically are given below. If either of the above mentioned difficulties arises, an error message is printed out preceding the usual output data. This error message is usually adequate to determine the exact place where trouble was incurred but, because of the
interdependency of the various branches of the program, no systematic list can be compiled that will not contain numerous exceptions. In these cases, the programmer must rely on his own intuition and ingenuity to correct the situation.

Input Information

Input data consists of two cards with the following information.

The first card contains, all in fixed point notation as determined by the format statement number 2,

$$R = \text{the internuclear distance}$$

$$AO = \text{the initial guess of the value for } A$$

$$DA = \text{the largest increment that is allowed while changing } A$$

$$PO = \text{the initial guess of the value of } p$$

$$DP = \text{the largest increment that is allowed while changing } p.$$ 

The second card contains

$$M = \text{the value of the eigenparameter } m$$

$$MT = \text{the number of terms that are used in the expansion of the eigenfunction } M$$

$$C = \text{the code word determining the symmetry of the solution } M; C = 1 \text{ determines a symmetric solution, } C = 0 \text{ determines an antisymmetric solution}$$

$$W1 = \text{the upper bound allowed to the error in calculating the boundary condition on } M$$

$$W2 = \text{the upper bound allowed to the error in calculating the boundary condition on } \Lambda$$
W3 = the lower bound allowed on DP
W4 = the lower bound allowed on DA
W5 = the upper bound on the difference between successive values of p.

The format of this card is determined by statement number 3. Values of
W1 = 1.0x10^-3, W2 = 1.0x10^-3, W3 = 1.0x10^-7, W4 = 1.0x10^-6 and
W5 = 1.0x10^-3 were found, in the majority of cases, to be a consistent set
of accuracy requirements that gave rather accurate results.

Output Information

The output information consists of the following information. On
the first line the input information on card one is printed plus
A01 = the final value of A
P01 = the final value of p.

The second line prints out the information that was given on the second card
of input data. The remaining information consists of the coefficients of M
as calculated by the recurrence relationship III. 19. If the output information
is preceded by the statement OOF = X, where X may equal 1, 2, 5, 6, 9, 10,
11, or 13, the program was unable to find a solution under the conditions
given in the input data. The value of X indicates the branch in which the
error first appeared.
DIMENSIONAT(100)*ALPHA(100)*BETA(100)*GAMMA(100)

FORMAT(F6.2,F11.7,F5.2,F11.7,F5.3)
FORMAT(I2,I3,I2,5E7.0)
FORMAT(I2,I3,I2,5E7.0)
FORMAT(1H 6F11.7)
FORMAT(5H OOF=I2)
FORMAT(3H S=F12.7)
READ2*R,A0,DA,P0,DP
READ3*M,MT,C,W1,W2,W3,W4,W5
A01=A0
A02=A0
DA1=DA
DP1=DP
PC1=PC
P02=P0
S1=999.
S2=999.
H=M
U=A01-P02**2+(H+1.)*(H+2.*P02)
AT(1)=1.0
AT(2)=-(U-2.*R)/(2.*(H+1.))
DO17K=1,MT
T=K
AT(K+2)=(-0.5*AT(K+1)*(T*(T+2.*H+1.+4.*P02)+U-2.*R)
AT(K)*(P02*H-R+P02*T))/((T+1.)*(T+1.+H))
IF(C)29,30,33
PRINT101,JOOF
GOTO83
S=0.0
DO31K=1,MT
S=S+AT(K)*(-1.)*T
GOTO35
S=0.0
DO34K=1,MT
T=K
S=S+AT(K)*(T-1.-P02)*(-1.)*T
IF(ABS(S)-W1)51,51,36
IF(ABS(S)-ABS(S1))40,18,37
IF(S1)110,50,112
A01=A01+DA1
DA1=0.5*DA1
GOTO113
A01=A01-DA1
DA1=0.5*DA1
GOTO113
97

113 IF(ABSF(DA1)-W4)114,39,39
114 J00F=13
       PRINT101,J00F
       GOT083
0039 GOT013
0018 J00F=2
       PRINT101,J00F
       GOT083
0040 S1=S
0041 IF(ABSF(DA1)-W4)41,44,44
       DA1=DA
       IF(S)45,50,48
       A01=A01-DA1
       DA1=DA1/2
       GOT013
0048 A01=A01+DA1
0049 GOT046
0050 J00F=5
       PRINT101,J00F
       GOT083
0051 A02=A01
S1=999.
0052 SG=-H-1.+R/P01
0053 DO54 K=1,12
      T=K
      ALPHA(K)=T*(T+H)
0054 DO56 K=1,12
      T=K
      BETA(K)=2.*((T-1.)**2+(T-1.)*(4.*P01-2.*SG)-A02+P01**2
      C-2.*P01*SG-(H+1.)*(H+SG)
0056 C-2.*P01*SG-(H+1.)*(H+SG)
0057 DO58 K=1,12
      T=K
      GAMMA(K)=(T-2.-SG-H)*(T-2.-SG)
      L=12-K
0060 BETA(L)=BETA(L)-ALPHA(L)*GAMMA(L+1)/BETA(L+1)
51 CF=GAMMA(2)/BETA(2)
62 B1=BETA(1)/ALPHA(1)
0063 IF(ABSF(S1-CF)-W2)64,64,67
0064 IF(ABSF(P01-P02)-W5)83,83,65
0065 P02=P01
S2=999.
S2=999.
0066 GOT013
      67 IF(ABSF(B1-CF)-ABS(S2))72,68,69
0068 J00F=6
PRINT101,JO0F
GOT083

0069 IF(S2)105,106,107
105 P01=P01-DP1
  DP1=0.5*DP1
  GOT0108
106 JO0F=10
    PRINT101,JO0F
    GOT083
107 P01=P01+DP1
  DP1=0.5*DP1
  GOT0108
108 IF(ABS(DP1)-W3)109,71,71
109 JO0F=11
    PRINT101,JO0F
    GOT083
0071 GOT052
0072 S2=B1-CF
    IF(ABS(DP1)-W3)73,76,76
0073 DP1=DP
0076 IF(B1-CF)78,77,81
0077 JO0F=9
    PRINT101,JO0F
    GOT083
0078 P01=P01+DP1
0079 DP1=DP1/2.
0080 GOT052
0081 P01=P01-DP1
0082 GOT079
0083 PRINT4,R,A0,DA,P0,DP,A01,P01
0084 PRINT5,M,MT,C,W1,W2,W3,W4,W5
0085 PRINT6,(AT(K),K=1,MT)
0086 GOT07
END(0,1,1,1,1)
APPENDIX B

The problem of averaging the Hamiltonian over functions expressed as a linear combination of hydrogen like functions is well documented. Preuss (13) gives pertinent references and a concise discussion of this literature. One difference in this problem and the one discussed by Preuss is that the functions used here are solutions to differential equations. Hence, instead of using the techniques in Preuss, use was made of the differential equations to find the average of the kinetic energy operator.

The integral involving \(1/r_{12}\) was treated in the following manner. Assuming the expansion in spheroidal coordinates

\[
\frac{1}{r_{12}} = \frac{1}{R} \sum_{\tau=0}^{\infty} \sum_{\nu=0}^{\tau} C_{\tau}^{\nu} \left( \frac{Q_{\tau}^{\nu}(\lambda_{1}) P_{\tau}^{\nu}(\lambda_{2})}{Q_{\tau}^{\nu}(\lambda_{2}) P_{\tau}^{\nu}(\lambda_{1})} \right) P_{\tau}^{\nu}(\mu_{1}) P_{\tau}^{\nu}(\mu_{2}) \cos^{\nu}(d_{1} - d_{2})
\]

where

\[
C_{\tau}^{\nu} = \epsilon_{\nu} (-1)^{\nu}(2\tau + 1) \left[ \frac{(\tau - \nu)!}{(\tau + \nu)!} \right]^{2}, \quad \epsilon_{0} = 1; \epsilon_{\nu} = 2; \nu > 1;
\]
it is evident that the integration over $\phi$ reduces this to a single sum over $\tau$, since no function used depends on the independent variable $\phi$. Next, by integrating over $\mu$, the integral reduces to a sum of integrals of the type

$$
H_{\tau}(m, \alpha; n, \beta) = \int_1^\infty \int_1^\infty Q_\tau \left( \begin{array}{c} \lambda_1 \\ \lambda_2 \\ \end{array} \right) P_\tau \left( \begin{array}{c} \lambda_2 \\ \lambda_1 \\ \end{array} \right) e^{-\alpha \lambda_1 - \beta \lambda_2} \lambda_1^m \lambda_2^n \ d\lambda_1 \ d\lambda_2.
$$

B. 2

These integrals have been extensively tabulated, so rather than go through the tedious problem of performing this integration, use was made of these tables. In this case, $\alpha = \beta$, but only by accident will $\alpha$ be a value that has already been tabulated. Hence some form of interpolation is necessary. Interpolation formulae has been developed for this purpose (13) but, in spite of this technique's superior and better understood error limits, the following convenient scheme was developed. Over the range of interest, $1.0 = \alpha = 2.25$, logarithms of the integral B. 2 were taken. A table of differences for these logarithms was then formed and interpolated using an appropriate central difference scheme. Taking the anti-log of this result then produced the value of interest. Empirical testing of this scheme gave evidence that the error was small in the fifth significant figure near the center of the table and for low values of $m, n$. As $n, m$ increases the interpolation error increases but, since the coefficients of the expansion decrease even more rapidly, no increase in error is introduced into the average value. Near the end of the table for small values of $\alpha$, again the error increases but, since
this part of the table comes into use only for terms involving \( k \) and \( k^2 \) of function IV. 2, this has very little affect on the overall accuracy of the average of the Hamiltonian. Preuss (18) gives a somewhat more detailed study of the logarithmic interpolation of B. 2 but, as in this case, is unable to give an accurate upper bound for the error. He gives the expected percentage error as a function of the various parameters but fails to mention the interpolation scheme used on the logs. If the interpolation were linear, as one must assume, his limits on the error are indeed impressive when one notices the large intervals that are being used.

Two short programs were written for a digital computer in FORTRAN that performed the above logarithmic interpolation and then summed these results. The data for the interpolation were taken from Miller et al. (19) and the coefficients used in summing these integrals were developed from the integration of \( \mu \) and a combination of the coefficients of the solutions given in Tables 3 and 4.
Then the mean value of $H$, designated by $E$, exceeds the lowest eigenvalue of $H$ whatever $\phi$ may be and equals the lowest eigenvalue only when $\phi$ is the corresponding eigenfunction. Stated otherwise, the quantity

$$E = \int \phi^* H \phi \, d\tau$$

is an extreme with respect to variation of $\phi$ and this extreme is a minimum for the lowest energy state.

If one chooses a trial function in the form of a simple product of functions each depending on the coordinates of a single electron, Slater (39) and Fock (38) have demonstrated the following result. When the individual one-electron functions make the mean energy an extreme, $E$ of equation I. 1, they must also satisfy a set of simultaneous second order differential equations. These differential equations are identical in form to Schrödinger equations where the potential is that for an electron in the field of the nuclei and the mean field of the remaining electrons. This potential for one electron is independent of the position of any of the remaining electrons and in addition corresponds to an uncorrelated distribution of electrons. It follows that a product function, constructed as stated above, defines an average for equation I. 1 that does not include correlation of electron motion. The equations obtained are identical with those of Hartree (40).
APPENDIX C

For any potential function $V(R, x)$ that is homogeneous and of degree $-1$ where

$$[T(R, x) + V(R, x)] \phi(R, x) = E(R)\phi(R, x), \quad \text{C. 1}$$

it follows that

$$[(1/k^2)T(R, x) + (1/k^2)V(R, x)] \phi(kR, kx) = E(kR)\phi(kR, kx). \quad \text{C. 2}$$

Taking the partial derivative with respect to $k$

$$[-(2/k^3)T(R, x) + (1/k^2)V(R, x)] \phi(kR, kx)$$

$$+ [(1/k^2)T(R, x) + (1/k) V(R, x)] \frac{\partial \phi(kR, kx)}{\partial k} = \frac{\partial E(kR)}{\partial k} \phi(kR, kx)$$

$$+ E(kR) \frac{\partial \phi(kR, kx)}{\partial k}. \quad \text{C. 3}$$

Multiplying through by $\phi(kR, kx)/\int |\phi(kR, kx)|^2 \, dx$, and integrating with respect to $dx$,

$$-2/k^2 T(kR) - 1/k V(kR) + \int \phi(kR, kx) [1/k^2 T(R, x) + 1/k V(R, x)] R \frac{\partial \phi(kR, kx)}{\partial k} \, d(kx)$$

$$= R \frac{\partial E(kR)}{\partial (kR)} + E(kR)R \int \phi(kR, kx) \frac{\partial \phi(kR, kx)}{\partial (kR)} \, d(kx) \quad \text{C. 4}$$

is found if $\phi(R, x)$ is normalized, where $T(kR)$, $V(kR)$ are averages of the kinetic energy operator and potential function respectively. From the fact
that \( \phi(R, x) \) is normalized, it also follows that

\[
\int \frac{\partial \phi(R, x)}{\partial R} \phi^*(R, x) \, dx = 0. \tag{C. 5}
\]

From the fact that the Hamiltonian is a Hermitian operator and using equation C. 2, the integral in equation C. 4 becomes

\[
R \int \frac{\partial \phi(kR, kx)}{\partial (kR)} \left[ \frac{1}{k^2} T(R, x) + \frac{1}{k} V(R, x) \right] \phi^*(kR, kx) \, d(kx)
\]

\[
= R \, E(kR) \int \frac{\partial \phi(kR, kx)}{\partial (kR)} \phi^*(kR, kx) \, d(kx) = 0. \tag{C. 6}
\]

It follows that equation C. 4 becomes, on setting \( k = 1 \)

\[
-2T(R) - V(R) = R \frac{\partial E(R)}{\partial R} = R \frac{dE(R)}{dR}, \tag{C. 7}
\]

or, using equation C. 1 after averaging over \( \phi(R, x) \),

\[
2E(R) + R \frac{dE(R)}{dR} = V(R). \tag{C. 8}
\]

Equation C. 8 constitutes the analogue of the virial theorem in quantum mechanics.
APPENDIX D

We define $\phi_n^\circ$ as an eigenfunction of the Hamiltonian

$$H\phi_n^\circ = \left[ \frac{-\hbar^2}{8\pi^2 m} \left( \nabla_1^2 + \nabla_2^2 \right) + (1+\alpha')U + V \right] \phi_n^\circ$$  \hspace{1cm} D. 1

with eigenvalues $E_n''$, where

$$U = 1/r_{12} - 1/r_{ab1} - 1/r_{ab2}$$ \hspace{1cm} D. 2

$$V = -1/r_{ba1} - 1/r_{ba2}.$$ \hspace{1cm} D. 3

Replacing $\alpha'$ by $\alpha' + \delta\alpha'$, the perturbed Hamiltonian

$$(H + \delta\alpha' U)\phi_n = E_n^\prime \phi_n$$ \hspace{1cm} D. 4

is obtained. From non-degenerate perturbation theory, the energy $E_n$ is given by

$$E_n = E_n'' + \langle \phi_n^\circ | U | \phi_n^\circ \rangle \delta\alpha' + o(\delta\alpha'')$$ \hspace{1cm} D. 5

or alternately, when we take $\phi_n^\circ$ to be the wave function for the lowest state having an eigenvalue $E_n''$ of equation D. 1

$$\frac{E-E''}{\delta\alpha'} = -\mu' + o(\delta\alpha')$$ \hspace{1cm} D. 6

where $\mu'$ is defined by equation V. 5. Now

$$\lim_{\delta\alpha' \to 0} \left[ \frac{E-E''}{\delta\alpha'} \right] = \frac{\partial E''}{\partial \alpha'}.$$ \hspace{1cm} D. 7
so it follows that

\[ \frac{\partial E''}{\partial \alpha'} = -\mu' \]

and if \( E'' = E' - \alpha' \mu \), then

\[ \frac{\partial E'}{\partial \alpha'} = \mu - \mu' \]

where \( \mu \) is defined by equation V. 4.
APPENDIX E

First, the one-electron potential will be defined in a general way so that the constrained Hamiltonian will have the same interpretation as given in Section V. Next, this general definition will be applied to the one-electron potential function defined by equation IV. 7.

Writing the assumed one-electron potential function as the sum

\[ V(1) = V_a(1) + V_r(1), \]  

where \( V_a \) is the attraction for the nuclei and \( V_r \) is the electron-electron repulsion term, by the same argument given in Section II it follows that the electron repulsion term which is consistent with the assumed one-electron potential is

\[ V_r(1) = V(1) + 1/r_a + 1/r_b \]  

since \( V_a(1) \) is exactly the last two terms of equation E. 2. The exact potential function for \( H_2 \) can be written as

\[ 1/r_{12} - 1/r_{a1} - 1/r_{a2} - 1/r_{b1} - 1/r_{b2} = U + Q. \]  

Defining

\[ U = 1/r_{12} - V_r(1) - V_r(2) \]  

and

\[ Q = V(1) + V(2), \]
we see from equations E. 1, E. 2 that $U + Q$ is the exact electronic potential for the hydrogen molecule.

The constraint defined by equation V. 3 now becomes

$$\mu' = (\Psi |-U|\Psi) \quad \text{E. 6}$$

$$\mu = (u|V_r|u) \quad \text{E. 7}$$

where $u$ is now a solution to a one-electron Schrödinger equation with a potential defined by equation E. 1 and $\Psi$ is an extreme for the integral

$$E'' = \left(\Psi \left| -\frac{\hbar^2}{8\pi^2 m} \left(\nabla^2 + \nabla^2_2\right) + (1+\alpha')U + Q \right|\Psi\right). \quad \text{E. 8}$$

With these definitions it follows that $\alpha'$ has exactly the same interpretation as before and this fact will be demonstrated below for a specific case.

Remembering that the one-electron potential containing an effective atomic number or screening constant was defined in this case by

$$V(1) = -\frac{k}{r_{ba}}, \quad \text{E. 9}$$

it follows from equation E. 2 that

$$V_r(1) = (1-k)/r_{ba} + 1/r_{ab}, \quad \text{E. 10}$$

from equation E. 4 that

$$U = 1/r_{12} - (1-k)/r_{ba1} - (1-k)/r_{ba2} - 1/r_{ab1} - 1/r_{ab2} \quad \text{E. 11}$$

and from equation E. 5 that

$$Q = -k/r_{ba1} - k/r_{ba2}. \quad \text{E. 12}$$
The analogues to equations E. 6 and E. 7 for this case are

\[ \mu_k' = (\Psi | -U| \Psi), \quad \text{E. 13} \]

\[ \mu_k = (u|V_r|u) \quad \text{E. 14} \]

where \( U \) and \( V_r \) are defined by equations E. 11 and E. 10, respectively.

We also define

\[ \gamma_k = (\Psi |-Q|\Psi), \quad \text{E. 15} \]

where \( Q \) is defined in this case by equation E. 12.

Assuming that \( \alpha' \) and \( k \) are constant, the virial theorem for equation E. 8 is

\[ 2E'' + R \frac{dE''}{dR} = -(1 + \alpha')\mu_k' - \gamma_k' \quad \text{E. 16} \]

since the potential is homogeneous and of degree -1 for these assumptions.

A treatment analogous to that in Appendix D gives

\[ \frac{\partial E''}{\partial \alpha'} = -\mu_k' \quad \text{E. 17} \]

and

\[ \frac{\partial E''}{\partial k} = \frac{\alpha'}{k} \gamma_k' \quad \text{E. 18} \]

Allowing \( \alpha' \) and \( k \) to become arbitrary functions of \( R \), it follows that

\[ \frac{\partial E''}{\partial R} = \frac{dE''}{dR} + \mu_k' \frac{d\alpha'}{dR} - \frac{\alpha'}{k} \gamma_k' \frac{dk}{dR} \quad \text{E. 19} \]

hence the virial theorem becomes

\[ 2E'' + R \frac{dE''}{dR} = -(1 + \alpha')\mu_k' - \gamma_k' \left(1 - \frac{\alpha'}{k} \frac{dk}{dR}\right) - R\mu_k' \frac{d\alpha'}{dR}. \quad \text{E. 20} \]
If we define

$$\gamma_k' \left(1 - \frac{\alpha'}{k} \frac{dk}{d\rho}\right) = \xi_k'$$  \hspace{1cm} E. 21

and, as before, if $E'' = E' - \alpha' \mu_k$ and $\phi = R\mu_k$, equation E. 20 becomes

$$2E' + R \frac{dE'}{dR} = \alpha' (\mu_k - \mu_k') + \alpha' \frac{d\phi_k}{dR} + R(\mu_k - \mu_k') \frac{d\alpha'}{dR} - \mu_k' - \xi_k'$$  \hspace{1cm} E. 22

For $\alpha' = -1$, $E'$ is equal to $E_{t-1/2R}$ as before. This follows from equations E. 7 and E. 8. For this value of $\alpha'$, $\mu_k'$ will be called $\mu_k^*$ and $\xi_k'$ will be designated by $\xi_k^*$. For $\alpha' = \alpha$, the value for which the constraint is satisfied, we define $E' = E = (\Psi|H|\Psi)$, $\xi_k'$ becomes $\xi_k$ and $\mu_k' = \mu_k$ by definition. If $\alpha'$ is set equal to zero, it can be seen from equation E. 8 that $E'' = E' = W$. This is exactly the interpretation of $\alpha'$ that was obtained in Section V except the terms $\mu_k'$, $\mu_k'$ and $\xi_k'$ have meanings altered by the presence of the term $k$.

Let $\alpha' = \alpha$ in equation E. 22, and from the above discussion it follows that

$$2E + R \frac{dE}{dR} = \alpha \frac{d\phi_k}{dR} - \mu_k - \xi_k.$$  \hspace{1cm} E. 23

Subtracting equation E. 22 from equation E. 23

$$2(E-E')+R \frac{d(E-E')}{dR} = (\xi_k' - \xi_k) + (\alpha - \alpha') \frac{d\phi_k}{dR} - (\mu_k - \mu_k') \frac{dR(\alpha' - \alpha)}{dR} - (\mu_k - \mu_k') \frac{dR(1+\alpha)}{dR}$$  \hspace{1cm} E. 24

is found after some rearranging. As before, an attempt to find a solution to equation E. 24 in terms of power series expansions will be made. By the same
argument given in Section V, the following expansions can be defined:

\[ R^2 (E' - E) = \sum_{n=2}^{\infty} \frac{\theta_n}{n!} \left[(\alpha' - \alpha)R\right]^n \]

\[ R(\mu_k - \mu_k') = \sum_{n=1}^{\infty} \frac{n\theta_n}{n!} \left[(\alpha' - \alpha)R\right]^n \] \hspace{1cm} E. 25

\[ (\xi_k - \xi_k') = \sum_{n=1}^{\infty} \frac{\beta_n}{n!} \left[(\alpha' - \alpha)\right]^n. \]

The coefficients \( \beta_n \) have a slightly different meaning than they did in Section V but their formal mathematical properties are the same. On substituting these expansions into equation E. 24

\[ \frac{d\theta_n}{dR} = \theta \frac{dR(1+\alpha)}{dR} + \frac{\beta_n}{R^{n-1}} \hspace{1cm} n > 1 \] \hspace{1cm} E. 26

and, for \( n = 1 \),

\[ \theta_2 \frac{dy}{dR} + \theta_1 + \frac{d\theta_k}{dR} = 0, \quad y = R(1+\alpha) \] \hspace{1cm} E. 27

are found which are equivalent to equations V. 35 and V. 36. Truncating the expansions in equation E. 25 to the first non-vanishing term, we find

\[ R^2 (E' - E) = \frac{\theta_2}{2} \left[R(\alpha' - \alpha)\right]^2 \] \hspace{1cm} E. 28

\[ (\mu_k - \mu_k') = \theta_2 (\alpha' - \alpha) \]

\[ (\xi_k - \xi_k') = \beta_1 (\alpha' - \alpha). \]

Setting \( \alpha' = -1 \) in equation E. 24

\[ \frac{df}{dR} = R(\xi_k^* - \xi_k) + y \frac{d\theta_k}{dR} \] \hspace{1cm} E. 29
is obtained where \( f \) is defined by equation V. 38 and equation E. 29 is equivalent to equation V. 41. For this value of \( \alpha' \), equation E. 28 becomes

\[
f = -\frac{\theta}{2} y^2
\]

\[
R(\mu_k - \mu_k^*) = -\theta_2 y \quad \text{E. 30}
\]

\[
R(\xi_k^* - \xi_k) = \beta_1 y.
\]

The set of equations E. 27, E. 29, E. 30 is equivalent to the set of equations V. 36, V. 41, V. 42, V. 43, V. 44 and, in fact, because of their identical form, this set of equations will result in an analogue to equations V. 48.

That is,

\[
\frac{d\theta_2}{dR} = 0. \quad \text{E. 31}
\]

This formal treatment is correct as long as the truncation made to obtain equation E. 28 is correct. This is known to be a good approximation when \( y \) is small. It can be shown that \( y \) actually becomes zero by the following argument. Equation V. 54 gave \( E_u - E_t = \mu - \mu' = \mu - \mu^* \), since it applies to the case \( \alpha' = -1 \), and investigation of Tables 7 and 10 shows that \( E_u - E_t \), hence \( \mu - \mu^* \), vanishes between \( R = 0.5 \) and \( R = 0.6 \). It follows from the second formula of equation E. 30 that \( y \) must vanish at this point and, hence, in this region of \( R \) the truncations must be accurate. In the following steps, where \( \alpha' \) is set equal to zero to obtain the analogue to equation V. 55, it follows that the validity of these truncations is open to question. In the present
A many electron function defined as a product of one-electron functions does not satisfy the Pauli Exclusion Principle. Fock (38) pointed out that if one employs a trial function expressed as a determinant

\[
\Phi = \frac{1}{\sqrt{n!}} \begin{vmatrix}
\phi_1(x_1) & \phi_1(x_2) & \cdots & \phi_1(x_n) \\
\phi_2(x_1) & \cdots & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots \\
\phi_n(x_1) & \cdots & \cdots & \phi_n(x_n)
\end{vmatrix}
\]

where \(\phi_i(x_k)\) is a function depending on both position and spin coordinates of the \(k^{\text{th}}\) electron, symbolized by \(x_k\), the Pauli Exclusion Principle is satisfied.

Since the determinant of equation I. 2 can be expressed as a sum of products of functions depending on the coordinates of one electron only, a function in the form of equation I. 2 also defines an electron distribution with minimum correlation compatible with the exclusion principle. The correlation energy is defined as the difference between the exact electronic energy of a system and the extreme of equation I. 1 provided by a function in the form given by equation I. 2.

Kolos and Roothaan (22) conclude that the best binding energy for the hydrogen molecule that can be obtained from a function in the form of equation I. 2 is 3.63 eV. Coulson (41), using an approximate function containing five terms, was the first to predict this limit accurately. This is to
treatment this question will be answered, as well as possible, by testing the accuracy of the predictions when this assumption is made.

Taking \( \alpha' \) equal to zero, the value for which the constraint is automatically satisfied, the first formula in equation E. 28 gives the analogue to equation V. 50 for this case, and by the same argument given in Section V

\[
W - E_u = \frac{9}{2} E. 32
\]

is found. Equations E. 31 and E. 32 mean that the correlation energy defined by equation E. 32 must be a constant no matter what function of \( R \) the parameter \( k \) may be. There is, however, a practical limit on this function for the following reason. \( E_u \) depends on \( k \) since it is the average of the exact Hamiltonian for \( H_2 \) over a product of one-electron eigenfunctions of the Schrödinger equation with a potential defined by equation E. 9. It is known, however, that the exact energy of the hydrogen molecule does not depend on a one-electron potential function in any way. Hence, if equation E. 32 is to accurately represent a relation between the exact energy \( W \) and \( E_u \), \( E_u \) must be made as insensitive as possible to a variation of the parameter \( k \) and, ideally \( E_u \) should not depend on \( k \) at all. The function of \( k \) for which \( E_u \) is the most insensitive to change in \( k \) is known to be that function of \( k \) which makes \( E_u \) a minimum. Hence, it follows that the prediction of equation E. 32 will be the most accurate when \( k \) is taken to be such a function of \( R \).
The test of equation E. 32 made in Section V verifies this reasoning. It is found that, when $k = 1$ for all $R$, $\theta^2/2$ is a fair approximation to a constant and when $k$ is so adjusted to make $E_u$ a minimum, equation E. 32 is even more accurately obeyed. It follows that the approximate solution to the virial equation, equation E. 24, given here is fairly accurate over the range of internuclear distance that has been tested by the methods given above. It should be mentioned, however, that extreme care must be used in extending the theory and a great deal of information is yet to be obtained before the validity of these approximations is well understood.
APPENDIX F

Assume that
\[ \alpha' - \alpha = b\beta(R) \]  \hspace{1cm} F. 1

where \( b \) is some constant and \( \beta(R) \) is an arbitrary function of \( R \). Replacing \( \alpha' - \alpha \) in each of the equations V. 21, V. 23, V. 30 by \( b\beta(R) \), it follows that, on substituting these series expansions into equation V. 20, no requirements can be placed on the function \( \beta(R) \) if it is to be arbitrary as assumed. When equating coefficients of \( (b)^n \) in equation V. 20, \( \beta(R) \) does indeed turn out to be a completely arbitrary function of \( R \). With this being the case, the recurrence relationship given by equation V. 31 and the terminal condition of equation V. 32 are required by equation V. 20.
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be compared with the experimental binding energy at the equilibrium internuclear distance, which is 4.75 eV (8). The correlation energy at this point is then 1.11 eV. It is found that the correlation energy increases to a limit of 7.74 eV (8) at infinite internuclear distance. These comparatively large correlation energies establish that accurate energy calculations are not possible when these one-electron functions (molecular orbitals) are employed in trial functions of the type of equation I.2. It may still be the case, however, that molecular orbitals can be employed in some different way which will permit more accurate calculations than those described above.

In this case the molecular orbitals must, however, be defined in some other manner than as solutions to the equations of Hartree or the modified equations of Fock. Slater (11) has suggested that the potential function for a single electron in a complex atom or molecule be calculated by an extension of the intuitive method employed by Hartree and has given a formula which is applicable to any type of wave function, correlated or not. In this way a molecular orbital can at least be defined and the deduction of molecular energies carried out in some appropriate manner to be developed later. With this in mind a rather simple potential function has been studied which approaches, at large internuclear distances, the correct potential function and which apparently provides a fair approximation near the equilibrium internuclear distance. This potential function may be explained as follows.
Assuming correlated motion of the electron in the hydrogen molecule, it follows that one electron would most probably be found in the neighborhood of one of the nuclei while the second electron is near the remaining nucleus. In the limit of infinite internuclear distance, this is certainly so and the potential for each electron becomes a coulomb potential centered on the nearest nucleus. In this model, it will be assumed that a coulomb potential prevails for the individual electrons at all internuclear distances. This assumption of a single electron coulomb potential carries with it an implication in addition to the assumption of extreme correlated motion. That is, for one electron to have a coulomb potential centered on the near nucleus, the remaining electron must screen the far nucleus completely. This is exact at very large internuclear distances but is certainly less accurate at small internuclear distances. A quantitative test of this potential will be given in Section II for the equilibrium internuclear distance.

With this potential it is now possible to write down the one-electron Hamiltonian for the hydrogen molecule. This Hamiltonian is a sum of a kinetic energy operator and the potential function. In treating the resulting differential equation, a departure from the usual technique is made. The hydrogen molecule has $D_2h$ symmetry, which means that an eigenfunction of the one electron Hamiltonian must either be symmetric or antisymmetric with respect to reflection through a plane perpendicular to and bisecting the line connecting the two nuclei. For this to be so, the component of the
gradient of this function normal to this plane must vanish, or the function itself must vanish on this plane, for a symmetric or antisymmetric function, respectively. Using one or the other of the above conditions as a condition on the symmetry plane allows one to consider the space on the one side of the symmetry plane only, with the function in the remaining half-space being generated by reflection through the symmetry plane.

It should be pointed out that this model is a natural adaptation of the Wigner-Seitz (9) treatment of solids to the homopolar two-electron bond. In their model, it is assumed that the electronic potential is that appropriate for the isolated atom. The resulting Schrödinger equation is solved using boundary conditions derived in the following way. Lines are drawn from the nucleus of the atom under consideration to the nucleus of each of its nearest neighbors. Planes perpendicular to and bisecting these lines are then used to construct a cell around the central nucleus. Boundary conditions, derived from symmetry, appropriate to the system under consideration are then applied on the surface of this cell which surrounds the central atom. This theory has had considerable success in predicting the binding energy of alkali metal crystals such as sodium (10), even when approximating to the cell with a sphere.

Because of the success of the Wigner-Seitz cell model in treating metallic solids, it seems of considerable interest to see if an extension to a homopolar diatomic bond has merit. If the model proves successful in this
application to the hydrogen molecule, it should also provide some physical insight into this type of bond. In addition it is hoped that, because of the relatively simple potential, extension to more complicated systems will prove possible, although this problem will not be considered here.

It will be shown that the molecular energy can be obtained from the model in a self-consistent way. This analysis is given in the first four parts of Section III (see also (37)). The results of this calculation provide a test of the ability of the model to describe bonding in the hydrogen molecule but, since the exact Hamiltonian was not averaged, the results cannot be directly compared with the work of others. This comparison is provided in Section IV by averaging the exact Hamiltonian for the hydrogen molecule over various forms of two-electron functions constructed from one-electron functions provided by the model. It is evident that, no matter what one-electron function is used, a product function can do no better than the SCF result. Rather than continue along the same lines and construct more complicated molecular wave functions, a theory is presented that, in principle, allows one to proceed directly to the total electronic energy without considering any average of the Hamiltonian other than that for the simple product of one-electron functions from the model. This theory and an application to the hydrogen molecule is given in Section V.
II. A ONE-ELECTRON POTENTIAL FOR THE
HYDROGEN MOLECULE

As stated in the Introduction, an approximate calculation of the
one-electron potential for the hydrogen molecule has been made in an effort
to test the accuracy of a coulomb potential. Because the model incorporates
the property of electron correlation, it is important for reasons of com-
parison that this calculation include correlation effects in the electron-
electron repulsion term. Slater (11) has considered this problem and sug-
gests that the potential of one electron in the field of the remaining electrons,
$V_e(1)$, can be obtained from

$$V_e(1) = \frac{\int u^*(1\ldots n; s_1 \ldots s_n) \left( \sum_{i=2}^{n} \frac{e^2}{r_{1i}} \right) u(1\ldots n; s_1 \ldots s_n) dv_2 dv_3 \ldots dv_n}{\int u^*(1\ldots n; s_1 \ldots s_n) u(1\ldots n; s_1 \ldots s_n) dv_2 dv_3 \ldots dv_n}. \quad \text{II. 1}$$

The integration is to be carried out over all spin coordinates and all spatial
coordinates except for those of the first electron. Each number, $n$, in paren-
theses refers to all spatial coordinates and $s_n$ represents the spin coordinates
of the $n^{\text{th}}$ electron. The symbol $dv_n$ designates the volume element for the $n^{\text{th}}$
electron. This equation is valid for any type of electron distribution and, in
fact, the type of distribution is determined by the function $u$. 


Ideally, the exact function for the hydrogen molecule should be used for \( u \), but practical considerations force one to consider the use of an approximate function. The simplest function having the character of a correlated electron distribution and going to the correct limit at large internuclear distance is the unscaled Heitler-London function, its form being

\[
\psi(1, 2) = a(1) b(2) + a(2) b(1)
\]

where \( a, b \) are hydrogen 1s atom orbitals centered around nuclei \( a, b \), respectively, and containing the coordinates of either electron one or two as indicated in the parentheses (see Figure 1). In this case the spin function is omitted since the spin and spatial parts of the wave function are factorable for a two electron system. Introducing this function into equation II.1

\[
V_e(1) = \frac{a^2(1) \int b^2(2)/r_{12}^2 \, dv_2 + 2a(1)b(1) \int a(2)b(2)/r_{12}^2 \, dv_2 + b^2(1) \int a^2(2)/r_{12}^2 \, dv_2}{a^2(1) + b^2(1) + 2a(1)b(1) \int a(2)b(2) \, dv_2}
\]

is obtained where \( V_e(1) \) is in atomic units. It is to be noted that \( V_e(1) \) is a function of the coordinates of electron one only, as indicated by the number in parentheses. If this electron is restricted to the neighborhood of, say, nucleus \( a \) and the internuclear distance is made large, \( b(1) \) will approach zero. Hence all terms but the first become negligible and this term approaches \( 1/r_b \). Now, the total one-electron potential in atomic units is defined as

\[
V(1) = -1/r_a -1/r_b + V_e(1)
\]
FIGURE 1. --The coordinate system for the hydrogen molecule

The nuclei are represented by a, b and the two electrons are designated by 1, 2. The distances between the respective particles are given by r with the appropriate subscripts.
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where the first two terms on the right represent the electron-nuclear attraction and the last term is the nuclear repulsion term. Taking $V_e(1)$ as $1/r_b$ with $R$ large, it follows that $V(1)$ becomes $-1/r_a$. This is the isolated atom potential, the correct potential for two hydrogen atoms at large distances, which confirms the statement that the Heitler-London function gives the correct potential at large internuclear distances.

Equation II. 3 was evaluated in the following manner. First, it is convenient to introduce elliptical coordinates, defined as

$$\lambda_i = \frac{r_{ai} + r_{bi}}{2R} \quad 1 \leq \lambda_i \leq \infty$$

$$\mu_i = \frac{r_{ai} - r_{bi}}{2R} \quad -1 \leq \mu_i \leq 1 \quad \text{II. 5}$$

$$0 \leq \phi \leq 2\pi$$

where the angle $\phi$ is measured from the xz plane. The denominator of II. 3 integrates immediately to give

$$\exp(-2r_{ai}) + \exp(-2r_{bi}) + \exp(2R\mu) \left[ H_2(2R, \infty) - \frac{(2R)^3}{3} H_0(2R, \infty) \right] \quad \text{II. 6}$$

where

$$H_n(a, b) = \int_a^b \exp(-t)t^n dt \quad \text{II. 7}$$

The evaluation of the integral in equation II. 7 is elementary and this provides all the information necessary to compute the normalization term. To evaluate
the first and third integrals appearing in the numerator of equation II. 3 it is necessary to consider the expansion of $1/r_{12}$ in spherical polar coordinates (12). When this expansion is introduced into the first and third integrals of equation II. 3

$$\pi \left[ \frac{H_2(0, 2r_{bl})}{2r_{bl}} + H_1(2r_{bl}, \infty) \right]$$  \text{II. 8}

results for the first integral and

$$\pi \left[ \frac{H_2(0, 2r_{al})}{2r_{al}} + H_1(2r_{al}, \infty) \right]$$  \text{II. 9}

results for the third integral. Evaluation of the second integral is somewhat more cumbersome in that the expansion of $1/r_{12}$ must be used in elliptical coordinates. The expansion used is given by Preuss (13) where his $R$ is twice that used in this analysis. The second integral in equation II. 3 becomes

$$4\pi R^2 \left\{ \left[ Q_0(\lambda_1) - P_2(\mu_1)Q_2(\lambda_1) \right] \left[ R_2 - K_0/3 \right] + \left[ I_2 - I_0/3 \right] \left[ 1 - P_2(\mu_1)P_2(\lambda_1) \right] + P_2(\lambda_1)P_2(\mu_1)K_1 \right\}$$  \text{II. 10}

where $P_n$, $Q_n$ are Legendre functions of the first and second kind, respectively. The remaining terms are integrals defined as follows:

$$K_n = \int_{\lambda_1}^{\infty} \exp(-2Rt)t^n dt$$  \text{II. 11}

$$K_\lambda = \int_{\lambda_1}^{\infty} \exp(-2Rt)t^n dt$$  \text{II. 12}

$$I_n = \int_{\lambda_1}^{\infty} \exp(-2Rt)t^n Q_0(t) dt$$  \text{II. 13}
All terms, with the exception of those involving $I_n$, can be integrated immediately, so these terms were computed at each desired point on the potential surface. Changes of the independent variable and integration by parts reduces the term $-I_0/3$ to a sum of known functions and integral logarithms. In order to make maximum use of the existing tables of integral logarithms (42), this term was calculated at a series of closely spaced points corresponding to tabulated values of the integral logarithm and then interpolated to obtain the required values to complete the calculation of $V_e(1)$.

The quantity $+V(1)$ is given in Table 1 as a function of the Cartesian coordinates $z$, $x$ where $z$ is shown horizontally and $x$ vertically. The origin of the coordinate system is taken as the midpoint of the line connecting the two nuclei (Figure 1) and the quantities $+V(1)$ and distance are in atomic units. It is necessary to show only a cross-section containing the $z$ axis since the potential does not depend on the angle $\phi$. The resulting potential is illustrated in Figure 2 by a series of equipotential lines. This figure shows the potential surface for one electron in the hydrogen molecule under the assumption that the electron-electron repulsion is given by Slater's formula using the Heitler-London function as an approximation to the exact function.

We are now in a position to compare the assumed potential, $-1/r_b$, with that computed from equation II. 4. If the potential were $-1/r_b$, on the left side of the symmetry plane in Figure 2, the equipotential lines would be circles. This is a fair approximation except in the vicinity of the symmetry
**TABLE 1.** An approximate one-electron potential for the hydrogen molecule at the equilibrium internuclear distance

<table>
<thead>
<tr>
<th>X</th>
<th>0.0</th>
<th>0.2</th>
<th>0.4</th>
<th>0.7</th>
<th>0.9</th>
<th>1.1</th>
<th>1.3</th>
<th>1.5</th>
<th>1.7</th>
<th>2.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>-1.9945</td>
<td>-2.2693</td>
<td>-3.4561</td>
<td>-∞</td>
<td>-5.0020</td>
<td>-2.4805</td>
<td>-1.6363</td>
<td>-1.2176</td>
<td>-0.9657</td>
<td>-0.6858</td>
</tr>
<tr>
<td>0.2</td>
<td>-1.9129</td>
<td>-2.1220</td>
<td>-2.8983</td>
<td>-5.0298</td>
<td>-3.5338</td>
<td>-2.2147</td>
<td>-1.5498</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>-1.6782</td>
<td>-1.7853</td>
<td>-2.1027</td>
<td>-2.5171</td>
<td>-2.2261</td>
<td>-1.7426</td>
<td>-1.3539</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>-1.4017</td>
<td>-1.4495</td>
<td>-1.5668</td>
<td>-1.6715</td>
<td>-1.5639</td>
<td>-1.3579</td>
<td>-1.1436</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>-1.1593</td>
<td>-1.1787</td>
<td>-1.2211</td>
<td>-1.2448</td>
<td>-1.1897</td>
<td>-1.0859</td>
<td>-0.9639</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>-0.9664</td>
<td>-0.9734</td>
<td>-0.9879</td>
<td>-0.9871</td>
<td>-0.9537</td>
<td>-0.8946</td>
<td>-0.8214</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>-0.8169</td>
<td>-0.8203</td>
<td>-0.8226</td>
<td>-0.8154</td>
<td>-0.7933</td>
<td>-0.7561</td>
<td>-0.7091</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td>-0.7015</td>
<td>-0.7021</td>
<td>-0.7023</td>
<td>-0.6936</td>
<td>-0.6779</td>
<td>-0.6533</td>
<td>-0.6219</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.6</td>
<td>-0.6129</td>
<td>-0.6127</td>
<td>-0.6111</td>
<td>-0.6031</td>
<td>-0.5872</td>
<td>-0.5764</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.8</td>
<td>-0.5452</td>
<td>-0.5309</td>
<td>-0.5294</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
FIGURE 2. - Equipotential lines for the hydrogen molecule at the equilibrium internuclear distance
plane. A more accurate estimation of the deviations from the Coulomb law is provided by Figure 3. The potential \(-V(l)\) is shown as a function of \(1/r_b\) along each of three directions radiating from nucleus \(b\); the first (curve A) along the line \(be\) of Figure 1, the second (B) along \(bd\) perpendicular to the line of centers, and the third line (C) along \(bc\). If the Coulomb law were an accurate approximation, the curves should be straight lines with a slope of 45 degrees. This is accurate for curve B and curve A deviates only slightly from such a line. Curve C deviates more markedly from a straight line although it approaches this line asymptotically at small values of \(r_b\). It can be concluded that this simple potential agrees quite well with the one computed from an approximation based on the Heitler-London wave function except in the vicinity of the symmetry plane. Hence, a Coulomb potential centered on the near nucleus will be employed as an approximation to the actual potential in the investigation of the model described in the Introduction.
FIGURE 3. $-V$ vs. $1/r_b$. Curves A, B and C refer to the respective lines be, bd, and bc of Figure 2.
III. ANALYSIS OF THE MODEL

A. Mathematical Formulation

In more specific terms the coulomb potential for a single electron is given by $-1/r_b$ on the left side of the symmetry plane, that is $r_a > r_b$, and $-1/r_a$ on the right side of the symmetry plane, $r_b < r_a$ (see Figure 2). Throughout this work, the convention of treating the left side of the symmetry plane will be adopted. Also all terms will be given in atomic units unless otherwise stated and the term $1/2R$, the nuclear repulsion term, will be omitted from all potential terms. With this convention, it follows that $\mu$ is confined to the interval $(0, 1)^*$ while $\lambda$ is confined to $(1, \infty)$. The potential for the left side becomes

$$V = \frac{-1}{R(\lambda - \mu)} \quad \text{III. 1}$$

in elliptic coordinates. In certain instances it may be worthwhile to consider a formula which applies to both sides of the dividing plane, that is, over the complete interval $(-1, 1)$ for $\mu$. Such a formula is as follows

$$V = \frac{-1}{R(\lambda - |\mu|)} \quad \text{III. 2}$$

*The notation used means that if $(a, b)$ is a closed interval for $x$, then $a \leq x \leq b$ and the open interval $(a, b)$ for $x$ implies $a < x < b$. It is also stipulated that $b > a$.  
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where $|\mu|$ denotes the absolute value of $\mu$. An additional pair of symbols $r_{ba}$ and $r_{ab}$, denoting respectively the distances of a point from the nearest and furthest nuclei, will be found useful later. In elliptic coordinates these quantities are given by the following formulae:

$$r_{ba} = R(\lambda - |\mu|)$$  \hspace{1cm} III. 3

$$r_{ab} = R(\lambda + |\mu|).$$  \hspace{1cm} III. 4

In terms of this notation equation III. 2 becomes

$$V = \frac{-1}{R(\lambda - |\mu|)} = \frac{-1}{r_{ba}}.$$  \hspace{1cm} III. 5

The assumption of a coulomb potential on either side of the symmetry plane has an interesting consequence. If the potential on one side were to be coulombic, $V(1)$ of equation II. 4 would become $-1/r_b$. Solving for $V_e(1)$, the electron-electron repulsion term is found to be $1/r_a$. It follows, as a result of the assumed coulombic potential, that $1/r_a$ replaces $V_e(1)$ of equation II. 1 or II. 4.

Remembering the conventions introduced, the one-electron Schrödinger equation for the model is

$$-1/2 \nabla^2 \Psi - 1/r_b \Psi = \epsilon \Psi$$  \hspace{1cm} III. 6
where \( \varepsilon \) is the one-electron energy. Introducing \( \psi = M(\mu) \Lambda(\lambda) e^{i m \phi} \) the equation is separable into the two ordinary differential equations

\[
\frac{d}{d\lambda} \left[ (\lambda^2 - 1) \frac{d\Lambda}{d\lambda} \right] + \left[ -p^2 \lambda^2 + 2R \lambda - \frac{m^2}{\lambda^2 - 1} + A \right] \Lambda = 0 \tag{III.7}
\]

\[
\frac{d}{d\mu} \left[ (1 - \mu^2) \frac{dM}{d\mu} \right] + \left[ \frac{2}{p} \mu^2 + 2R \mu - \frac{m^2}{1 - \mu^2} - A \right] M = 0 \tag{III.8}
\]

where \( A \) is a separation parameter, and \( p^2 = -2R^2 \varepsilon \). The boundary conditions are: (i) \( M \) or its first derivative with respect to \( \mu \) vanish on the symmetry plane, \( \mu = 0 \), and is bounded at \( \mu = 1 \); (ii) \( \Lambda \) must be bounded at \( \lambda = 1 \) and vanish at \( \lambda = \infty \).

Equation III.7 has been studied by Jaffe (14), and equation III.8 has been treated by Wilson (15). The boundary conditions employed by Wilson are different from the above but the analysis is otherwise applicable. For the sake of completeness the analyses and the necessary modifications to our equations are outlined below.

The new independent variable \( w = \frac{\lambda - 1}{\lambda + 1} \) and the new dependent variable

\[
\Lambda = (\lambda^2 - 1)^{m/2}(\lambda + 1)^{\sigma} e^{-p\lambda} y, \quad \sigma = \frac{R}{p} - m - 1 \tag{III.9}
\]
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are introduced into equation III. 7. The resulting equation for $Y$ is

$$w(1-w^2) \frac{d^2Y}{dw^2} + \left[ -(m+2\sigma-1)w^2 + 2(\sigma-2p-1)w + m + 1 \right] \frac{dY}{dw} \quad \text{III. 10}$$

$$+ \left[ \sigma(\sigma+m)w + \sigma(1+2p) + m(m+1+\sigma) + A - p^2 \right] Y = 0.$$  

$Y$ must be bounded at $\lambda = 1$ in order that $\Lambda$ be bounded. Introducing the series $Y = \sum_{t=0}^{\infty} g_t w^t$, which is necessarily bounded at $\lambda = 1$, leads to the recurrence formula

$$\alpha_t g_{t+1} - \beta_t g_t + \gamma_t g_{t-1} = 0 \quad \text{III. 11}$$

with the terminal condition $\alpha_1 g_1 - \beta_0 g_0 = 0$, where

$$\alpha_t = (t+1)(t+1+m) \quad \beta_t = 2t^2 + (4p-2\sigma) t - A + p^2 - 2p\sigma - (m+1)(m+\sigma) \quad \text{III. 12}$$

$$\gamma_t = (t-\sigma)(t-1+m-\sigma).$$

The second solution to equation III. 10 is not bounded at $\lambda = 1$ and is not representable as a series of positive powers of $w$ (25). The ratio $T_t = g_t / g_{t-1}$ was shown by Jaffe to be obtainable from the continued fraction

$$T_t = \frac{\gamma_t}{\beta_t} \frac{\alpha_t \gamma_{t+1}}{-\beta_{t+1}} \frac{\alpha_{t+1} \gamma_{t+2}}{-\beta_{t+2}} \ldots \quad \text{III. 13}$$
which converges for a solution of equation III. 10 bounded at \( w = 1 \). From equation III. 9 it follows that \( \Lambda \) vanishes at \( \lambda = \infty \). When \( t = 1 \), then 
\[
T_1 = \frac{\beta_0}{\alpha_0}, \quad \text{and the continued fraction becomes}
\]
\[
\frac{\beta_0}{\alpha_0} = \frac{\gamma_1}{\beta_1} \frac{\alpha_1}{-\beta_2} \frac{\gamma_2}{-\beta_3} \frac{\alpha_2}{-\beta_4} \frac{\gamma_3}{-\beta_5} \ldots
\]  
III. 14

This equation has as its roots the eigenvalues of \( p \) for a given \( \Lambda \) or vice versa.

Introducing, following Wilson, the new dependent variable \( F \) through
\[
M = (1 - \mu^2)^{m/2} e^{+p(\mu-1)} F
\]  
III. 15
and the new independent variable \( x = \mu - 1 \), equation III. 8 becomes
\[
x(x+2) \frac{d^2 F}{dx^2} + 2 \left[ m + 1 + (m + 1 + 2p) x + px^2 \right] \frac{dF}{dx} \\
+ \{ q - 2[R - p(m+1)] x \} F = 0
\]  
III. 16
where
\[
q = A - p^2 + (m+1)(m+2p) - 2R.
\]  
III. 17

Substituting the power series expansion
\[
F = \sum_{t=0}^{\infty} a_t x^t
\]  
III. 18
into equation III. 16, the following recurrence formula is obtained;

\[ 2(t+1)(t+1+m)a_{t+1} + [t(t+2m+1+4p)+q]a_t + 2(pt-R+pm)a_{t-1} = 0. \]  

III. 19

The terminal condition for \( t = 0 \) is

\[ 2(m+1)a_1 + qa_0 = 0. \]  

III. 20

This series expansion assures that \( F \), hence \( M \), is analytic at \( \mu = 1 \). By imposing the remaining boundary condition, the one on the symmetry plane, a second equation in \( A \) and \( p \) is found. In one case, for a solution symmetric with respect to reflection through the symmetry plane, \( dM/d\mu = 0 \) at \( \mu = 0 \) gives

\[ \sum_{t=0}^{\infty} (-1)^t(p-1)a_t = 0 \]  

III. 21

and in the second case, for a solution antisymmetric with respect to reflection through the symmetry plane, \( M = 0 \) at \( \mu = 0 \) gives

\[ \sum_{t=0}^{\infty} (-1)^t a_t = 0. \]  

III. 22

Since equation III. 8 contains no odd powers of \( p \), \( p \) can be replaced with \(-p\) without altering the equation. Introducing this change into equation III. 15 gives a different representation of the same solution to equation III. 8, which is characterized by replacing \( p \) by \(-p\) in equations III. 16, III. 17, III. 19, III. 21 and III. 22. Both forms of the solution to equation III. 8 were studied and gave, as required, identical eigenvalues. It was found that the first
form of solution, corresponding to the equations listed above, converged much faster at large R and therefore was the one most generally employed.

The two equations III. 14 and III. 21 or III. 22 give two relationships between A and p, where simultaneous solution for a given R and m constitutes a pair of eigenvalues for the system. Although these equations determine, in principle, the eigenvalues for A and p, no simple formula is available for numerical calculation. For this reason, a program for a digital computer was written which, given starting values for A, p, would systematically vary one and then the other of the parameters until a pair of eigenvalues of predetermined accuracy is found. The details concerning this program are given in Appendix A.

These relationships are adequate for calculating eigenvalues but the expression for A has a decided disadvantage in calculating matrix elements since complicated integrals arise. This difficulty can be avoided entirely by expanding A in an appropriate series of Laguerre polynomials. Making the substitution

$$
\Lambda = \left[ \left( \frac{r^2}{4p^2} \right) + \frac{r}{p} \right]^{m/2} e^{-r/2} \sum_{n=0}^{\infty} b_n L_n^{(m)}(r)
$$

III. 23

into equation III. 7, where $$r = 2p(\lambda - 1)$$ and $$L_n^{(m)}(r)$$ is an associated Laguerre polynomial as defined by Szegö (16), we find the following three-term
recurrence formula for the coefficients:

\[ n(\sigma-n+1)b_{n-1} - \left[ q+4R+(m+1-4p)n+(\sigma-n)(2n+m+1) \right] b_n \]
\[ + (n+m+1)(\sigma-n+m) b_{n+1} = 0 \]

with the terminal condition

\[ (m+1)(\sigma+m)b_0 - (q+4R+\sigma+m\sigma)b_0 = 0. \]

This solution is bounded at \( \lambda = 1 \) and also goes to zero exponentially as \( \lambda \) goes to \( \infty \), as required. It is of interest that the coefficients \( g_n \) of equation III. 11 are related to the above coefficients \( b_n \), when \( m = 0 \), by

\[ b_n = \frac{\Gamma(n+1)}{\Gamma(n-\sigma)} g_n \]

where \( \Gamma \) is a gamma function. No proof will be given for this relationship since it is not used in any of the remaining analyses.

Although equation III. 23 is useful for many purposes, yet another representation of the solution to equation III. 7 will be found to be useful, especially when dealing with excited state functions. Designating \( p, A \) as the eigenparameters for the ground state and \( m, p', A' \) as the eigenparameters for a certain excited state, the solution to the excited state differential equation can be found in the following way. Introducing into equation III. 7

\[ \Lambda = (\lambda^2-1)^{m/2} e^{-r/2} \sum_{n=0}^{\infty} c_n L_n^{(m)}(r) \]

III. 27
where \( r \) has the definition given above, the following recurrence relationship is found for the coefficients:

\[
\begin{align*}
\alpha (n+m+2)(n+m+1)c_{n+2} & - (n+m+1) \left[ \sigma - n + m + 2\alpha (2n+m+2p+2) \right] c_{n+1} \\
+ \left\{ q'' + 2R - 4pn + \sigma (m+1) + 2n(\sigma - n) + \alpha \left[ 4p(2n+m+1) + 6n(n+m+1) + (m+1)(m+2) \right] \right\} c_n \\
- n[\sigma - n + 2\alpha + 2p + 2n + m] c_{n-1} + \alpha n(n-1)c_{n-2} &= 0,
\end{align*}
\]

where \( q'' = A'' + (m+1)(m-2p) - p''^2 \), \( \sigma = (R/p) - m - 1 \), \( 4\alpha = 1 - (p''/p)^2 \).

Although this expansion is not as convenient as equation III. 23 and the coefficients, \( c_n \), may not decrease as rapidly as the expansion in the variable corresponding to the excited state being studied, this expansion has one decided advantage. That is, when dealing with integrals involving a product of two functions for different states, by representing one of the functions as the expansion defined by equation III. 23, the orthogonality relationship between Laguerre polynomials of different degree is preserved. The only added complexity arises from having to deal with the five term recurrence relationship, equation III. 28. This is manifest in the increased amount of arithmetic in handling the five terms and in the terminal conditions. However, the arithmetic is a minor matter when a digital computer is employed. Also, since the solution in terms of the excited state \( p'' \) is known, the following special technique can be used to handle the terminal conditions.

Terminal relationships between the coefficients \( c_0, c_1, c_2 \) and \( c_0, c_1, c_2, c_3 \) follow automatically from equation III. 28 for \( n = 0 \) and \( n = 1 \). Ordinarily the
third terminal condition necessary to determine the coefficients of equation III. 28 is found by truncating the expansion in equation III. 27 at some maximum value of \( n \) (26). The following derivation gives a more appropriate condition on the coefficients and, at the same time, is numerically easier to use than this third terminal condition. The following technique is also used to determine a value for the arbitrary coefficient \( c_0 \) which insures that solutions represented by equations III. 23 and III. 27 are normalized to the same value. Hence the normalization constant can be calculated from equation III. 23 rather than from the more slowly convergent expansion of equation III. 27. For \( m = 0 \), equating equation III. 23 to III. 27, multiplying through by \( \exp(-r/2)L_n(r) \) and integrating with respect to \( r \), the relationship

\[
C_k = \sum_{n=0}^{\infty} \left( \int_0^\infty b_n \exp\left(-\frac{r^2+r}{2}\right) L_n(r) L_k(r) \, dr \right) = \sum_{n=0}^{\infty} \frac{k}{n} b_n ^n
\]

is required for the coefficient \( c_k \). Utilizing the generating function for the Laguerre polynomials (16) it is easily shown that

\[
I_n^0 = \frac{2p^n}{p + p'} \beta^n
\]

\[
I_n^1 = \frac{-4}{(1-p''/p)^2} [(n+1)\beta^n - npn^{-1}] + I_n^0
\]

where \( \beta = (p''/p'')(p + p') \). Now, with the condition on \( c_0 \)

\[
c_0 = \sum_{n=0}^{\infty} I_n^0 b_n
\]
equation III. 27 will have the same normalization constant as the expansion in equation III. 23. With $c_1$ determined by

$$c_1 = \sum_{n=0}^{\infty} \frac{1}{n} b_n \quad \text{III. 32}$$

along with the two starting terminal conditions, equation III. 28 can be used to generate the coefficients of equation III. 27 without recourse to the terminal condition at large $n$.

In discussing the differential equation for $M$ it is convenient to introduce the potential as defined in equation III. 5, which is defined over the range $(-1, 1)$ for the variable $\mu$. In this instance, the differential equation for $M$ (III. 8) becomes

$$\frac{d}{d\mu} \left[ (1-\mu^2) \frac{dM}{d\mu} \right] + (p^2 \mu^2 + 2R |\mu| - \frac{m^2}{1-\mu^2} - A) M = 0. \quad \text{III. 33}$$

This differs from equation III. 8 only in the term $|\mu|$. To find a solution for equation III. 33 in terms of the associated Legendre functions, we first introduce

$$|\mu| P_{2n} = \sum_{l=0}^{\infty} g_{2n, 2l} P_{2l}^{(2)}(\mu) \quad \text{III. 34}$$

and then substitute

$$M = \sum_{n=0}^{\infty} h_{2n, 2n} P_{2n}^{(m)}(\mu) \quad \text{III. 35}$$
into equation III. 33. We obtain

\[ [A_{2n-2} + 2R g_{2n-2, 2n}] h_{2n-2} + [B_{2n} + 2R g_{2n, 2n}] h_{2n} \]

\[ + [C_{2n+2} + 2R g_{2n-2, 2n}] h_{2n+2} = -2R \sum_{l=1}^{n-1} g_{2l+1, 2n}, \quad l \neq n-1, n, n+1 \]

as the recurrence formula for the coefficients, where the quantities are defined as follows:

\[ A_{2n-2} = p^2 \gamma_{2n-2} \]

\[ \gamma_n = \frac{(n+1)(n+2)}{(2n+1)(2n+3)} \]

\[ B_{2n} = \beta_{2n} p^2 A - 2n(2n+1) \]

\[ \beta_n = \frac{4n^3 + 6n^2 - 1}{(2n+1)(2n-1)(2n+3)} \]

\[ C_{2n+2} = p^2 \epsilon_{2n+2} \]

\[ \epsilon_n = \frac{n(n-1)}{(2n+1)(2n-1)} \]

\[ g_{2k, 2l} = (2l+1) \int_0^1 P_{2l+1} P_{2k} d\mu + 1 \int_0^1 P_{2l-1} P_{2k} d\mu. \]

It will be noted that equation III. 36 involves every coefficient that is not assumed to be zero; hence this representation is not useful for the calculation of eigenvalues but has utility in developing a solution convenient for computing average values. Also, equation III. 36 is written in a form that will generate even solutions to equation III. 33 only. To obtain the analogous formula for the odd solutions, substitute everywhere \( n-1 \) for \( n \).

It is also of interest to note that if the absolute value of \( \mu \) is expanded in a Legendre series and only the first two terms are retained, on substituting this truncated series into equation III. 33 a differential equation is obtained
which has been treated extensively by Stratton, et al. (17). This approximation will be excellent as \( R \) becomes small, and hence, Stratton's results give a good indication how the solutions to equation III. 33 behave in this region.

Let the linear differential operators on the left side of equations III. 7 and III. 8, excluding the term \( A \) be designated by \( Q \) and \( S \), respectively. Then the requirement that the following integrals be extremes with respect to variation in \( f \) and \( g \)

\[
J = \frac{\int_{-\infty}^{\infty} fQf \, dv}{\int_{-\infty}^{\infty} f^2 \, dv} \tag{III. 38}
\]

\[
K = \frac{\int_{0}^{1} gSg \, dv}{\int_{0}^{1} g^2 \, dv} \tag{III. 39}
\]
gives the differential equations III. 7 and III. 8 if \( f, g \) are functions satisfying the same boundary conditions as \( A \) and \( M \) respectively. These conditions are exact and follow immediately from the calculus of variations as applied to Sturm-Liouville problems (27). The integrals are given explicitly, for future reference, since approximate values of the eigenvalue \( A \), and approximate eigenfunctions, are obtained by this method in subsequent chapters. We note that \( K = A \) when \( g = M \), the solution to equation III. 8, and \( J = -A \) when \( f = A \), the solution to equation III. 7.
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Since preliminary values of $A, p$ are necessary to start the successive approximation method employed with the digital computer it will be useful to obtain approximate relationships between the eigenparameters which will generate these starting values. These starting values do not have to be of high accuracy but very little is known about how $p$ behaves and even less is known about $A$. We do know that $p$ goes to $R/n$ as $R$ becomes both large and small. This follows from the fact that $\varepsilon$ must go to the hydrogen atom energy $-1/2n^2$, where $n$ is the principal quantum number, at these extremes in $R$.

One approximate relation between $A$ and $p$ is obtained from equation III. 39, with $m = 0$, by setting $g$ equal to a constant. This function satisfies the boundary condition $(dM/d\mu)_{\mu=0} = 0$ and gives the relationship

$$A = p^{2/3} + R$$

as an approximation to the largest eigenvalue, $A$, of equation III. 8. It is to be noted in passing that, no matter what solution of equation III. 7 is involved, the wave function in this case has symmetry $\sigma^g_u$ using the conventional notation for diatomic molecules (28). If, with $m = 0$, we let $g = \mu$, which satisfies the boundary condition $(M)_{\mu=0} = 0$, it follows from equation III. 39 $A$ is given approximately by

$$A = p^{2/2} + 2R/3 - 2.$$
This is an approximation to the highest eigenvalue, \( A_n \), of equation III. 8 corresponding to a function antisymmetric with respect to reflection through the dividing plane. The total wave function, \( \Psi \), has the symmetry described by the term symbol \( \sigma_u \).

A further relation between \( R \) and \( \varepsilon \), hence \( p \), can be obtained from averaging the Hamiltonian operator of equation III. 6 over the variation function \( \exp(-R\lambda)\cosh\mu \). This function has symmetry appropriate to \( \sigma_g \). From these values of the energy, approximate values of \( p \) can be obtained which will serve well as starting values. This method provides an approximation only to the lowest energy state.

For higher energy states, adequate starting values were found from the following simple scheme. At small \( R \), the terms linear in \( \lambda, \mu \) in equations III. 7 and III. 8 become negligible, hence approximating to the equations whose solutions and eigenvalues are tabulated by Stratton, et al. (17). Hence from these tables approximate values of \( p \) and \( A \) were obtained at small \( R \) for all states of interest. These starting values were then used in the digital computer program to obtain the exact eigenvalues \( A, p \) for these various states. Rough extrapolation to larger \( R \) provides another series of starting values. The eigenvalues \( A, p \) for any given state can be built up in this way for the complete range of \( R, (0, \infty) \). Admittedly this is a very rough scheme for finding starting values; however, it proved adequate. This fact points out some measure of flexibility in the digital computer program.
B. A One-Electron Correlation Diagram

Solving the set of differential equations generated by the model, equations III. 7, III. 8, the energy for one electron $\epsilon$ (or its equivalent; p) and the eigenparameter $A$ has been found as a function of $R$ and at the various values of $m$. A one-electron correlation diagram, showing $\epsilon$ as a function of $R$ for all states correlating to the separated atom with $n = 1, 2, 3$, is shown in Figure 4. Following that, in Table 2, the eigenparameters for these states are listed as a function of $R$. The accuracy of these eigenparameters is indicated by the number of figures listed. It is to be noted that the last figure quoted is somewhat uncertain. The program from which these values were obtained has a provision for varying the accuracy and hence the number of significant figures will vary. States of more interest, such as the ground state near the equilibrium internuclear distance, were studied with greater accuracy than states of less immediate interest.

In order to better distinguish the various states, the following notation has been devised. After each state the two numbers $(j, k)$ have been added. The second number $k$, for a given molecular state gives 1, the total orbital angular momentum of the combined atom subshell to which this state
correlates. The first number, $j$, gives $n-1-1$ for the combined atom to which
the molecular state correlates. Obviously $j+k = n-1$, hence the molecular
state must correlate to a combined atom with a major quantum number of $n$,
or $j+k+1$.

One advantage of this notation is that it makes it possible to
recognize the similarity between certain states. Note that states having the
same value of $m^2$ and $k$ behave in the same way whatever value $j$ may take.
For example, consider the states $\sigma_g (j, 0)$, where $j = 0, 1, 2$. In each case
correlation is between combined atom and separated atom states with the
same value of $n$. Their behavior for intermediate values of $R$ is also quite
similar. Other examples are obvious from the consideration of Figure 4.
This regular behavior is useful in predicting the character of higher states.
For instance, if one wished to correlate states going to separated atoms with
$n = 4$, one could arrive at the qualitative behavior of these states just by con-
sidering the lower states.

Table 2 affords some general information on the behavior of $A$.
At small $R$ it is seen that this quantity goes to $-1(1-1)$. This is expected be-
havior when one considers the results obtained by Stratton, et al. (17).
This analogy, at small $R$, was pointed out earlier. In the case of the $\sigma_g (0, 0)$
and $\sigma_u (0, 1)$ states, $A$ is found from a variation treatment to behave as $R^2$
in the limit of large $R$. No further investigation of the significance or be-
havior of $A$ has been made.
FIGURE 4. -- The one-electron correlation diagram for the hydrogen molecule
TABLE 2.—The eigenvalues, $p$ and $A$, tabulated as a function of $R$ for various states

<table>
<thead>
<tr>
<th>$R$</th>
<th>$A$</th>
<th>$p$</th>
<th>$A$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{g}(0,0)$ State</td>
<td></td>
<td></td>
<td>$\sigma_{u}(0,1)$ State</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>0.0516</td>
<td>0.0524</td>
<td>-1.5324</td>
<td>0.1646</td>
</tr>
<tr>
<td>0.10</td>
<td>0.1047</td>
<td>0.1088</td>
<td>-1.1915</td>
<td>0.3004</td>
</tr>
<tr>
<td>0.30</td>
<td>0.34737</td>
<td>0.34770</td>
<td>-0.8066</td>
<td>0.4707</td>
</tr>
<tr>
<td>0.50</td>
<td>0.63748</td>
<td>0.58157</td>
<td>-0.8060</td>
<td>0.47073</td>
</tr>
<tr>
<td>0.70</td>
<td>0.97400</td>
<td>0.80260</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.71</td>
<td>0.99184</td>
<td>0.81328</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.72</td>
<td>1.01000</td>
<td>0.82397</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.73</td>
<td>1.02820</td>
<td>0.83461</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.80</td>
<td>1.15911</td>
<td>0.90847</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td>1.35583</td>
<td>1.01169</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.00</td>
<td>1.5625</td>
<td>1.1124</td>
<td>-0.1010</td>
<td>0.7857</td>
</tr>
<tr>
<td>1.10</td>
<td>1.78672</td>
<td>1.21249</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.20</td>
<td>2.0168</td>
<td>1.3094</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.30</td>
<td>2.26948</td>
<td>1.40694</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.40</td>
<td>2.5266</td>
<td>1.5019</td>
<td>1.1281</td>
<td>1.2477</td>
</tr>
<tr>
<td>1.50</td>
<td>2.8122</td>
<td>1.59825</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.00</td>
<td>4.4434</td>
<td>2.0677</td>
<td>3.4811</td>
<td>1.9193</td>
</tr>
<tr>
<td>3.00</td>
<td>9.1817</td>
<td>3.0219</td>
<td>8.8106</td>
<td>2.9772</td>
</tr>
<tr>
<td>4.00</td>
<td>16.0673</td>
<td>4.0666</td>
<td>16.9330</td>
<td>3.9934</td>
</tr>
<tr>
<td>5.00</td>
<td>25.0049</td>
<td>5.0004</td>
<td>24.9647</td>
<td>4.9971</td>
</tr>
<tr>
<td>6.00</td>
<td>36.0011</td>
<td>6.0000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$\sigma_{g}(1,0)$ State

<table>
<thead>
<tr>
<th>$R$</th>
<th>$A$</th>
<th>$p$</th>
<th>$\sigma_{g}(2,0)$ State</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.2062</td>
<td>0.1065</td>
<td>0.2031</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5406</td>
<td>0.2709</td>
<td>0.5244</td>
</tr>
<tr>
<td>0.7</td>
<td>0.7799</td>
<td>0.3782</td>
<td>0.7481</td>
</tr>
<tr>
<td>0.9</td>
<td>1.0362</td>
<td>0.4837</td>
<td>0.9837</td>
</tr>
<tr>
<td>1.3</td>
<td>1.5918</td>
<td>0.6896</td>
<td>1.4775</td>
</tr>
<tr>
<td>2.0</td>
<td>2.7281</td>
<td>1.0392</td>
<td>2.4359</td>
</tr>
<tr>
<td>3.0</td>
<td>4.7594</td>
<td>1.5281</td>
<td>4.0328</td>
</tr>
<tr>
<td>4.0</td>
<td>7.3352</td>
<td>2.0167</td>
<td>5.9125</td>
</tr>
<tr>
<td>5.0</td>
<td>10.4646</td>
<td>2.5088</td>
<td>8.0738</td>
</tr>
<tr>
<td>6.0</td>
<td>14.1379</td>
<td>3.0040</td>
<td>10.5043</td>
</tr>
<tr>
<td>7.0</td>
<td></td>
<td></td>
<td>13.1931</td>
</tr>
<tr>
<td>R</td>
<td>A</td>
<td>p</td>
<td>A</td>
</tr>
<tr>
<td>-----</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td></td>
<td>( \sigma_{(3,0)} ) State</td>
<td></td>
<td>( \sigma_{(0,4)} ) State</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0.2025</td>
<td>0.05157</td>
<td>-19.7400</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5185</td>
<td>0.1307</td>
<td>-19.3609</td>
</tr>
<tr>
<td>0.7</td>
<td>0.7390</td>
<td>0.1821</td>
<td>-19.1069</td>
</tr>
<tr>
<td>0.9</td>
<td>0.9650</td>
<td>0.2336</td>
<td>-18.8467</td>
</tr>
<tr>
<td>1.3</td>
<td>1.4387</td>
<td>0.3357</td>
<td>-18.3287</td>
</tr>
<tr>
<td>2.0</td>
<td>2.3391</td>
<td>0.5120</td>
<td>-17.4062</td>
</tr>
<tr>
<td>3.0</td>
<td>3.7897</td>
<td>0.7610</td>
<td>-16.0531</td>
</tr>
<tr>
<td>4.0</td>
<td>5.4386</td>
<td>1.0087</td>
<td>-14.6500</td>
</tr>
<tr>
<td>5.0</td>
<td>7.2780</td>
<td>1.2565</td>
<td>-13.1719</td>
</tr>
<tr>
<td>6.0</td>
<td>9.2946</td>
<td>1.5050</td>
<td>-11.5797</td>
</tr>
<tr>
<td>7.0</td>
<td></td>
<td></td>
<td>-9.7938</td>
</tr>
<tr>
<td>8.0</td>
<td></td>
<td></td>
<td>-7.8094</td>
</tr>
<tr>
<td>9.0</td>
<td></td>
<td></td>
<td>-5.7484</td>
</tr>
<tr>
<td>10.0</td>
<td></td>
<td></td>
<td>-3.7387</td>
</tr>
<tr>
<td>11.0</td>
<td></td>
<td></td>
<td>-1.8230</td>
</tr>
<tr>
<td>12.0</td>
<td></td>
<td></td>
<td>0.0104</td>
</tr>
<tr>
<td>13.0</td>
<td></td>
<td></td>
<td>1.7743</td>
</tr>
<tr>
<td>14.0</td>
<td></td>
<td></td>
<td>3.5708</td>
</tr>
<tr>
<td>15.0</td>
<td></td>
<td></td>
<td>5.4245</td>
</tr>
<tr>
<td>16.0</td>
<td></td>
<td></td>
<td>7.3814</td>
</tr>
<tr>
<td>17.0</td>
<td></td>
<td></td>
<td>9.5730</td>
</tr>
<tr>
<td>18.0</td>
<td></td>
<td></td>
<td>11.8601</td>
</tr>
<tr>
<td>19.0</td>
<td></td>
<td></td>
<td>14.3203</td>
</tr>
<tr>
<td>20.0</td>
<td></td>
<td></td>
<td>17.1004</td>
</tr>
</tbody>
</table>

\[ \sigma_{(0,2)} \) State | \( \sigma_{(1,2)} \) State
\[        |        |
| 0.2 | -5.749 | 0.0678 | -5.749 | 0.05065 |
| 0.5 | -5.3687| 0.1743 | -5.3787| 0.1292  |
| 0.7 | -5.1125| 0.2491 | -5.125 | 0.1837  |
| 0.9 | -4.8566| 0.3278 | -4.8781| 0.2401  |
| 1.3 | -4.3283| 0.4978 | -4.3775| 0.3604  |
| 2.0 | -3.3312| 0.8672 | -3.4938| 0.6059  |
| 3.0 | -1.7141| 1.5287 | -2.1984| 1.0059  |
| 4.0 | -0.0461| 2.1466 | -0.9078| 1.3925  |
| 5.0 | 1.6461 | 2.6845 | 0.3820 | 1.7571  |
TABLE 2—Continued

<table>
<thead>
<tr>
<th>R</th>
<th>A</th>
<th>p</th>
<th>A</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma_g(0,2)$ State</td>
<td></td>
<td>$\sigma_g(1,2)$ State</td>
<td></td>
</tr>
<tr>
<td>6.0</td>
<td>3.4752</td>
<td>3.1745</td>
<td>1.7070</td>
<td>2.1035</td>
</tr>
<tr>
<td>7.0</td>
<td>5.5662</td>
<td>3.6417</td>
<td>3.1086</td>
<td>2.4365</td>
</tr>
<tr>
<td>8.0</td>
<td>8.0379</td>
<td>4.1031</td>
<td>4.6297</td>
<td>2.7607</td>
</tr>
<tr>
<td>9.0</td>
<td>10.9851</td>
<td>4.5684</td>
<td>6.3156</td>
<td>3.0802</td>
</tr>
<tr>
<td>10.0</td>
<td>14.4232</td>
<td>5.0375</td>
<td>8.1985</td>
<td>3.3980</td>
</tr>
<tr>
<td>11.0</td>
<td>18.4494</td>
<td>5.5175</td>
<td>10.2970</td>
<td>3.7158</td>
</tr>
<tr>
<td>12.0</td>
<td>23.1189</td>
<td>6.0105</td>
<td>12.6755</td>
<td>4.0376</td>
</tr>
<tr>
<td>13.0</td>
<td></td>
<td></td>
<td>15.2889</td>
<td>4.3606</td>
</tr>
<tr>
<td>14.0</td>
<td></td>
<td></td>
<td>18.1924</td>
<td>4.6880</td>
</tr>
<tr>
<td></td>
<td>$\sigma_u(1,1)$ State</td>
<td></td>
<td>$\sigma_u(2,1)$ State</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>-1.6934</td>
<td>0.06921</td>
<td>-1.700</td>
<td>0.05143</td>
</tr>
<tr>
<td>0.5</td>
<td>-1.2250</td>
<td>0.1874</td>
<td>-1.2375</td>
<td>0.1362</td>
</tr>
<tr>
<td>0.7</td>
<td>-0.8938</td>
<td>0.2797</td>
<td>-0.9187</td>
<td>0.1996</td>
</tr>
<tr>
<td>0.9</td>
<td>-0.5531</td>
<td>0.3796</td>
<td>-0.5938</td>
<td>0.2664</td>
</tr>
<tr>
<td>1.3</td>
<td>0.1873</td>
<td>0.5874</td>
<td>0.7488</td>
<td>0.4029</td>
</tr>
<tr>
<td>2.0</td>
<td>1.6406</td>
<td>0.9536</td>
<td>1.3188</td>
<td>0.6421</td>
</tr>
<tr>
<td>3.0</td>
<td>4.0672</td>
<td>1.4723</td>
<td>3.2594</td>
<td>0.9828</td>
</tr>
<tr>
<td>4.0</td>
<td>6.9266</td>
<td>1.9845</td>
<td>5.3984</td>
<td>1.3217</td>
</tr>
<tr>
<td>5.0</td>
<td>10.2400</td>
<td>2.4917</td>
<td>7.7398</td>
<td>1.6599</td>
</tr>
<tr>
<td>6.0</td>
<td>14.0335</td>
<td>2.9964</td>
<td>10.2955</td>
<td>1.9951</td>
</tr>
<tr>
<td>7.0</td>
<td></td>
<td></td>
<td>13.0650</td>
<td>2.3303</td>
</tr>
<tr>
<td></td>
<td>$\sigma_u(3,1)$ State</td>
<td></td>
<td>$\sigma_u(0,5)$ State</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>-1.700</td>
<td>0.0409</td>
<td>-29.750</td>
<td>0.03346</td>
</tr>
<tr>
<td>0.5</td>
<td>-1.2375</td>
<td>0.1071</td>
<td>-29.340</td>
<td>0.08418</td>
</tr>
<tr>
<td>0.7</td>
<td>-0.9250</td>
<td>0.1553</td>
<td>-29.100</td>
<td>0.1183</td>
</tr>
<tr>
<td>0.9</td>
<td>-0.6125</td>
<td>0.2054</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>+0.03125</td>
<td>0.3072</td>
<td>-27.400</td>
<td>0.3474</td>
</tr>
<tr>
<td>2.0</td>
<td>1.2063</td>
<td>0.4853</td>
<td>-25.900</td>
<td>0.5347</td>
</tr>
<tr>
<td>3.0</td>
<td>2.9816</td>
<td>0.7390</td>
<td>-24.6250</td>
<td>0.7298</td>
</tr>
<tr>
<td>4.0</td>
<td>4.8776</td>
<td>0.9921</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>6.8940</td>
<td>1.2443</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE 2—Continued

<table>
<thead>
<tr>
<th>R</th>
<th>A</th>
<th>p</th>
<th>A</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>3.1  State</td>
<td></td>
<td>0.5  State</td>
</tr>
<tr>
<td>6.0</td>
<td>9.0344</td>
<td>1.4960</td>
<td>-21.6600</td>
<td>1.1628</td>
</tr>
<tr>
<td>7.0</td>
<td>-20.1300</td>
<td>1.4056</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.0</td>
<td>-18.430</td>
<td>1.6803</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.0</td>
<td>-16.7251</td>
<td>1.9902</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.0</td>
<td>-14.900</td>
<td>2.350</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.0</td>
<td>-10.340</td>
<td>3.245</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13.0</td>
<td>-8.506</td>
<td>3.565</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14.0</td>
<td>-5.301</td>
<td>4.065</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15.0</td>
<td>-2.513</td>
<td>4.500</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16.0</td>
<td>0.550</td>
<td>4.930</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18.0</td>
<td>6.700</td>
<td>5.715</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>0.3  State</th>
<th></th>
<th>1.3  State</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>-11.7337</td>
<td>0.05048</td>
<td>-11.730</td>
<td>0.0403</td>
</tr>
<tr>
<td>0.5</td>
<td>-11.3312</td>
<td>0.1281</td>
<td>-11.350</td>
<td>0.1019</td>
</tr>
<tr>
<td>0.7</td>
<td>-11.0625</td>
<td>0.1812</td>
<td>-11.075</td>
<td>0.1439</td>
</tr>
<tr>
<td>0.9</td>
<td>-10.7844</td>
<td>0.2356</td>
<td>-10.810</td>
<td>0.1866</td>
</tr>
<tr>
<td>1.3</td>
<td>-10.2297</td>
<td>0.3482</td>
<td>-10.2625</td>
<td>0.2745</td>
</tr>
<tr>
<td>2.0</td>
<td>-9.2375</td>
<td>0.5607</td>
<td>-9.2937</td>
<td>0.4380</td>
</tr>
<tr>
<td>3.0</td>
<td>-7.6875</td>
<td>0.9177</td>
<td>-7.8563</td>
<td>0.7036</td>
</tr>
<tr>
<td>4.0</td>
<td>-5.8562</td>
<td>1.4020</td>
<td>-6.2875</td>
<td>1.0371</td>
</tr>
<tr>
<td>5.0</td>
<td>-3.5364</td>
<td>2.0342</td>
<td>-4.5516</td>
<td>1.4191</td>
</tr>
<tr>
<td>6.0</td>
<td>-0.7766</td>
<td>2.6880</td>
<td>-2.6781</td>
<td>1.8009</td>
</tr>
<tr>
<td>7.0</td>
<td>2.3086</td>
<td>3.3037</td>
<td>-0.6703</td>
<td>2.1770</td>
</tr>
<tr>
<td>8.0</td>
<td>5.6883</td>
<td>3.8808</td>
<td>1.4694</td>
<td>2.5487</td>
</tr>
<tr>
<td>9.0</td>
<td>9.4007</td>
<td>4.4306</td>
<td>3.7448</td>
<td>2.9096</td>
</tr>
<tr>
<td>10.0</td>
<td>13.4086</td>
<td>4.9562</td>
<td>6.1811</td>
<td>3.2674</td>
</tr>
<tr>
<td>11.0</td>
<td>17.8287</td>
<td>5.4725</td>
<td>8.7501</td>
<td>3.6183</td>
</tr>
<tr>
<td>12.0</td>
<td>22.6850</td>
<td>5.9812</td>
<td>11.4985</td>
<td>3.9655</td>
</tr>
<tr>
<td>13.0</td>
<td>14.4016</td>
<td>4.3078</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14.0</td>
<td>17.5234</td>
<td>4.6494</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### TABLE 2—Continued

<table>
<thead>
<tr>
<th>R</th>
<th>A</th>
<th>p</th>
<th>A</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\pi_u(0, 1)) State</td>
<td></td>
<td>(\pi_u(1, 1)) State</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>-1.8469</td>
<td>0.1024</td>
<td>-1.8466</td>
<td>0.0677</td>
</tr>
<tr>
<td>0.5</td>
<td>-1.6034</td>
<td>0.2639</td>
<td>-1.6125</td>
<td>0.1727</td>
</tr>
<tr>
<td>0.7</td>
<td>-1.4330</td>
<td>0.3747</td>
<td>-1.4492</td>
<td>0.2441</td>
</tr>
<tr>
<td>0.9</td>
<td>-1.2530</td>
<td>0.4866</td>
<td>-1.2843</td>
<td>0.3158</td>
</tr>
<tr>
<td>1.3</td>
<td>-0.8686</td>
<td>0.7094</td>
<td>-0.9391</td>
<td>0.4592</td>
</tr>
<tr>
<td>2.0</td>
<td>-0.1047</td>
<td>1.0877</td>
<td>-0.2797</td>
<td>0.7067</td>
</tr>
<tr>
<td>3.0</td>
<td>1.2125</td>
<td>1.5975</td>
<td>0.7816</td>
<td>1.0499</td>
</tr>
<tr>
<td>4.0</td>
<td>2.8590</td>
<td>2.0845</td>
<td>2.0109</td>
<td>1.3834</td>
</tr>
<tr>
<td>5.0</td>
<td>4.9129</td>
<td>2.5619</td>
<td>3.4367</td>
<td>1.7108</td>
</tr>
<tr>
<td>6.0</td>
<td>7.4559</td>
<td>3.0397</td>
<td>5.0883</td>
<td>2.0356</td>
</tr>
<tr>
<td>7.0</td>
<td>10.5828</td>
<td>3.5275</td>
<td>6.9867</td>
<td>2.3602</td>
</tr>
<tr>
<td>8.0</td>
<td>14.2527</td>
<td>4.0206</td>
<td>9.1405</td>
<td>2.6857</td>
</tr>
<tr>
<td>9.0</td>
<td>18.4219</td>
<td>4.5125</td>
<td>11.5596</td>
<td>3.0132</td>
</tr>
<tr>
<td>10:0</td>
<td>14.2337</td>
<td>3.3423</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\pi_u(2, 1)) State</td>
<td></td>
<td>(\pi_u(2, 2)) State</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>-1.8450</td>
<td>0.05060</td>
<td>-5.7550</td>
<td>0.0404</td>
</tr>
<tr>
<td>0.5</td>
<td>-1.6162</td>
<td>0.1284</td>
<td>-5.3750</td>
<td>0.1027</td>
</tr>
<tr>
<td>0.7</td>
<td>-1.4562</td>
<td>0.1809</td>
<td>-5.1125</td>
<td>0.1454</td>
</tr>
<tr>
<td>0.9</td>
<td>-1.2956</td>
<td>0.2337</td>
<td>-4.8450</td>
<td>0.1893</td>
</tr>
<tr>
<td>1.3</td>
<td>-0.9612</td>
<td>0.3394</td>
<td>-4.3250</td>
<td>0.2803</td>
</tr>
<tr>
<td>2.0</td>
<td>-0.3359</td>
<td>0.5226</td>
<td>-3.3625</td>
<td>0.4495</td>
</tr>
<tr>
<td>3.0</td>
<td>0.6406</td>
<td>0.7792</td>
<td>-1.9250</td>
<td>0.7031</td>
</tr>
<tr>
<td>4.0</td>
<td>1.7359</td>
<td>1.0308</td>
<td>-0.3875</td>
<td>0.9606</td>
</tr>
<tr>
<td></td>
<td>(\pi_u(0, 3)) State</td>
<td></td>
<td>(\pi_u(0, 4)) State</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>-11.730</td>
<td>0.05049</td>
<td>-19.740</td>
<td>0.0402</td>
</tr>
<tr>
<td>0.5</td>
<td>-11.3925</td>
<td>0.1278</td>
<td>-19.350</td>
<td>0.1015</td>
</tr>
<tr>
<td>0.7</td>
<td>-11.1490</td>
<td>0.1806</td>
<td>-19.110</td>
<td>0.1429</td>
</tr>
<tr>
<td>0.9</td>
<td>-10.8984</td>
<td>0.2345</td>
<td>-18.860</td>
<td>0.1848</td>
</tr>
<tr>
<td>1.3</td>
<td>-10.3984</td>
<td>0.3455</td>
<td>-18.310</td>
<td>0.2704</td>
</tr>
<tr>
<td>2.0</td>
<td>-9.5063</td>
<td>0.5523</td>
<td>-17.400</td>
<td>0.4256</td>
</tr>
<tr>
<td>3.0</td>
<td>-8.1812</td>
<td>0.8805</td>
<td>-16.0250</td>
<td>0.6622</td>
</tr>
<tr>
<td>4.0</td>
<td>-6.7719</td>
<td>1.2520</td>
<td>-14.5719</td>
<td>0.9209</td>
</tr>
<tr>
<td>5.0</td>
<td>-5.2953</td>
<td>1.6523</td>
<td>-13.0625</td>
<td>1.2071</td>
</tr>
</tbody>
</table>
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TABLE 2--Continued

<table>
<thead>
<tr>
<th>R</th>
<th>A</th>
<th>p</th>
<th>A</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \pi_u(0,3) ) State</td>
<td>( \pi(0,2) ) State</td>
<td>( \pi(0,4) ) State</td>
<td>( \pi(1,2) ) State</td>
</tr>
<tr>
<td>6.0</td>
<td>-3.7913</td>
<td>2.0556</td>
<td>-11.4250</td>
<td>1.5286</td>
</tr>
<tr>
<td>7.0</td>
<td>-2.2978</td>
<td>2.4433</td>
<td>-9.6375</td>
<td>1.8863</td>
</tr>
<tr>
<td>8.0</td>
<td>-0.8203</td>
<td>2.8101</td>
<td>-7.6859</td>
<td>2.2711</td>
</tr>
<tr>
<td>9.0</td>
<td>0.6648</td>
<td>3.1578</td>
<td>-5.5812</td>
<td>2.6682</td>
</tr>
<tr>
<td>10.0</td>
<td>2.1961</td>
<td>3.4906</td>
<td>-3.3391</td>
<td>3.0653</td>
</tr>
<tr>
<td>11.0</td>
<td>3.8107</td>
<td>3.8130</td>
<td>-0.9656</td>
<td>3.4566</td>
</tr>
<tr>
<td>12.0</td>
<td>5.5519</td>
<td>4.1292</td>
<td>1.5312</td>
<td>3.8391</td>
</tr>
<tr>
<td>13.0</td>
<td>7.4501</td>
<td>4.4431</td>
<td>4.1876</td>
<td>4.2156</td>
</tr>
<tr>
<td>14.0</td>
<td>9.5743</td>
<td>4.7556</td>
<td>6.9376</td>
<td>4.5806</td>
</tr>
<tr>
<td>15.0</td>
<td>11.9203</td>
<td>5.0725</td>
<td>9.8219</td>
<td>4.9375</td>
</tr>
<tr>
<td>16.0</td>
<td>14.4816</td>
<td>5.3900</td>
<td>12.9126</td>
<td>5.2913</td>
</tr>
</tbody>
</table>

\( \pi(0,2) \) State

<table>
<thead>
<tr>
<th>R</th>
<th>A</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>-5.7493</td>
<td>0.0678</td>
</tr>
<tr>
<td>0.5</td>
<td>-5.3625</td>
<td>0.1743</td>
</tr>
<tr>
<td>0.7</td>
<td>-5.1000</td>
<td>0.2487</td>
</tr>
<tr>
<td>0.9</td>
<td>-4.8175</td>
<td>0.3269</td>
</tr>
<tr>
<td>1.3</td>
<td>-4.2525</td>
<td>0.4934</td>
</tr>
<tr>
<td>2.0</td>
<td>-3.1516</td>
<td>0.8228</td>
</tr>
<tr>
<td>3.0</td>
<td>-1.2906</td>
<td>1.3506</td>
</tr>
<tr>
<td>4.0</td>
<td>0.9375</td>
<td>1.8962</td>
</tr>
<tr>
<td>5.0</td>
<td>3.5563</td>
<td>2.4353</td>
</tr>
<tr>
<td>6.0</td>
<td>6.5586</td>
<td>2.9612</td>
</tr>
<tr>
<td>7.0</td>
<td>9.9625</td>
<td>3.4748</td>
</tr>
<tr>
<td>8.0</td>
<td>13.7563</td>
<td>3.9798</td>
</tr>
<tr>
<td>9.0</td>
<td>18.0547</td>
<td>4.4849</td>
</tr>
<tr>
<td>10.0</td>
<td>13.9293</td>
<td>3.3255</td>
</tr>
<tr>
<td>R</td>
<td>A</td>
<td>p</td>
</tr>
<tr>
<td>-----</td>
<td>------</td>
<td>-------</td>
</tr>
<tr>
<td>0.2</td>
<td>-5.8737</td>
<td>0.0672</td>
</tr>
<tr>
<td>0.5</td>
<td>-5.6794</td>
<td>0.1700</td>
</tr>
<tr>
<td>0.7</td>
<td>-5.5475</td>
<td>0.2396</td>
</tr>
<tr>
<td>0.9</td>
<td>-5.4100</td>
<td>0.3101</td>
</tr>
<tr>
<td>1.3</td>
<td>-5.1362</td>
<td>0.4527</td>
</tr>
<tr>
<td>2.0</td>
<td>-4.6156</td>
<td>0.7052</td>
</tr>
<tr>
<td>3.0</td>
<td>-3.8016</td>
<td>1.0641</td>
</tr>
<tr>
<td>4.0</td>
<td>-2.8891</td>
<td>1.4141</td>
</tr>
<tr>
<td>5.0</td>
<td>-1.8609</td>
<td>1.7541</td>
</tr>
<tr>
<td>6.0</td>
<td>-0.7002</td>
<td>2.0856</td>
</tr>
<tr>
<td>7.0</td>
<td>0.6207</td>
<td>2.4112</td>
</tr>
<tr>
<td>8.0</td>
<td>2.1227</td>
<td>2.7334</td>
</tr>
<tr>
<td>9.0</td>
<td>3.8344</td>
<td>3.0544</td>
</tr>
<tr>
<td>10.0</td>
<td>5.7701</td>
<td>3.3753</td>
</tr>
<tr>
<td>11.0</td>
<td>7.9490</td>
<td>3.6981</td>
</tr>
<tr>
<td>12.0</td>
<td>10.3719</td>
<td>4.0227</td>
</tr>
</tbody>
</table>
The one-electron correlation diagram serves, in many ways, to justify the assumptions made in constructing the model. To emphasize this point, several of these observations are listed below, along with some comments on the application of these results to more complicated systems.

1) Figure 4 shows that the argument given concerning the correct limiting behavior of the one-electron energy at large $R$ is correct. For the cases $n = 1, 2, 3$ it is seen that $\epsilon$ approaches $-1/2n^2$ for the separated atoms.

2) It should be pointed out that the model reduces to the hydrogen atom rather than the helium atom in the limit of small $R$. However, as $n$ increases for the combined atom, it can be seen from Slater's rules for nuclear screening (28) that the actual one-electron potential for the helium atom quickly becomes that assumed in the model. For one electron in the helium atom excited to a state $n = 2$, the remaining $1s$ electron is 85% effective in screening the nucleus and for higher states, the $1s$ electron screens the nucleus completely.

3) Because of the incorrect limit of the model at small $R$, the minimum for the one-electron energy for the ground state is probably spurious. The correct limit is $-0.92$ a.u. (29) where the model goes to the $1s$ hydrogen atom energy, $-0.5$ a.u. This minimum occurs at such small $R$, however, that it seems reasonable that this will not seriously affect the results near the equilibrium internuclear distance for the hydrogen molecule. From the argument given above it can be seen that this error will become less important
as $n$ increases for the combined atom. This is also confirmed by the fact that the first ionization potentials of the states $n(s, p, \ldots)$ for helium approach rapidly to the ionization potential of the $n^{th}$ excited state of the hydrogen atom (see (30)).

4) When interpreted in the light of molecular orbital or valence bond methods, the correct limits, especially at large $R$, have an added significance. Without appeal to the concepts of electronic exchange, as in the valence bond case, or admitting to an incorrect limit, as in the case of the usual single configuration molecular orbital method, the model gives molecular orbitals that behave correctly at large $R$.

5) The behavior at intermediate internuclear distance is at least qualitatively correct. Note that the orbitals become bonding or anti-bonding as one proceeds toward smaller $R$ from the separated atom case. For example, for the separated atom with $n = 1$, it is known that a bonding and an anti-bonding orbital will occur. This is also predicted by the model. The states are designated by $\sigma_g (0,0)$, $\sigma_u (0,1)$ respectively and have, as indicated, the expected symmetry. This same behavior is observed for the higher states, although their dependence on $R$ becomes more complex. These results show that the model incorporates many of the properties of a homo-polar bond. This seems even more remarkable when one notices that the Schrödinger equation is identical with that of the hydrogen atom. The only difference between this treatment of the molecule and the atom is in the boundary conditions, and this is sufficient to lead to bonding and anti-bonding orbitals.
6) It will be noted that the non-crossing rule is violated in many instances, as it is in the case of the hydrogen molecule ion correlation diagram (31). This is due to the fact that the model has more symmetry than is actually possessed by the hydrogen molecule. If one were to take into account the inter-electron repulsion term, a perturbation term would arise that would probably have the effect of separating these forbidden crossings. If this effect were small, the states $\sigma_g^*(1,0)$ and $\sigma_g^*(0,2)$ would combine to give a lower state with two minima and an upper state with one minimum. This is interesting when one considers the result recently obtained by Davidson (24) in which the potential function of the first excited state $\Sigma^+_g$ for the hydrogen molecule has a double minimum.

7) These one-electron orbitals have another interesting characteristic. For example, the state $\sigma_g^*(0,2)$ has a minimum and then crosses over the energy corresponding to the atomic state from which it arose and continues to a higher state of the combined atom. Several other states, such as $\sigma_g^*(1,2)$ and $\pi_u^*(0,3)$ behave similarly. Using a qualitative argument, one could say that these orbitals are bonding until they reach the critical energy, equal to the corresponding atomic energy, where they then become anti-bonding. At these unique points enough information is available to calculate $R$, $A$, and $p$ from the model without further assumption. At one of these points $\varepsilon = -(1/2)(R/p)^2 = -(1/2n^2)$, providing one relationship between $R$ and $p$. This eigenvalue also assures that the functions $\Lambda$, $M$ are identical,
in the half plane considered, with hydrogen atom orbitals and are, therefore, expressible as exponentials multiplied by polynomials. Two more relations between $R$, $A$ and $p$ result from imposing the boundary conditions on these polynomials. This constitutes a system of three equations in three unknowns and, hence can be solved. This procedure was carried out for a few of the simpler cases. For the $\sigma_g^{(0,2)}$ state the cross-over point was found to be $R = 2.82842$, for $\sigma_g^{(1,2)} R = 2.91807$, for $\pi_u^{(0,3)} R = 5.19615$ and for $\sigma_g^{(0,4)} R = 9.274$.

8) It is possible, in a qualitative way, to use these results to build up orbitals for more complicated homo-polar systems. In these cases an effective atomic number must be introduced. The one-electron potential becomes $-z/r_b$. If in Figure 4, $R$ is replaced by $zR$ and $\varepsilon$ is replaced by $\varepsilon/z^2$, the figure remains valid. Although no specific arguments of this nature will be considered, a few general observations can be made. Note that the $\sigma_g^{(j,0)}$, $\sigma_u^{(j,1)}$ states converge to the united atom energy at relatively small $R$. This means that electrons in these orbitals, even if they are in the valence shell, will contribute little to bonding when $R$ is large. Also at these larger values of $R$ the $\sigma_g$, $\sigma_u$ states correlating with combined atom states having the largest orbital angular momentum quantum numbers are the orbitals that contribute, respectively, the most to bonding and anti-bonding. At smaller values of $R$, it should be noticed that, especially in the case correlating to separated atoms with $n = 2$, the $\pi_u^{(j,1)}$ state becomes more bonding while the bonding
\( \sigma_{(j,2)} \) state becomes less bonding and is finally promoted to an anti-bonding state. This predicts that, as \( R \) decreases, a bond of \( \pi_u \) type will contribute more to bonding, while a bond of \( \sigma_g \) type will contribute less, until very small values of \( R \) are reached.
C. Construction of Wave Functions

Now that the eigenparameters $A$, $p$ are known we are in a position to construct the wave functions in such a way as to be most convenient for the calculation of average values. The wave functions for the state $\sigma_g(0, 0)$ will be the state studied in greatest detail since this state is the best understood for the hydrogen molecule. Also, this detailed analysis will be given for the equilibrium internuclear distance, $R = 0.7$, for several excited states, while the ground state will be investigated at a number of internuclear distances including the equilibrium internuclear distance.

As pointed out earlier, the most convenient representation for the wave function, which is to be used in the calculation of average values, is as an expansion of orthogonal polynomials. An expression for $A$ in terms of Laguerre polynomials is given in equation III. 23. Once $A$ has been calculated at a given $p$ and numerical values inserted into equation III. 23, the ratio $a_n/a_0$ can be calculated as a function of $n$. Any number of coefficients can be calculated but it is found that the coefficients go through a minimum and then increase. This behavior is due to the fact that the eigenparameters are known with only finite accuracy. It would take parameters known with
infinite accuracy to provide accurate coefficients at large $n$. Since this is not practical, the following scheme was used to circumvent this difficulty. It is assumed that the series in equation III. 23 can be terminated at some value, say $k$. This assumption leads to a set of linear homogeneous equations for the coefficients. Hence, the determinant of the coefficients must vanish. If the previously calculated $p$ is employed, then this relationship determines an $A$, say $A'$, which is self-consistent with the assumed truncation of the solution. If this $A'$ turns out to be in good agreement with the one resulting from the initial eigenvalue calculation; the solution truncated at $k$ is assumed to be a sufficiently accurate representation of the solution. Practical experience also justifies the truncations that were made in that, when calculating various matrix elements, the last terms retained invariably contributed little to the results of this calculation. This technique is equivalent to assuming a variation function in the form of equation III. 23 truncated at $k$ and finding the coefficients of this expansion by making $J$ of equation III. 38 an extreme. The extreme of $J$ becomes $A'$. For several cases, wave functions were found by both methods and, as required, identical results were obtained. For the ground state, it was found that three terms in the series were sufficient to produce a self-consistent $A'$ in good agreement with the $A$ calculated originally (see Table 3). More terms were required for the excited states. The results for these states are shown in Table 5.
The development of solutions to equation III. 8, or its equivalent equation III. 33, follows the same outline. A truncated solution of the form of equation III. 35 is assumed, and an $A''$ is found which is consistent with this truncation for the given $p$. The recurrence relationship of equation III. 36, along with the condition imposed by the truncation was used in most cases, although a variation method exists. This variation method is based on equation III. 39, in which case $K$ becomes $A''$. The results for $M$ are shown in Table 4 for the ground state and Table 6 for the various excited states at $R = 0.7$.

Note that the number of significant figures given for the parameters $A$, $p$ and $A'$ in Table 3 exceeds the accuracy listed for $A$, $p$ in Table 2. These values listed for $A$, $p$ are the results found from computations made with the digital computer which have not been rounded off to their expected accuracy. These values of $p$ were the ones used in the condition imposed by truncation and the $A'$ given are the values necessary to satisfy this condition. Hence, if the values listed for $p$ and $A'$ were used, along with the condition imposed by the truncated expansion, the coefficients given would be found. If the values for $A'$ or $p$ were rounded off, this calculation would give different coefficients and the condition imposed by truncation would no longer be as accurately satisfied. The $A$ given in Table 3 is listed with this many significant figures for the sake of comparison. Note that $A$ and $A'$ agree, in general, to the same number of significant figures given for $A$ in Table 2. These remarks also apply for the $A''$ and $A'$ listed in Tables 4, 5 and 6.
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TABLE 3. —The coefficients of the $\Lambda$ expansion, equation III. 28, the parameters $A$, $p$ and the self-consistent $A'$ as a function of $R$ for the $\sigma_g(0,0)$ state

<table>
<thead>
<tr>
<th>R</th>
<th>$p$</th>
<th>$A$</th>
<th>$A'$</th>
<th>$b_1$</th>
<th>$b_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>0.3477031</td>
<td>0.3473687</td>
<td>0.3476437</td>
<td>0.0426764</td>
<td>0.0085621</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5815699</td>
<td>0.6374847</td>
<td>0.6369578</td>
<td>0.032515</td>
<td>0.0057368</td>
</tr>
<tr>
<td>0.6</td>
<td>0.6937812</td>
<td>0.8001344</td>
<td>0.8001680</td>
<td>0.0288605</td>
<td>0.0046483</td>
</tr>
<tr>
<td>0.7</td>
<td>0.8026000</td>
<td>0.9740000</td>
<td>0.9739895</td>
<td>0.0251251</td>
<td>0.0042478</td>
</tr>
<tr>
<td>0.71</td>
<td>0.8132813</td>
<td>0.9918359</td>
<td>0.9918644</td>
<td>0.0245540</td>
<td>0.0036844</td>
</tr>
<tr>
<td>0.72</td>
<td>0.8239687</td>
<td>1.0100000</td>
<td>1.0099895</td>
<td>0.0241939</td>
<td>0.0036081</td>
</tr>
<tr>
<td>0.73</td>
<td>0.8346094</td>
<td>1.0282018</td>
<td>1.0281436</td>
<td>0.0238360</td>
<td>0.0035340</td>
</tr>
<tr>
<td>0.8</td>
<td>0.9084686</td>
<td>1.1591125</td>
<td>1.1590842</td>
<td>0.0214862</td>
<td>0.0030548</td>
</tr>
<tr>
<td>0.9</td>
<td>1.0116880</td>
<td>1.3558318</td>
<td>1.3552454</td>
<td>0.0184877</td>
<td>0.0024827</td>
</tr>
<tr>
<td>1.1</td>
<td>1.2124921</td>
<td>1.7867174</td>
<td>1.7866296</td>
<td>0.017102</td>
<td>0.0016580</td>
</tr>
<tr>
<td>1.3</td>
<td>1.4069386</td>
<td>2.2694758</td>
<td>2.2685956</td>
<td>0.0100752</td>
<td>0.0011084</td>
</tr>
<tr>
<td>1.5</td>
<td>1.5982504</td>
<td>2.8121903</td>
<td>2.8119235</td>
<td>0.0074047</td>
<td>0.0007474</td>
</tr>
</tbody>
</table>

TABLE 4. —The coefficients of the $M$ expansion, equation III. 35, and the self-consistent $A''$ as a function of $R$ for the $\sigma_g(0,0)$ state

<table>
<thead>
<tr>
<th>R</th>
<th>$A''$</th>
<th>$a_2$</th>
<th>$a_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>0.3473752</td>
<td>0.0770009</td>
<td>-0.0047839</td>
</tr>
<tr>
<td>0.5</td>
<td>0.6376210</td>
<td>0.1454888</td>
<td>-0.0063680</td>
</tr>
<tr>
<td>0.6</td>
<td>0.8000935</td>
<td>0.1843740</td>
<td>-0.0064232</td>
</tr>
<tr>
<td>0.7</td>
<td>0.9738656</td>
<td>0.2260423</td>
<td>-0.0058778</td>
</tr>
<tr>
<td>0.71</td>
<td>0.9918485</td>
<td>0.2303502</td>
<td>-0.0057874</td>
</tr>
<tr>
<td>0.72</td>
<td>1.0099683</td>
<td>0.2346912</td>
<td>-0.0056896</td>
</tr>
<tr>
<td>0.73</td>
<td>1.0281910</td>
<td>0.2390548</td>
<td>-0.0055851</td>
</tr>
<tr>
<td>0.8</td>
<td>1.1590793</td>
<td>0.2703479</td>
<td>-0.0046484</td>
</tr>
<tr>
<td>0.9</td>
<td>1.3559048</td>
<td>0.3171353</td>
<td>-0.0026541</td>
</tr>
<tr>
<td>1.1</td>
<td>1.7867060</td>
<td>0.4179091</td>
<td>+0.0016580</td>
</tr>
<tr>
<td>1.3</td>
<td>2.2695437</td>
<td>0.5272498</td>
<td>+0.0146784</td>
</tr>
<tr>
<td>1.5</td>
<td>2.8107976</td>
<td>0.6445231</td>
<td>+0.0301298</td>
</tr>
</tbody>
</table>
TABLE 5. -- The coefficients of the $\Lambda$ expansion, equation III. 28, the parameters $A$, $p$ and the self-consistent $A'$ for various states at $R = 0.7$

<table>
<thead>
<tr>
<th>State</th>
<th>$p$</th>
<th>$A$</th>
<th>$A'$</th>
<th>$b_1$</th>
<th>$b_2$</th>
<th>$b_3$</th>
<th>$b_4$</th>
<th>$b_5$</th>
<th>$b_6$</th>
<th>$b_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_u(0,1)$</td>
<td>0.4707326</td>
<td>-0.8066</td>
<td>-0.8065500</td>
<td>-0.16951</td>
<td>-0.01952</td>
<td>-0.00426</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>$\sigma_u(1,1)$</td>
<td>0.27970</td>
<td>-0.8938</td>
<td>-0.892518</td>
<td>0.91339</td>
<td>-0.35076</td>
<td>-0.05557</td>
<td>-0.01438</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>$\sigma_u(2,1)$</td>
<td>0.19960</td>
<td>-0.9187</td>
<td>-0.9146937</td>
<td>1.01845</td>
<td>0.77966</td>
<td>-0.48831</td>
<td>-0.09194</td>
<td>-0.02600</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>$\sigma_u(3,1)$</td>
<td>0.15528</td>
<td>-0.9250</td>
<td>-0.9199062</td>
<td>1.04145</td>
<td>0.97168</td>
<td>0.65873</td>
<td>-0.59495</td>
<td>-0.12513</td>
<td>-0.03740</td>
<td>--</td>
</tr>
<tr>
<td>$\sigma_u(0,3)$</td>
<td>0.18120</td>
<td>-11.0625</td>
<td>-11.067643</td>
<td>-2.51464</td>
<td>2.06480</td>
<td>-0.52527</td>
<td>-0.01591</td>
<td>-0.00313</td>
<td>-0.00082</td>
<td>--</td>
</tr>
<tr>
<td>$\sigma_u(1,3)$</td>
<td>0.14394</td>
<td>-11.075</td>
<td>-11.073866</td>
<td>-1.58403</td>
<td>-0.40664</td>
<td>1.60960</td>
<td>-0.58542</td>
<td>-0.02105</td>
<td>-0.00411</td>
<td>--</td>
</tr>
<tr>
<td>$\sigma_u(0,5)$</td>
<td>0.11830</td>
<td>-29.100</td>
<td>-29.097205</td>
<td>-4.68373</td>
<td>8.74034</td>
<td>-8.09986</td>
<td>3.70082</td>
<td>-0.64730</td>
<td>-0.00860</td>
<td>-0.00167</td>
</tr>
<tr>
<td>$\tau_u(0,1)$</td>
<td>0.37470</td>
<td>-1.4330</td>
<td>-1.433899</td>
<td>0.03641</td>
<td>0.00723</td>
<td>0.00009</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>
TABLE 6.--The coefficients of the M expansion, equation III. 35, and the self-consistent $A''$ for several states at $R = 0.7$

<table>
<thead>
<tr>
<th>State</th>
<th>$A''$</th>
<th>$a_3$</th>
<th>$a_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_u(0,1)$</td>
<td>-0.8066418</td>
<td>0.04893</td>
<td>0.00075</td>
</tr>
<tr>
<td>$\sigma_u(1,1)$</td>
<td>-0.8948969</td>
<td>0.04334</td>
<td>0.00049</td>
</tr>
<tr>
<td>$\sigma_u(2,1)$</td>
<td>-0.9185147</td>
<td>0.04183</td>
<td>-0.00009</td>
</tr>
<tr>
<td>$\sigma_u(3,1)$</td>
<td>-0.9281497</td>
<td>0.04121</td>
<td>-0.00005</td>
</tr>
<tr>
<td>$\sigma_u(0,3)$</td>
<td>-11.071978</td>
<td>-56.14657</td>
<td>+0.00063</td>
</tr>
<tr>
<td>$\sigma_u(1,3)$</td>
<td>-11.077997</td>
<td>-56.79264</td>
<td>+0.00004</td>
</tr>
<tr>
<td>$\sigma_u(0,5)^*$</td>
<td>-29.095313</td>
<td>-1.00000</td>
<td>+77.50488</td>
</tr>
</tbody>
</table>

*For this state $a_3$ is adjusted to 1 and $a_1$ is then negligible ($a_1 < 0.0001$).
One state for \( m = 1 \), the \( (0, 1) \) state, was studied. The self-consistent \( A \)'s were found to be \( A' = 1.4338990 \) and \( A'' = 1.43376 \). The resulting wave functions are

\[
\begin{align*}
\Lambda &= (\lambda^2 - 1)^{1/2} \exp(-r/2)[L_0^{(1)} + 0.03641L_1^{(1)} + 0.00732L_2^{(1)} + 0.00009L_3^{(1)}] \\
M &= P_1^{(1)} + 0.03681P_3^{(1)}.
\end{align*}
\]
D. Molecular Energy from the Model

We are now in a position to calculate the total energy of the hydrogen molecule as predicted by the model without introducing any further approximations. The one-electron Hamiltonian defined by equation III. 6 includes the kinetic energy of the electron plus the total potential energy of this electron. It follows that the total energy of the molecule would be twice the one-electron energy, $\varepsilon$, except for the fact that this would be counting the assumed electron-electron repulsion term twice. As pointed out in Section II this term is $(u|1/r_{ab}|u)$. Hence, the total energy $E_t$ is

$$E_t = 2\varepsilon - (u|1/r_{ab}|u) + 1/2R,$$

III. 42

remembering that the internuclear repulsion term was not included in the Hamiltonian and correcting for counting the interelectron repulsion term twice. The quantity $\varepsilon$ can be obtained from the values of $p$ in Table 2. The average value, $(u|1/r_{ab}|u)$, can be calculated using the expression $u = \Lambda M$ where $\Lambda$ is given in Table 3 and $M$ in Table 4. The calculated values of $E_t$ are given in Table 7. The average values $(u|1/r_{ab}|u)$ and $(u|1/r_{ba}|u)$ are also given for future reference. $E_t$ is shown as a function of $R$ in Figure 5.
TABLE 7. -- The quantities \( (u|1/r_{ab}|u) \), \( (u|1/r_{ba}|u) \) and \( E_t \) tabulated as a function of \( R \) for the \( \sigma_g(0,0) \) state

| \( R \) | \( (u|1/r_{ab}|u) \)  | \( (u|1/r_{ba}|u) \)  | \(-E_t\)  |
|-------|-----------------|-----------------|--------|
| 0.3   | 0.88052         | 1.38897         | 0.55713|
| 0.5   | 0.71598         | 1.32255         | 1.06887|
| 0.6   | 0.64933         | 1.27599         | 1.15303|
| 0.7   | 0.59223         | 1.23013         | 1.19257|
| 0.71  | 0.58702         | 1.22558         | 1.19496|
| 0.72  | 0.58186         | 1.22120         | 1.19706|
| 0.73  | 0.57677         | 1.21682         | 1.19898|
| 0.8   | 0.54322         | 1.18756         | 1.20777|
| 0.9   | 0.50076         | 1.14936         | 1.20880|
| 1.1   | 0.43137         | 1.08717         | 1.19182|
| 1.3   | 0.37706         | 1.04123         | 1.16374|
| 1.5   | 0.33356         | 1.00950         | 1.13552|
FIGURE 5.—The total electronic energy of the hydrogen molecule as predicted by the model, $E_T$, shown as a function of $R$. 
The curve of Figure 5 has a minimum at $2R = 1.7$ au and leads to a dissociation energy of 5.65 eV. These are to be compared with the observed equilibrium internuclear distance of 1.4 au and the dissociation energy of 4.75 eV. These results are a self-consistent deduction from the model, hence include no approximations other than the approximation to the potential function made in constructing the model. In view of the rather crude potential function assumed, these results agree rather well with experiment and compare remarkably well with the results of more complicated calculations. For example, although it predicts the correct equilibrium internuclear distance, the best self-consistent field (SCF) calculation predicts a dissociation energy of 3.63 eV which is not in as good agreement with experiment as the prediction by the model. It is felt that these facts justify a more intensive investigation of the theoretical and practical aspects of the model. This investigation has been undertaken and the results are given in the remaining sections.
E. Theoretical Oscillator Strengths for the Hydrogen Molecule

Theoretical oscillator strengths, based on the model, have been calculated for various transitions from the ground state. The formulae for the oscillator strength \( f \) of a single narrow adsorption band, are (33)

\[
f = \frac{8\pi^2 \frac{m c \nu}{3 \hbar}}{D = 1.085 \times 10^{11} \nu D}
\]

for the frequency of the adsorption band, \( \nu \), in \( \text{cm}^{-1} \) and \( D \) in \( \text{cm}^2 \), where

\[
D = GQ^2
\]
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\[
\vec{Q} = \sum_i \int \psi_m^* \vec{r}_i \psi_n \, d\tau_i
\]
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and \( \psi_m \), \( \psi_n \) are taken as normalized. The quantity \( \vec{r}_i \) is the radius vector to the \( i \)th electron and \( G \) is the degeneracy of the final state. There are two alternate expressions for the so-called dipole length operator defined by equation III. 45. These are

\[
\vec{Q} = \frac{1}{E_n - E_m} \sum_i \psi_m^* \nabla_i \psi_n \, d\tau
\]

III. 46

defining the dipole velocity operator, and

\[
\vec{Q} = \frac{1}{(E_n - E_m)^2} \sum_i \int \psi_m^* (\nabla_i V_i) \psi_n \, d\tau
\]
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which defines the dipole accelerator operator. Further details concerning these formulae are available in the review by Mulliken and Rieke (33).

When evaluating these integrals using approximate functions for the states involved, usually obtained from a variation calculation, it is found that the three equivalent operators shown above give different results for \( \vec{Q} \).

A physical interpretation of this phenomenon has been given by Chandrasekhar (36) and it can be illustrated mathematically in the following way. Assume that \( \psi_n \) and \( \psi_m \) satisfy Schrödinger equations of the form

\[
H\psi = \left( -\frac{\hbar^2}{8\pi^2 m} \nabla^2 + V \right) \psi = \frac{i\hbar}{2\pi} \frac{\partial\psi}{\partial t}.
\]

It can readily be shown that

\[
\nabla^2(\vec{r}\psi) = 2 \nabla \psi + \vec{r} \nabla^2 \psi,
\]

it can readily be shown that

\[
\frac{\partial}{\partial t} \int_m^n \psi^* \vec{r} \psi \, d\tau = \frac{\hbar}{2\pi i m} \int_m^n \psi^* \nabla \psi_n \, d\tau = \frac{-\hbar}{2\pi i m} \int_n^m \psi \nabla \psi^* \, d\tau.
\]

We can now write, because of our initial assumption, that

\[
\psi_m = \exp \left( \frac{-2\pi i E_m t}{\hbar} \right) U_m(x)
\]

\[
\psi_n = \exp \left( \frac{-2\pi i E_n t}{\hbar} \right) U_n(x)
\]
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where \( U \) is a solution of a time independent Schrödinger equation with eigenvalues \( E_m, E_n \), respectively. It follows that

\[
\frac{\partial}{\partial t} \int \psi_m^* \psi_n \, d\tau = \frac{2\pi i}{\hbar} (E_m - E_n) \int \psi_m^* \psi_n \, d\tau. \tag{III. 52}
\]

Expressing \( E \) in atomic units, equations III. 50, III. 52 give

\[
\int \psi_m^* \psi_n \, d\tau = \frac{-1}{E_m - E_n} \int \psi_m^* \nabla \psi_n \, d\tau = \frac{1}{E_m - E_n} \int \psi_n \nabla \psi_m^* \, d\tau, \tag{III. 53}
\]

which proves the equivalence of equations III. 45 and III. 46. To complete this proof, it is necessary to take account of the fact that \( \psi \) has the form of equation III. 51. This is certainly so for the model, hence it is known in advance that this calculation will yield the same results for the two methods of calculating \( \mathbf{Q}_i \). It does not, however, remove the fact that this calculation involves the use of approximate one-electron wave functions for the hydrogen molecule.

The results of this calculation are given in Table 8. The first four entries correspond to transitions between \( \sigma \) states that correlate to a combined atom with \( l = 1 \), for the next two, \( l = 3 \) and for the next to last \( l = 5 \). Since \( \Delta l = \pm 1 \) is the selection rule for atomic transitions, it appears that the model predicts behavior somewhat similar to the combined atom. This conclusion follows from the large changes in the transition probabilities found for the different values of orbital angular momentum of the combined atom that correlates to the corresponding molecular state.
TABLE 8. --Theoretical oscillator strengths for the hydrogen molecule

<table>
<thead>
<tr>
<th>Transition</th>
<th>$\Delta \epsilon$</th>
<th>$f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma(0,0) \rightarrow \sigma(0,1)$</td>
<td>11.73 eV</td>
<td>0.280</td>
</tr>
<tr>
<td>$\sigma(0,0) \rightarrow \sigma(1,1)$</td>
<td>15.71 eV</td>
<td>0.0154</td>
</tr>
<tr>
<td>$\sigma(0,0) \rightarrow \sigma(2,1)$</td>
<td>16.78 eV</td>
<td>0.00416</td>
</tr>
<tr>
<td>$\sigma(0,0) \rightarrow \sigma(3,1)$</td>
<td>17.21 eV</td>
<td>0.00172</td>
</tr>
<tr>
<td>$\sigma(0,0) \rightarrow \sigma(0,3)$</td>
<td>16.97 eV</td>
<td>$1.038 \times 10^{-6}$</td>
</tr>
<tr>
<td>$\sigma(0,0) \rightarrow \sigma(1,3)$</td>
<td>17.31 eV</td>
<td>$0.788 \times 10^{-6}$</td>
</tr>
<tr>
<td>$\sigma(0,0) \rightarrow \sigma(0,5)$</td>
<td>17.49 eV</td>
<td>$3.99 \times 10^{-13}$</td>
</tr>
<tr>
<td>$\sigma(0,0) \rightarrow \pi(0,1)$</td>
<td>13.99 eV</td>
<td>0.276</td>
</tr>
</tbody>
</table>

There are only two transitions that have been studied (by other investigators) in great detail. They are the $1\Sigma_g^+ - 1\Sigma_u^+$ (Lyman bands) and the $1\Sigma_g^+ - 1\Pi_u$ (Werner bands) transitions. It has been estimated (34) that the best value for the Lyman band is $f = 0.27$. Mulliken and Rieke (33) suggest, from experimental results, that the sum of these two oscillator strengths for these two states is about 0.65. The first value in Table 8 corresponds to the Lyman bands, and is in quite good agreement with the best estimated value for this transition. The last value in Table 8 corresponds to the Werner bands, hence the sum is somewhat less than the experimental estimate. Unfortunately,
there are no theoretical or experimental estimates that can be compared with the remaining oscillator strengths given in Table 8.

Shull (35) reviews much of the existing work on these two bands, while Ehrenson and Phillipson (34) discuss the Lyman band system. By comparison with the results given in these papers, two things become evident. First, these transition probabilities are not known to a high degree of accuracy. The range of values obtained from various approximate functions is much greater than 100%. In view of this fact, it is felt that the values obtained here are of great interest since they agree rather well with the best estimates available. Second, this calculation will give identical results for the dipole length and dipole velocity methods. Examination of the references cited above shows that this is far from being true for the majority of calculations now available in the literature.
IV. AVERAGE OF THE EXACT HAMILTONIAN FOR THE HYDROGEN MOLECULE

A. Average of the Hamiltonian over Functions from the One-Electron Model

The greatest volume of theoretical work being done today in molecular structure involves assuming some sort of wave function containing adjustable parameters and then averaging the exact Hamiltonian for the system over this function. The variation theorem is used to adjust these parameters so that the lowest energy possible for a function of this form is obtained. Examination of the reviews by Yoshizumi (6) and McLean et al. (5) gives one an idea of the amount of effort being put into this type of calculation. In order to compare the present model with this work, the average of the exact Hamiltonian operator for the hydrogen molecule must be calculated.

Since there is no way in which the eigenfunction for a two-electron system can be obtained from one-electron eigenfunctions without making some explicit assumption about correlation, the course followed has been to average the Hamiltonian using trial functions of the following three types:

\[ u(1)u(2) \]  
\[ u(1)u(2) + kv(1)v(2) \]  
\[ u(1)u(2)[1 - c_1 \mu_1 - c_2 \mu_2] \]
In these equations u is the solution to equation III. 6 designated by \( \sigma_g(0,0) \) while v is that designated by \( \sigma_u(0,1) \). The numbers 1, 2 in parentheses designate coordinates of electrons 1 and 2 while \( \mu_1, \mu_2 \) are the elliptic coordinates of electrons 1 and 2 (see equation II. 5). The function IV. 1 is an uncorrelated distribution while IV. 2 is a correlated distribution of the type to which the exact eigenfunction approaches at large internuclear distance. Function IV. 3 is a modification of IV. 2 in which the added terms \( u(1) \mu_1 \), \( u(2) \mu_2 \) have symmetry \( \sigma_u \) but which differs from IV. 2 in an important way which can best be explained by references to equation III. 23. In function III. 2 the function u involves an exponent p for the ground state while v involves an exponent p for an excited state. The latter value of p (excited state) is much smaller than the former (ground state) near the equilibrium internuclear distance, although the two approach each other at large internuclear distances. The function IV. 3 is one in which the exponents for both terms are the same.

The mathematical problems in averaging the Hamiltonian have been investigated in great detail elsewhere (18) (13). However, in Appendix B some notes are given on the techniques that were used to find \( (1/r_{12})_{av} \).

The results are shown in Table 9. In addition to the average Hamiltonian (last row) the average values of several additional quantities calculated from function IV. 1, IV. 2, IV. 3 are given in columns three, four and five respectively. For comparison the averages (where available)
calculated by Kolos and Roothaan (22) from a self-consistent field (SCF) treatment are given in column six and those calculated by the same authors from a 40 term variation function of the James and Coolidge type are given in column two. The constants \( k \) and \( c \) were obtained by imposing the condition that the energy be a minimum. These values are \( k^2 = 0.00512 \) and \( c^2 = 0.30804 \), when the functions \( u, v \) are properly normalized.

TABLE 9. --Average of the exact Hamiltonian and other quantities over various two-electron functions

<table>
<thead>
<tr>
<th></th>
<th>( \Psi ) (exact)</th>
<th>( \Psi ) (equation IV. 1)</th>
<th>( \Psi ) (equation IV. 2)</th>
<th>( \Psi ) (equation IV. 3)</th>
<th>( \Psi ) (SCF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Psi \ r_{12} )</td>
<td>0.59737</td>
<td>0.65716</td>
<td>0.65011</td>
<td>0.61969</td>
<td>0.6586</td>
</tr>
<tr>
<td>( \Psi \ V )</td>
<td>-2.34928</td>
<td>-2.27326</td>
<td>-2.27503</td>
<td>-2.31545</td>
<td>-2.2672</td>
</tr>
<tr>
<td>( \Psi \ T )</td>
<td>1.17484</td>
<td>1.14562</td>
<td>1.14194</td>
<td>1.16867</td>
<td>1.1336</td>
</tr>
<tr>
<td>( \Psi \ r_{ab} )</td>
<td>---</td>
<td>0.59223</td>
<td>0.59092</td>
<td>0.59132</td>
<td>---</td>
</tr>
<tr>
<td>( \Psi \ V_{model} )</td>
<td>---</td>
<td>-2.33818</td>
<td>-2.33081</td>
<td>-2.34381</td>
<td>---</td>
</tr>
<tr>
<td>( \Psi \ r_{ba} )</td>
<td>---</td>
<td>1.23012</td>
<td>1.22709</td>
<td>1.23339</td>
<td>---</td>
</tr>
<tr>
<td>( \Psi \ H )</td>
<td>-1.17444</td>
<td>-1.12764</td>
<td>-1.13309</td>
<td>-1.14678</td>
<td>-1.1336</td>
</tr>
</tbody>
</table>

The energy obtained using IV. 1 should be compared to the SCF energy since the latter is the best possible with a product type function. Comparing columns three and six, we see that agreement is generally good, not only for the total energy, but for the kinetic and potential energies as well.
It is a matter of considerable interest that energies so close to SCF can be obtained from a product function of type IV. 1 in which \( u \) is obtained by solving a Schrödinger equation with a predetermined potential. Note that the function IV. 1 contains no adjustable parameter. The calculations of Table 9 refer to \( R = 0.7 \) only. The average Hamiltonian has also been calculated using IV. 1 at other values of \( R \) and these results are given in Table 10. The average Hamiltonian in Table 10 is designated by \( E_u \).

<table>
<thead>
<tr>
<th>( R )</th>
<th>( \langle \psi \mid 1/r_{12} \mid \psi \rangle )</th>
<th>( -E_u )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.71066</td>
<td>1.07419</td>
</tr>
<tr>
<td>0.6</td>
<td>0.68348</td>
<td>1.11888</td>
</tr>
<tr>
<td>0.7</td>
<td>0.65716</td>
<td>1.12764</td>
</tr>
<tr>
<td>0.8</td>
<td>0.63130</td>
<td>1.11969</td>
</tr>
<tr>
<td>0.9</td>
<td>0.60580</td>
<td>1.10376</td>
</tr>
<tr>
<td>1.1</td>
<td>0.57033</td>
<td>1.05286</td>
</tr>
</tbody>
</table>

Note that use of IV. 2 improves the energy only very slightly (see Table 9 column four). The improvement is much greater when IV. 3 is used (see column five). However, it is notable that even the best of these functions, IV. 3, gives an average repulsion between electrons \( \langle \psi \mid 1/r_{12} \mid \psi \rangle = 0.61969 \) au which differs from the exact, 0.59737 au, by considerably more than the
average repulsion \( (u|1/r_{ab}|u) = 0.59223 \text{ au} \) predicted by the model itself. Note also that the average potential energy calculated from the model

\[
(u|V_{\text{model}}|u) = -2(u|1/r_{ba}|u) - (u|1/r_{ab}|u) + 1/2R \quad \text{IV. 4}
\]

(the second term on the right compensating for counting electron-electron repulsion twice in the first term) is equal to \(-2.33818 \text{ au}\) which agrees fairly well with the exact value, \(-2.34928\). The average kinetic energy calculated from the model, \(1.14562 \text{ au}\), does not agree well with the exact average, \(1.17484 \text{ au}\).

These observations lead one to conclude that the model predicts the potential energy rather accurately while not doing as well with the kinetic energy. With this fact, it would seem ideal if it were possible to calculate the total energy of the molecule without using the less accurate kinetic energy value. This calculation can be done by using the virial theorem, its form being (32)

\[
2E + R \frac{dE}{dR} = V. \quad \text{IV. 5}
\]

Equation IV. 5 is valid when the potential employed in the Schrödinger equation is homogeneous and of degree \(-1\). Assuming the average of \(V_{\text{model}}\) (equation IV. 4) is equal to the exact potential energy for the hydrogen molecule, the total electronic energy at the equilibrium internuclear distance can be calculated as follows. If \(E\) of equation IV. 5 is a minimum at \(R = 0.7\), i.e., \((dE/dR)_{R = 0.7} = 0\), then

\[
2E = V_{\text{model}} \quad \text{IV. 6}
\]
for the assumptions stated above. From the appropriate value listed in Table 9, it follows that \( E = -1.169 \text{ au} \). This agrees well with the exact energy. However, this good agreement at \( R = 0.7 \) is not obtained when equation IV. 5 is used to calculate \( E \) at other internuclear distances. The results, none the less, of this type of reasoning are encouraging and lead one to hope that a more refined theory will provide accurate energies. Obviously, it would be of great value to be able to construct a potential curve from average values found in the above manner because of the relative simplicity of the calculation as compared to an extended variational treatment of the problem. A theory designed to take advantage of the above mentioned results will be presented in Section V.
B. Average of the Hamiltonian over Functions from the Model with a Modified Potential

The average of the Hamiltonian presented in the preceding section contained no appeal to the variation theorem except in adjusting expansion coefficients of the trial wave functions. As pointed out in Part B of Section III, the model goes to a hydrogen atom rather than to the helium atom at zero internuclear distance. For this reason it is to be expected that functions at small \( R \) will contain a considerable error. By introducing a screening factor for nuclear charge into the potential

\[
kV_1 = -k/r_{ab1},
\]

IV. 7

where \( k \) is an effective nuclear charge, this situation can be remedied to a certain degree. Rather than attempt to solve the one-electron Hamiltonian containing the variable factor \( k \), it is possible to relate these solutions to those that have already been found for \( k = 1 \). After that has been done, the value of \( k \) will be found that will make the product average of the exact Hamiltonian for the hydrogen molecule a minimum.

Solutions for the one-electron Hamiltonian containing a variable \( k \) can be found in terms of the solutions for \( k = 1 \) in the following way. For the one-electron Hamiltonian operator

\[
H(R, x_1)u(R, x_1) = [T(R, x_1) + V_1(R, x_1)]u(R, x_1) = \epsilon(R)u(R, x_1),
\]

IV. 8
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where $R$ is the internuclear distance and $x_1$ represents the spatial coordinates of electron one, we introduce an expansion of all coordinates by the factor $k$,

$$[T(kR, kx_1) + V_1(kR, kx_1)] u(kR, kx_1) = \epsilon (kR) u(kR, kx_1). \quad \text{IV. 9}$$

Since $T, V_1$ are homogeneous and of degree $-2, -1$ respectively,

$$[T(R, x_1) + kV_1(R, x_1)] u(kR, kx_1) = k^2 \epsilon (kR, kx_1). \quad \text{IV. 10}$$

The following definition is now made,

$$\phi(R, x) = u(R, x_1)u(R, x_2) \quad \text{IV. 11}$$

where $x$ represents all spatial coordinates of the function on the right. We require

$$\int \phi^*(R, x)\phi(R, x)dx = 1. \quad \text{IV. 12}$$

Then

$$\int \phi^*(kR, kx)\phi(kR, kx)dx = k^{-n} \int \phi^*(kR, kx)\phi(kR, kx)d(kx) = k^{-n} \quad \text{IV. 13}$$

where $n$ is the total number of electronic coordinates, from which it follows that the function $k^{+(n/2)}\phi(kR, kx)$ is normalized. Then,

$$T(R) = \int \phi^*(R, x)T(R, x_1)\phi(R, x)dx = \int u(R, x_1)T(R, x_1)u(R, x_1)dx_1, \quad \text{IV. 14}$$

since equation IV. 12 also requires $u(R, x_2)$ to be normalized. In addition,

$$\gamma(R) = -2 \int u(R, x_1)V_1(R, x_1)u(R, x_1)dx_1 = -\int \phi^*(R, x)[V_1(R, x_1) + V_2(R, x_2)]\phi(R, x)dx. \quad \text{IV. 15}$$
For any operator, \( Q(R, x) \), which is homogeneous and of degree \( c \)

\[
Q(R) = \int \phi^*(R, x)Q(R, x)\phi(R, x)dx,
\]

it follows that

\[
k^n \int \phi^*(kR, kx)Q(R, x)\phi(kR, kx)dx = k^{-c} \int \phi^*(kR, kx)Q(kR, kx)\phi(kR, kx)d(kx) = k^{-c} Q(kR)
\]

since

\[
k^c Q(R, x) = Q(kR, kx).
\]

From equation IV. 10 and the above conditions it follows that

\[
T(kR) - \gamma(kR)/2 = \varepsilon(kR).
\]

This completes the definition of the one-electron energy, \( \varepsilon(kR) \), for the potential given by equation IV. 7.

The exact Hamiltonian for the hydrogen molecule is

\[
H(R, x) = T_1 + T_2 + \frac{1}{r_{12}} - \frac{1}{r_{ab_1}} - \frac{1}{r_{ab_2}} - \frac{1}{r_{ba_1}} - \frac{1}{r_{ba_2}} + \frac{1}{2R},
\]

where \( T_1 = -(\hbar^2/8\pi^2 m)\nabla_1^2 \). Now, averaging this operator over \( k^n \phi(kR, kx) \)

\[
E_u(kR) = \int \phi^*(kR, kx)H(R, x)\phi(kR, kx)d(kx)
\]

\[
= k^2 T_1(kR) + k^2 T_2(kR) - k\mu'(kR) - k\gamma(kR) + k/2kR,
\]

where

\[
\mu'(R) = -\int \phi^*(R, x)[\frac{1}{r_{12}} - \frac{1}{r_{ab_1}} - \frac{1}{r_{ab_2}}] \phi(R, x)dx.
\]

From equation IV. 19, IV. 21 becomes

\[
E_u(kR) = 2k^2 \varepsilon(kR) - (1-k)\gamma(kR) - k\mu'(kR) + k/2kR.
\]
In order to complete the calculation, \( k \) must be determined from the condition that \( E_u(kR) \) be an extreme with respect to variation of \( k \)

\[
\frac{\partial E_u(kR)}{\partial k} = 0. \quad \text{IV. 24}
\]

Imposing this condition on equation IV. 23, and noting that

\[
\frac{\partial}{\partial k} = R \frac{\partial}{\partial (kR)} \quad \text{IV. 25}
\]

\[
k \left[ 4\varepsilon (kR) + 2k\varepsilon (kR) \frac{\partial \varepsilon (kR)}{\partial (kR)} \right] - (1-2k)\gamma(kR) - (1-k)kR \frac{\partial \gamma(kR)}{\partial (kR)} - \mu'(kR)
\]

\[
- kR \frac{\partial \mu'(kR)}{\partial (kR)} = 0 \quad \text{IV. 26}
\]

is required. The proof that

\[
2\varepsilon(R) + R \frac{\partial \varepsilon(R)}{\partial R} = \frac{\gamma(R)}{2} \quad \text{IV. 27}
\]

is given in Appendix C. Expanding the coordinates in equation IV. 27 by \( k \), and substituting into equation IV. 26

\[
k \gamma(kR) - (1-2k)\gamma(kR) - (1-k)kR \frac{\partial \gamma(kR)}{\partial (kR)} - \mu'(kR) - kR \frac{\partial \mu'(kR)}{\partial (kR)}
\]

\[
= -(1-k) \frac{\partial \pi(kR)}{\partial (kR)} - \frac{\partial \theta'(kR)}{\partial (kR)} = 0 \quad \text{IV. 28}
\]

is obtained, where

\[
\theta'(R) = R\mu'(R) \quad \text{IV. 29}
\]

\[
\pi(R) = R\gamma(R)
\]

or

\[
k = \frac{\partial \theta'(kR)}{\partial \pi(kR)} + 1 \quad \text{IV. 30}
\]
is the condition that $k$ makes $E_u(kR)$ an extreme. All the quantities necessary to determine $k$ are given in Tables 7 and 10. The resulting values of $k$ and the necessary derivatives are given in Table 11 along with the corresponding values of $R$ and $E_u(kR)$. In order to obtain $E_u(kR)$ at the usual values of $R$, it is necessary to extrapolate backwards to the desired internuclear distances. The result of this extrapolation is listed in Table 12.

**TABLE 11.** --The quantities $d\varphi'(kR)/d\pi(kR)$, $k$, $R$ and $-E_u(kR)$ as a function of $kR$

<table>
<thead>
<tr>
<th>$kR$</th>
<th>$d\varphi'(kR)/d\pi(kR)$</th>
<th>$k$</th>
<th>$R$</th>
<th>$-E_u(kR)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.06480</td>
<td>1.06480</td>
<td>0.46957</td>
<td>1.05464</td>
</tr>
<tr>
<td>0.6</td>
<td>0.01781</td>
<td>1.01781</td>
<td>0.59850</td>
<td>1.11677</td>
</tr>
<tr>
<td>0.7</td>
<td>-0.01614</td>
<td>0.98368</td>
<td>0.71148</td>
<td>1.12759</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.03871</td>
<td>0.96129</td>
<td>0.83221</td>
<td>1.11675</td>
</tr>
<tr>
<td>0.9</td>
<td>-0.05617</td>
<td>0.94383</td>
<td>0.95356</td>
<td>1.09664</td>
</tr>
</tbody>
</table>

**TABLE 12.** --The quantities $k$ and $-E_u(R)$ as a function of $R$

<table>
<thead>
<tr>
<th>$R$</th>
<th>$k$</th>
<th>$-E_u(R)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>1.05106</td>
<td>1.07767</td>
</tr>
<tr>
<td>0.6</td>
<td>1.01435</td>
<td>1.11929</td>
</tr>
<tr>
<td>0.7</td>
<td>0.98650</td>
<td>1.12780</td>
</tr>
<tr>
<td>0.8</td>
<td>0.96664</td>
<td>1.12120</td>
</tr>
<tr>
<td>0.9</td>
<td>0.95114</td>
<td>1.10654</td>
</tr>
</tbody>
</table>
Examination of the uncorrelated average of the Hamiltonian for one-electron functions arising from the screened potential shows very little improvement over the results from the unscreened potential. This is not unexpected since the unscreened function gave an energy in good agreement with the SCF results at the equilibrium internuclear distance. The greatest change occurs at small R. This again was to be expected because of the failure of the model at small R explained above.

As another measure of the accuracy of this energy, \( \omega_e \), the fundamental frequency of nuclear vibration, will be calculated. The assumption is made that this frequency is given adequately by the harmonic oscillator expression

\[
\omega_e = \frac{1}{2\pi} \sqrt{k/\mu} \quad \text{IV. 31}
\]

where \( \mu \) is the reduced mass for the system and \( k \) is the force constant related to the harmonic oscillator potential by

\[
V_{osc} = 1/2 k(x-x_0)^2. \quad \text{IV. 32}
\]

Postulating that the total electron energy curve, \( E_u \), serves as the potential for nuclear vibration, it follows that, expanding around the equilibrium internuclear distance \( x_0 \) where \( x = 2R \)

\[
V_{osc} = E_u(R) - E_u(R_0) = \sum_{n=1}^{\infty} \frac{1}{n!} \left( \frac{\partial E_u(R)}{\partial x} \right)_{R=R_0} (x-x_0)^n. \quad \text{IV. 33}
\]
However, under the assumptions made above, the only non-vanishing term in equation IV. 33 is for $n = 2$, and by comparison to equation IV. 32 we see that

$$k = \left( \frac{\partial^2 E_u}{\partial x^2} \right)_{x=x_0} = \frac{1}{4} \left( \frac{\partial^2 E_u}{\partial R^2} \right)_{R=R_0}. \quad \text{IV. 34}$$

Converting $\omega_e$ to cm$^{-1}$ we find

$$\omega_e = 3.6216 \times 10^3 \sqrt{\left( \frac{\partial^2 E_u}{\partial R^2} \right)_{R=R_0}}. \quad \text{IV. 35}$$

The equilibrium internuclear distance, $r_{eq}$, and $\omega_e$ are given in Table 13 as predicted from the $E_u$ curve for both the screened and unscreened one-electron potential cases. As expected, the influence of the screening factor is most noticeable in $\omega_e$ since this quantity depends on the second derivative of the $E_u$ curve. There is also some improvement in the equilibrium internuclear distance. In each case, the model predicts the equilibrium internuclear distance to be somewhat too small. This indicates that the functions are not yet appropriately scaled, although the error is not large.

**TABLE 13.**--The equilibrium internuclear distance, $r_{eq}$ and $\omega_e$ predicted from the $E_u$ curve for $k=1$ and $k\neq1$

<table>
<thead>
<tr>
<th></th>
<th>$k=1$</th>
<th>$k\neq1$</th>
<th>Experimental (43)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{eq}$</td>
<td>0.7240 Å</td>
<td>0.7327 Å</td>
<td>0.74116 Å</td>
</tr>
<tr>
<td>$\omega_e$</td>
<td>5,588 cm$^{-1}$</td>
<td>4,466 cm$^{-1}$</td>
<td>4400.39 cm$^{-1}$</td>
</tr>
</tbody>
</table>
The values of $\omega_e$ are too large. This is expected since the $E_u$ curve must lie above the exact potential curve, and, as a result, the second derivative in equation IV. 35 will probably be too large.

Porto and Lambert (23) calculated $\omega_e$ from the results of Kolos and Roothaan based on 40 and 50 term variation functions. They found that $\omega_e = 4410.04 \text{ cm}^{-1}$ when a 15th degree polynomial was used to fit the potential curve. Using the data of Kolos and Roothaan, the calculation was repeated in the same way that was used to find the values in Table 13. This calculation indicated that the numerical method used here gives results accurate to less than 0.5% with respect to the best value obtainable from the data given here.
V. A THEORY FOR CONSTRUCTING THE TOTAL ENERGY FROM A MODIFIED VIRIAL THEOREM

The point has been made that a product wave function, when used to average the exact Hamiltonian for a system, gives a mean value for the energy that, at best, exceeds the exact energy by a finite amount known as the correlation energy. The usual method of improving this calculation is to assume a more complicated function that incorporates electron correlation. In this section a theory will be developed for the hydrogen molecule which, in principle, will determine the difference between a product average of the Hamiltonian and the exact electronic energy. This product average is defined as being an average over the function, assumed to be normalized

\[ \Phi = u(1)u(2) \]

V. 1

where \( u \) is defined as an eigenfunction of equation III. 6. Hence, this theory is based on the approximation to the potential made in the model.

The development of the theory will consist of the following steps:

1) the introduction of a constraint on the average of the exact Hamiltonian;
2) derivation of the appropriate virial equation; and 3) investigating an approximate solution for the resulting equation. The theory was developed as the result of an indirect argument which would be awkward to explain in advance.
Hence the constraint imposed will merely be stated in the following paragraphs and the mathematics developed without attempting to explain the original motivation. This procedure has the disadvantage that the entire development seems highly formalized and devoid of physical content. The final results, however, will justify the treatment and the course adopted gets quickly to the final results.

Using the definitions given in Part A of Section III, it is easily shown that the Hamiltonian operator for the hydrogen molecule can be written as

\[
H = \frac{-\hbar^2}{8\pi^2 m} (\nabla_1^2 + \nabla_2^2) + \frac{1}{r_{12}} - \frac{1}{r_{ab1}} - \frac{1}{r_{ab2}} - \frac{1}{r_{ba1}} - \frac{1}{r_{ba2}}. \quad \text{V. 2}
\]

The terms \(1/r_{12}\), \(1/r_{ab1}\), \(1/r_{ab2}\) are all related to each other and to the repulsion between electrons. The term \(1/r_{12}\) is obviously the mutual potential energy of two electrons a distance \(r_{12}\) apart. The term \(1/r_{ab1}\) is the average of \(1/r_{12}\) over the position of electron 2 with the position of electron 1 fixed (see Slater's formula, equation II. 1), at least according to the assumptions of the model. The term \(1/r_{ab2}\) has a similar significance. If the assumptions are correct, then the average values of all three terms should be the same.

A less stringent assumption is the correlated average of the term \(1/r_{ab1} + 1/r_{ab2} - 1/r_{12}\) is the same as the uncorrelated average of \(1/r_{ab}\), that is

\[
\mu = \mu'. \quad \text{V. 3}
\]
where
\[ \mu = (u | 1/r_{ab} | u) \quad \text{V. 4} \]

\[ \mu' = (\Psi | 1/r_{ab1} + 1/r_{ab2} - 1/r_{12} | \Psi). \quad \text{V. 5} \]

The condition of equation V. 3 will not be exactly satisfied, although it is apparently a good approximation at \( R = 0.7 \) for the hydrogen molecule. If however, we impose equation V. 3 as a constraint and then demand that, subject to this constraint, the function \( \Psi \) be so adjusted as to make the energy a minimum, this will provide the best \( \Psi \) compatible with the constraint. We note that \( u \) is a predetermined constant and hence the condition of equation V. 3 is equivalent to demanding that \( \mu' \) be a constant. We can therefore use the Lagrange multiplier method, with multiplier \( \alpha' \), and hence the condition for a constrained extreme is

\[
\frac{-\hbar^2}{8 \pi^2 m} \left( \nabla_1^2 + \nabla_2^2 \right) \Psi + (1 + \alpha') \left( \frac{1}{r_{12}} - \frac{1}{r_{ab1}} - \frac{1}{r_{ab2}} \right) \Psi - \left( \frac{1}{r_{ba1}} + \frac{1}{r_{ba2}} \right) \Psi = E'' \Psi. 
\]

V. 6

Let \( \alpha \) be the values of \( \alpha' \) for which the constraint is satisfied. It is convenient to define a new quantity \( E' \) by the equation

\[ E' = E'' + \alpha' \mu. \quad \text{V. 7} \]

There are three values of \( \alpha' \) which are of particular interest. The first is that \( \alpha' \) for which the constraint is satisfied. For this case, it can be verified from equations V. 3 and V. 6

\[ E'' = (\Psi | H | \Psi) - \alpha \mu \]

V. 8
I. INTRODUCTION

The history of the application of quantum mechanics to the hydrogen molecule is almost as old as modern quantum mechanics itself. In 1927 Heitler and London (1) presented a calculation of the binding energy of the hydrogen molecule. Six years later James and Coolidge (2) reported a binding energy of 4.7210 electron volts (eV) at the internuclear distance of 1.40 atomic units (au) as compared to the experimental values of 4.746 eV for the binding energy and 1.4016 au for the equilibrium internuclear distance. This provided a definitive test of the applicability of quantum mechanics to molecular systems and, in view of the precision of the results, it would appear that the hydrogen molecule problem is essentially solved.

For two reasons, however, intensive research on the comparatively simple system has persisted until the present. The first reason is that extension of the James and Coolidge technique to the study of the complete ground state potential curve or to an investigation of the excited state structure of the hydrogen molecule leads to complications. These complications are slow convergence of the expansion of the ground state wave function at large internuclear distances (3) and the difficulties of constructing appropriate
where $H$ is the Hamiltonian of equation V. 2. It follows from equation V. 7 that $E' = (\Psi \mid H \mid \Psi )$ (when $\alpha = \alpha'$) and, in what follows, we shall designate $E'$ by $E$ in this particular case. The second case is that for which $\alpha' = 0$. In this case $E'' = W$, the exact eigenvalue for hydrogen and, obviously, $E' = W$ as well. Finally, the value $\alpha' = -1$ is of interest. In this case, it follows from equations III. 6, V. 6 that $E'' = 2\varepsilon$ and, from equation III. 57 it is found that

$$E' = 2\varepsilon - \mu = E_t - 1/2R. \quad V. 9$$

Also, when $\alpha' = -1$, it follows that

$$\Psi = u(1)u(2). \quad V. 10$$

Although the condition that $\alpha' = \alpha$ will be used later, it is convenient to consider cases for which $\alpha' \neq \alpha$. In particular, assume for the moment that $\alpha'$ is arbitrary and independent of $R$. For this case the potential energy term of equation V. 6 is homogeneous and of degree $-1$. It follows immediately from the virial theorem that

$$2E'' + R \left( \frac{\partial E''}{\partial R} \right)_{\alpha'} = -(1 + \alpha') \mu' - \gamma' \quad V. 11$$

where

$$\gamma' = (\Psi \mid 1/r_{ba1} + 1/r_{ba2} \mid \Psi ). \quad V. 12$$

Note in equation V. 11 the subscript $\alpha'$ on the derivative which emphasizes that $\alpha'$ must be constant during the differentiation with respect to $R$. This enters because the potential term of equation V. 6 is only homogeneous of
degree -1 when $\alpha'$ does not depend on $R$. We can, however, easily obtain an equation which applies when $\alpha'$ is a function of $R$. That is, considering $E''$ as a function of $R$ and $\alpha'$, it follows that

$$\frac{dE''}{dR} = \left(\frac{\partial E''}{\partial R}\right)_{\alpha'} + \left(\frac{\partial E''}{\partial \alpha'}\right) \frac{d\alpha'}{dR}. \quad V. 13$$

It will be shown in Appendix D that

$$\left(\frac{\partial E''}{\partial \alpha'}\right) = -\mu'. \quad V. 14$$

and hence

$$\left(\frac{\partial E''}{\partial R}\right)_{\alpha'} = \frac{dE''}{dR} + \mu' \frac{d\alpha'}{dR}. \quad V. 15$$

On substituting equation V. 15 into equation V. 13, we obtain

$$2E'' + R \frac{dE''}{dR} = -(1+\alpha')\mu' - \gamma' - \mu' R \frac{d\alpha'}{dR}. \quad V. 16$$

Introducing $E'$, defined by equation V. 7, we see that equation V. 16 becomes

$$2E' + R \frac{dE'}{dR} = (\mu - \mu') \left(\alpha' + R \frac{d\alpha'}{dR}\right) + \alpha' \frac{d\theta}{dR} - \mu' - \gamma'. \quad V. 17$$

where we define

$$\theta = R\mu'. \quad V. 18$$

At this point, we will review the significance of some of the quantities defined above for particular values of $\alpha'$. It was shown above that, when $\alpha' = -1$, $\psi$ is defined by equation V. 10. It follows that $\mu'$, which will be called $\mu^*$ for this value of $\alpha'$, becomes the product average and can be
found from values given in Table 7 and Table 10. The quantity $\mu$, which does not depend on $\alpha'$ or $\alpha$, is given in Table 7. For this particular value of $\alpha'$, the quantity $\gamma'$ will be designated by $\gamma^*$ so that it will not be confused with the $\gamma'$ going with other values of $\alpha'$. The quantity now designated by $\gamma^*$ is a product average defined by equation V. 12 and can also be obtained from Table 7. For values of $\alpha' = \alpha$, which satisfy the constraint, we let $\gamma'$ become $\gamma$, $E'$ become $E$ and, by definition, $\mu'$ is equal to $\mu$. Unless the variational problem for $\Psi$ is solved in some manner, these quantities will not be known. It will not be necessary to distinguish in any special way the quantities defined above for $\alpha'$ when $\alpha' = 0$ except, as was pointed out above, $E'' = E' = W$.

Allowing $\alpha' = \alpha$ and remembering the definitions given above, equation V. 17 becomes

$$2E + R \frac{dE}{dR} = \alpha \frac{d\theta}{dR} - \mu - \gamma.$$  \hspace{1cm} \text{V. 19}

Subtracting equation V. 17 from equation V. 19 and multiplying through by $R$

$$\frac{d}{dR} \left[ R^2 (E-E') \right] = R^2 (\mu' - \mu) \frac{d(\mu' - \alpha)}{dR} + R^2 (\mu' - \mu) \frac{d\alpha}{dR} + (\alpha' - \alpha)(\mu' - \mu)R$$  \hspace{1cm} \text{V. 20}

$$+ \alpha (\mu' - \mu)R + R(\alpha - \alpha') \frac{d\theta}{dR} + R(\mu' - \mu) + R(\gamma' - \gamma)$$

is obtained. We attempt to find a solution to equation V. 20 in the following way. Expanding $E'$ in a power series of $\alpha'$ around $\alpha$.

$$E' - E = \sum_{n=1}^{\infty} \frac{\lambda n}{n!} (\alpha' - \alpha)^n$$  \hspace{1cm} \text{V. 21}
is obtained where

\[ \lambda_n = \left( \frac{\partial^n E'}{\partial \alpha'^n} \right)_{\alpha' = \alpha} \]  

Expanding \(-\gamma'\) in the same manner

\[ \gamma - \gamma' = \sum_{n=1}^{\infty} \frac{\beta_n}{n!} (\alpha' - \alpha)^n \]  

is found, where

\[ \beta_n = \left( \frac{\partial^n (-\gamma')}{\partial \alpha'^n} \right)_{\alpha' = \alpha} \]  

For \(-\mu'\)

\[ \mu - \mu' = \sum_{n=1}^{\infty} \frac{\epsilon_n}{n!} (\alpha' - \alpha)^n \]  

is found, where

\[ \epsilon_n = \left( \frac{\partial^n (-\mu')}{\partial \alpha'^n} \right)_{\alpha' = \alpha} \]  

In Appendix D it is shown that

\[ \frac{\partial E'}{\partial \alpha'} = \mu - \mu' \]  

hence it follows that

\[ \epsilon_n = \lambda_{n+1} \]
Also note that, from the definition of the constraint,
\[ \epsilon_0 = \lambda_1 = (\mu - \mu') \frac{\alpha'}{\alpha} = 0. \] V. 29

Now, equation V. 25 becomes
\[ \mu - \mu' = \sum_{n=1}^{\infty} \frac{n\lambda_n}{n!} (\alpha' - \alpha)^{n-1}. \] V. 30

On substituting equations V. 21, V. 23, V. 30 into equation V. 20
\[ 2\lambda_n + R \frac{d\lambda_n}{dR} = R \lambda_{n+1} \frac{d\alpha}{dR} + n\lambda_n + (1+\alpha) \lambda_{n+1} + \beta_n \quad n > 1 \] V. 31

is obtained as a recurrence relationship between the expansion coefficients
(see Appendix F). The terminal condition, \( n = 1 \), yields
\[ \lambda_n (1+\alpha) + \beta_1 + R \frac{d\alpha}{dR} + \frac{d\theta}{dR} = 0. \] V. 32

If we now make the assumption that the expansions in equations
V. 21, V. 22, V. 23 are valid at \( \alpha' = -1 \), where we define
\[ y = R(1+\alpha) \] V. 33
and
\[ \lambda_n = R^{n-2} \theta_n \]
V. 34

equations V. 31, V. 32 become
\[ \frac{d\theta_n}{dR} = \theta_{n+1} \frac{dy}{dR} + \frac{\beta_n}{R^{n-1}}, \quad n > 1 \] V. 35
and
\[ \theta_2 \frac{dy}{dR} + \beta_1 + \frac{d\theta}{dR} = 0. \] V. 36
Remembering the definitions of equations V. 33, V. 34 and the fact $E' = E_t$
for $\alpha' = -1$, the expansions in equations V. 21, V. 23, V. 30 become

$$-f = \sum_{n=2}^{\infty} \frac{\theta_n}{n!} (-y)^n$$  \hspace{1cm} V. 37

where

$$f = -R^2(E_t - E),$$  \hspace{1cm} V. 38

$$\gamma - \gamma^* = \sum_{n=1}^{\infty} \frac{\beta_n}{n!} \left( \frac{\gamma}{R} \right)^n$$  \hspace{1cm} V. 39

and

$$R(\mu - \mu^*) = \sum_{n=1}^{\infty} \frac{n\theta_n}{n!} (-y)^{n-1}.$$  \hspace{1cm} V. 40

Setting $\alpha' = -1$ in equation V. 20 gives

$$\frac{df}{dR} = R(\gamma^* - \gamma) + y \frac{d\theta}{dR}.$$  \hspace{1cm} V. 41

Now, if we make the further assumption that the expansion of equations V. 37, V. 39, V. 40 can be truncated to the first non-vanishing term, the equations

$$f = -\frac{\theta_2}{2} y^2$$  \hspace{1cm} V. 42

$$R(\gamma^* - \gamma) = \beta, y$$  \hspace{1cm} V. 43

$$R(\mu - \mu^*) = -\frac{\theta_2}{2} y$$  \hspace{1cm} V. 44

are found. Equations V. 36, V. 41, V. 42, V. 43, V. 44 consist of a set of five equations in the unknowns $y, f, \beta_1, \gamma$ and $\theta_2$. 
However, since this set of equations contains derivatives of the variables \( f \) and \( y \), it will not be possible to find a solution unless independent conditions are known that will determine the constants of integration for these equations. Specifically, these conditions involve knowing \( E \) at some \( R \) for which the value of \( \alpha \) is also known. There are specific values of \( \alpha \) for which something is known, but, as yet, no conditions adequate for a complete solution of these equations have been found. At the point \( \alpha = 0 \), the constraint is naturally satisfied and \( E = W \). This provides no information, however, since one would have to have previous knowledge of the exact energy \( W \).

At the point \( \alpha = -1 \), it is known that \( E = E_t \), \( \mu = \mu^* \) and \( \gamma = \gamma^* \), but on inspection of equations V. 36, V. 41, V. 42, V. 43, V. 44 it can be seen that no conditions on \( \theta_2 \) or \( \beta_1 \) arise. This does give the information that \( \left( \frac{df}{dR} \right)_{\alpha=0} = 0 \), but this does not prove to be useful in providing conditions for the necessary integrations. It may be that it will prove possible to solve this set of equations, which represent an approximate solution to equation V. 20, but more information, such as limiting behavior, is necessary.

These equations do provide, however, some information of value. Substituting equation V. 43 into equation V. 41 gives

\[
\frac{df}{dR} = \beta_1 y + y \frac{d\theta}{dR}.
\]

V. 45

Multiplying equation V. 36 by \( y \) and then subtracting from equation V. 45

\[
\frac{df}{dR} = \theta_2 y \frac{dy}{dR}
\]

V. 46
is obtained. Next, differentiating equation V. 42 we find

\[ \frac{df}{dR} = -\theta_2 y \frac{dy}{dR} - \frac{y^2}{2} \frac{d\theta_2}{dR} . \]  

V. 47

However, from equation V. 46 we see that

\[ \frac{d\theta_2}{dR} = 0, \]

V. 48

or \( \theta_2 \) is required to be a constant. It is also possible to give a specific interpretation to the constant \( \theta_2 \). Going back to equation V. 21, truncating the sum to the first non-vanishing term and using the same definitions, it is found that.

\[ E' - E = (\theta_2/2)(\alpha' - \alpha)^2. \]  

V. 49

For \( \alpha' = 0 \), it was shown above that \( E' = W \), hence it follows that

\[ W - E = (\theta_2/2) \alpha^2. \]  

V. 50

Equation V. 42 can be written in the following form,

\[ E_t - E = (\theta_2/2)(1+\alpha)^2. \]  

V. 51

Subtracting equation V. 51 from equation V. 50, it is found that

\[ W - E_t = - (\theta_2/2)(1+2\alpha) \]  

V. 52

and, using equation V. 44,

\[ W - E_t = \theta_2/2 + \mu - \mu'. \]  

V. 53

is found. Definitions in previous sections show that

\[ E_{u_t} - E_t = (2\epsilon - \mu + 1/2R) - (2\epsilon - \mu + 1/2R) = \mu - \mu'. \]  

V. 54
Hence equation V. 53 becomes

\[ W - E_u = \Theta_2 / 2. \]

Equation V. 55 indicates, to the degree of accuracy of this theory, that \( W - E_u \) must be a constant. From the discussion given in the Introduction, equation V. 55 also defines a type of correlation energy since \( W \) is the exact energy and \( E_u \) is an uncorrelated energy. This will not be the usual definition of correlation energy unless \( E_u \) turns out to be equal to the SCF energy (8), although it has been pointed out that the difference between these two uncorrelated energies is small (see Table 9). Because of this, the theoretical result of equation V. 55 seems quite significant since it has been empirically demonstrated by Löwdin (8) that the correlation energy is actually a constant over a rather wide range of \( R \) near the equilibrium internuclear distance.

It is possible to provide a test of equation V. 55 since \( E_u \) has been calculated and \( W \) is known to a high degree of accuracy from the calculations of Kolos and Roothaan (22). From these values, \( \Theta_2 / 2 \) can be calculated as a function of \( R \) and, if this theory is correct, these values should be constants independent of \( R \). In Table 14 it is seen in column 4 that this is not a bad approximation. From an analogous derivation given in Appendix E, it will be shown that the modified one-electron potential function containing an effective atomic number also predicts equation V. 55. Even better agreement is obtained for this case, as can be seen from column 6 of Table 14.
TABLE 14. —The correlation energy \( \Theta_{2/2} \) from both the screened and unscreened one-electron potential cases

<table>
<thead>
<tr>
<th>R</th>
<th>-W</th>
<th>-( E_u(k=1) )</th>
<th>-( \Theta_{2/2} )</th>
<th>-( E_u(k\neq1) )</th>
<th>-( \Theta_{2/2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>1.12452</td>
<td>1.07419</td>
<td>0.05033</td>
<td>1.07767</td>
<td>0.04685</td>
</tr>
<tr>
<td>0.6</td>
<td>1.16493</td>
<td>1.11888</td>
<td>0.04605</td>
<td>1.11929</td>
<td>0.04564</td>
</tr>
<tr>
<td>0.7</td>
<td>1.17444</td>
<td>1.12764</td>
<td>0.04680</td>
<td>1.12780</td>
<td>0.04664</td>
</tr>
<tr>
<td>0.8</td>
<td>1.16854</td>
<td>1.11969</td>
<td>0.04885</td>
<td>1.12120</td>
<td>0.04734</td>
</tr>
<tr>
<td>0.9</td>
<td>1.15498</td>
<td>1.10376</td>
<td>0.05122</td>
<td>1.10654</td>
<td>0.04844</td>
</tr>
</tbody>
</table>

In summary, this theory provides the following information. It predicts that the difference between the exact energy and the uncorrelated average of a Hamiltonian for a system, correlation energy, must be a constant. It has, as yet, not been possible to determine the value of this constant except from a value of the exact energy at one value of R. It is not surprising, however, that this constant is hard to determine for, if it were possible to calculate it in some simple way, this theory would provide not only an approximation to the constrained average of the Hamiltonian but, apparently, a good approximation to \( W \), the exact energy of \( H_2 \). It seems probable that the foregoing theory can be extended to more complicated systems but the details of this extension have not yet been considered.