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ABSTRACT

We have measured the branching fraction and photon energy spectrum for the inclusive radiative penguin decay $b \to s\gamma$ for the full CLEO II and CLEO II.V datasets. We find $\mathcal{B}(b \to s\gamma) = (3.21 \pm 0.43 \pm 0.27^{+0.18}_{-0.10}) \times 10^{-4}$, where the first error is statistical, the second is systematic, and the third is from theory corrections. We also obtain first and second moments of the photon energy spectrum above 2.0 GeV, $\langle E_\gamma \rangle = 2.346 \pm 0.032 \pm 0.011$ GeV, and $\langle E_\gamma^2 \rangle - \langle E_\gamma \rangle^2 = 0.0226 \pm 0.0066 \pm 0.0020$ GeV$^2$, where the errors are statistical and systematic. From the first moment we obtain the HQET parameter $\bar{\Lambda} = 0.35 \pm 0.08 \pm 0.10$ GeV to order $1/M_B^3$ and $\beta_0\alpha_s^2$.
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CHAPTER 1

Introduction

1.1 Motivation

Particle physicists seek to understand the fundamental structure of observable matter and to develop a comprehensive theory that describes the interactions between elementary particles. The idea that all matter can be reduced to elementary components has been around since the days of the early Greeks who first introduced the idea of fundamental and indivisible particles called atoms. Over the course of many centuries this idea was explored much further. Mendeleev's periodic table organized atoms according to their properties and revealed a pattern. The pattern evident in the Periodic Table led to the discovery of nuclei which was followed by the discovery of the protons and neutrons glued together inside the nucleus of the atom. With the advent of particle accelerators, physicists could create their own subatomic particles. In the mid-20th century, many elementary particles were discovered and classified according to their properties. Likewise, these properties revealed patterns that seemed to indicate that these particles were composed of a simple set of elementary point-like particles.
By observing such patterns, physicists obtain clues about the rules by which these pieces were put together. Applying the scientific method, physicists examine these patterns and make hypotheses, create experiments to test these hypotheses, and then interpret the results to determine what the patterns indicate about the world around us. Physicists have collected these results and combined them in a theory that describes the behavior of these fundamental building blocks of the material world. This chapter describes the basics of this theory, which is known as the "Standard Model" (SM).

1.2 The Standard Model

The Standard Model is the most successful attempt to date at integrating all of the basic laws that govern the structure of matter and the interactions between particles. It describes the behavior of all known subatomic particles using a single theoretical framework.

1.2.1 The Particles

The world around us consists of three kinds of elementary particles: quark, leptons, and force carrier particles called gauge bosons. All of our understanding of the properties of matter derives from the interactions of these particles. Each particle has an antimatter partner with identical mass but opposite electric charge. To the resolution achievable by current accelerators ($r \approx 10^{-19} \text{ m}$), these particles show no internal structure. There are several key properties that need to be determined in order to uniquely identify a particle:

- **Mass**
A particle is usually first identified by measuring its mass which in principle can be determined using Newton's law by observing the acceleration of the particle under the influence of a force. This simple scenario breaks down when quark masses are considered because they are not accessible to direct experimental measurement. The precise value of the mass of a quark depends on the context, whether it is confined to a baryon or a meson.

- **Spin**

A particle's spin is its intrinsic angular momentum, a purely quantum mechanical property similar to orbital angular momentum. Quarks and leptons have half-integer spin, while gauge bosons have integer spin. There is a connection between spin and symmetry, first noted by Pauli: the wave function of a system of \( n \) identical particles with half-integer spin, called fermions, changes sign if any two particles are interchanged. The wave function of a system of \( n \) identical particles with integer spin, called bosons, remains unchanged under the interchange of two particles. This connection between spin and symmetry leads to the Pauli Exclusion Principle which states that one quantum mechanical state can be occupied by only one fermion. This principle is profoundly important in all of particle physics.

- **Electric Charge**

Many types of particles possess an electric charge. The total charge of a subatomic particle determines the strength of its interaction with the electromagnetic force.

- **Other Quantum Numbers**
The most familiar quantum numbers are those associated with electrons in an atom like energy, angular momentum, and spin. When studying subatomic particles, it is necessary to come up with some new quantum numbers that describe the states of quarks and leptons such as parity (space inversion) and particle-antiparticle conjugation.

Table 1.1 and Table 1.2 list what are believed to be the elementary particles that make up all matter, the quarks and the leptons. All of these particles are fermions and carry a spin of 1/2. Furthermore, although they have mass, they are point-like particles that have no size.

<table>
<thead>
<tr>
<th>Quark</th>
<th>Name</th>
<th>Charge</th>
<th>Mass (GeV/c^2)</th>
<th>Weak Isospin</th>
</tr>
</thead>
<tbody>
<tr>
<td>u</td>
<td>up</td>
<td>+2/3</td>
<td>0.001 - 0.005</td>
<td>+1/2</td>
</tr>
<tr>
<td>d</td>
<td>down</td>
<td>-1/3</td>
<td>0.003 - 0.009</td>
<td>-1/2</td>
</tr>
<tr>
<td>c</td>
<td>charm</td>
<td>+2/3</td>
<td>1.15 - 1.35</td>
<td>+1/2</td>
</tr>
<tr>
<td>s</td>
<td>strange</td>
<td>-1/3</td>
<td>0.075 - 0.170</td>
<td>-1/2</td>
</tr>
<tr>
<td>t</td>
<td>top</td>
<td>+2/3</td>
<td>169 - 179</td>
<td>+1/2</td>
</tr>
<tr>
<td>b</td>
<td>bottom</td>
<td>-1/3</td>
<td>4.0 - 4.4</td>
<td>-1/2</td>
</tr>
</tbody>
</table>

Table 1.1: The properties of quarks [1].

Our everyday world is made up of just three of these building blocks: the up quark, the down quark, and the electron. This set of particles is all that is necessary to form protons and neutrons. Together with electrons, protons and neutrons combine to form atoms which group together to form molecules and so on.

There are a total of six “flavors” of quarks and six leptons which are grouped into three “generations” of pairs. The three pairs form doublets of weak charge.
<table>
<thead>
<tr>
<th>Lepton</th>
<th>Charge</th>
<th>Mass (MeV/c²)</th>
<th>Weak Isospin</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu_e$</td>
<td>0</td>
<td>$&lt; 0.003$</td>
<td>$+1/2$</td>
</tr>
<tr>
<td>$\bar{e}$</td>
<td>$-1$</td>
<td>0.511</td>
<td>$-1/2$</td>
</tr>
<tr>
<td>$\nu_\mu$</td>
<td>0</td>
<td>$&lt; 0.19$</td>
<td>$+1/2$</td>
</tr>
<tr>
<td>$\bar{\mu}$</td>
<td>$-1$</td>
<td>106</td>
<td>$-1/2$</td>
</tr>
<tr>
<td>$\nu_\tau$</td>
<td>0</td>
<td>$&lt; 18.2$</td>
<td>$+1/2$</td>
</tr>
<tr>
<td>$\bar{\tau}$</td>
<td>$-1$</td>
<td>1777</td>
<td>$-1/2$</td>
</tr>
</tbody>
</table>

Table 1.2: The properties of leptons [1].

Although individual quarks have fractional charge, they combine such that hadrons always have a net integer charge. Free quarks have never been observed because quarks are confined to hadrons, which are either mesons (a bound state containing a quark and an anti-quark) or baryons (containing three quarks or three antiquarks). This confinement is due to the fact that quarks, unlike leptons, carry an additional kind of charge known as color and follow the rules of quantum chromodynamics (QCD). The proton ($uud$) and the neutron ($udd$) are examples of baryons. There are three color charges and corresponding anti-color charges called red, green, and blue. The existence of a color quantum number is required to explain the existence of observed hadrons that combine three identical fermions in a completely symmetric ground state. Were it not for color, this situation would violate the Pauli Exclusion Principle. Mesons consist of a color-anticolor pair, and baryons consist of three quarks, each with a different color quantum number, so that observed baryons and mesons are always “colorless”. Of specific interest to this analysis is the $a b$ quark with a lighter anti-quark: $B^-$ ($b\bar{u}$), $B^+$ ($\bar{b}u$), $B^0$ ($b\bar{d}$), and $\bar{B}^0$ ($b\bar{d}$). Similarly, $K$ mesons, or kaons, contain a strange quark and a light anti-quark. $K$ mesons whose quark spins are in the triplet configuration with total angular momentum $J = 1$ are
called $K^*$ mesons. Pions ($\pi$) are composed of the two lightest quarks: $\pi^+ (u\bar{d})$, $\pi^- (d\bar{u})$, and $\pi^0 (u\bar{u}, d\bar{d})$.

There are six leptons (and six anti-leptons), three of which have a non-zero electric charge. They appear to be point-like particles without any internal structure. The electron, the muon ($\mu$) and the tau ($\tau$) have electric charge and no color charge. The other three leptons are neutrinos ($\nu$), which have no electric charge and carry only weak charge. They only participate in the weak interaction, so they rarely interact with matter and are difficult to detect.

### 1.2.2 The Forces

Now that we know the fundamental building blocks of nature, we can turn our attention to how these fundamental particles interact. Interactions are mediated by integer-spin particles called gauge bosons, which are listed in Table 1.3

<table>
<thead>
<tr>
<th>Interaction</th>
<th>Gravity</th>
<th>Weak</th>
<th>Electromagnetic</th>
<th>Strong</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mediator</td>
<td>graviton</td>
<td>$W^\pm, Z^0$</td>
<td>$\gamma$ (photon)</td>
<td>$g$ (gluon)</td>
</tr>
<tr>
<td>Range</td>
<td>$\infty$</td>
<td>$&lt; 10^{-18}$</td>
<td>$\infty$</td>
<td>$\sim 10^{-15}$</td>
</tr>
<tr>
<td>Mass (GeV/c$^2$)</td>
<td>0</td>
<td>80.4 ($W^\pm$), 91.2 ($Z^0$)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Charge</td>
<td>0</td>
<td>0 ($Z^0$), 1 ($W^\pm$)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Spin</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Acts on</td>
<td>All particles</td>
<td>Leptons,</td>
<td>Charged particles</td>
<td>Hadrons</td>
</tr>
</tbody>
</table>

Table 1.3: The properties of gauge bosons [1].

It is an impressive demonstration of the unifying power of physics to realize that all the phenomena observed in the natural world can be attributed to the effects
of just four fundamental forces: gravity, electromagnetism, weak force and strong force. Gravity and electromagnetism are the only forces that have significant effects at macroscopic distances. The effects of the weak and strong forces are confined to within $10^{-15}$ m of their sources. When two particles interact, they are said to exchange bosons. A brief description of the fundamental forces is given below.

- **Gravity**
  
  Although its interaction is of infinite range, gravity is very weak. The gravitational force is described classically by Newton's law of universal gravitation, and its relativistic generalization is Einstein's theory of relativity. However, both of these are still classical theories and no satisfactory quantum theory of gravity has yet been formulated. A description of gravity is not included in the SM. In addition, the graviton, the gauge boson for gravity, has not been found [8]. Fortunately, the effects of gravity are negligible in most particle physics processes when compared to the other three interactions.

- **Electromagnetic force**
  
  The electromagnetic interaction is governed by the theory of quantum electrodynamics (QED). It is mediated by the photon ($\gamma$) which couples to all electrically charged particles. It is this force that allows atoms to bind together to form larger structures.

- **Strong force**
  
  The strong force is responsible for holding quarks together to form hadrons. It is governed by the theory of quantum chromodynamics (QCD) and interacts only with particles that carry color charge. Quarks have color charge while
leptons do not, so only quarks can interact via the strong force. This force is responsible for binding the protons and neutrons in the nucleus together and for confining quarks inside hadrons. Quark color is the source of fields called color fields, just as the electric charge is the source of electromagnetic fields. The quantum excitations of these color fields are called “gluons”, and the strong force is mediated by the massless gluon. A unique feature of the strong force is that the gluon itself carries a color charge, implying that gluons can interact with themselves. Because of this direct coupling, the color field between quarks and antiquarks does not spread out as the distance between them is increased. Free quarks and color fields have not been observed because they are eternally confined to reside in “colorless” states. While the strong force is very strong for quarks that are far apart, it is much weaker for quarks that are very close together, so even though the quarks inside a hadron are tightly bound together, they are still able to wiggle around inside. As a quark is pulled out of a hadron, the force between the quark and other quarks in the nucleon is so strong that there is enough energy to form a new $q\bar{q}$ pair, thus maintaining the colorless state.

- **Weak force**

Weak interactions are responsible for the decay of massive quarks and leptons into lighter quarks and leptons. When a quark or lepton changes type, it is said to change flavor. All flavor changes are due to the weak interaction. The weak force is responsible for $\beta$-decay, the $d \rightarrow u$ transition which causes the neutron (composed of three quarks, $udd$) to disintegrate into a proton ($uud$),
an electron, and a neutrino. The weak interaction is mediated by the massive vector bosons, the $W^\pm$ and $Z^0$, and is of very short range.

Efforts to unify the last three of these interactions into one global description have resulted in the Standard Model. Experiments have verified its predictions to good precision and as yet, there is no piece of experimental evidence to contradict it. However, even though the Standard Model has resisted all attacks by experimental data, there are many unanswered questions about the physics territory beyond its frontiers. There are many input parameters to the SM such as the fermion masses and the coupling constants that cannot be derived from first principles and can only be determined experimentally. In addition, there is no way as yet to combine a theory of gravity with quantum mechanics and integrate it into the Standard Model. The focus of particle physics is the experimental verification or the refutation of predictions that are based on the Standard Model and possible extensions to it.

1.2.3 Theory of Weak Interactions

The weak interaction couples to particles that carry "weak charge", called weak isospin. All quarks and leptons couple to the weak force through allowed weak vertices pictured in Figure 1.1. The charge conjugate processes are also allowed.

A $b$ ($\bar{b}$) quark with charge $-1/3$ ($+1/3$) can convert into a $c$ ($\bar{c}$) quark with charge $+2/3$ ($-2/3$) through the emission of a $W^-$ ($W^+$). Although the outgoing quark carries the same color as the incoming quark, the quark flavor has changed. Quark flavor is not conserved in weak interactions!

Furthermore, only the weak interaction violates "mirror symmetry" or parity invariance. The parity operation is equivalent to an inversion of space coordinates.
Figure 1.1: Diagrams for allowed weak vertices. Diagram (a) is an example of a charged vertex for leptons; (b) is the neutral vertex for leptons, and (c) is the charged vertex for quarks. There is no flavor changing neutral vertex for quarks! The charge conjugates of these reactions are also allowed, although they are not explicitly pictured.

Prior to 1956, physicists believed that the laws of physics were the same for a process and its mirror image. In 1956, Lee and Yang pointed out that no experiment had actually been done to test this principle in weak decays (although the strong and electromagnetic processes had provided plenty of evidence that parity was conserved in those interactions) [9]. Later that year, C.S. Wu and her collaborators performed an experiment designed to observe a spatial asymmetry in the β-decay of the Cobalt 60 atom [10]. In this experiment, a collection of Co$^{60}$ atoms were aligned so that their spins pointed in one direction. The directions of the emitted electrons from the β-decay were recorded. The experiment found that the electrons were almost always emitted in the direction of the nuclear spin, violating parity. In the case of the weak interaction, the process and its mirror image are distinguishable, and the weak force responsible for β-decay can tell its right hand from its left. The "handedness", or helicity, of a particle refers to a particle's spin component in the direction of motion. A particle of spin $\frac{1}{2}$ can have a helicity of +1, "right-handed", or −1, "left-handed".
Weak decays are inherently left-handed and can only couple to particles that have spins pointing opposite to their direction of motion. Over the course of several experiments, it was determined that all neutrinos are left-handed and all antineutrinos are right-handed. In general, leptons can interact via the electromagnetic and the weak force. Neutrinos, having no charge, can only interact through the weak interaction. In fact, any massless fermion that engages in weak interactions must be left-handed due to the structure of the weak interaction current. This has implications for the way we group leptons and quarks.

The weak interaction prefers its leptons to be left-handed, such that if a lepton, such as an electron, were actually massless it would act only on left-handed electrons. (For a massive particle, we can always move to a frame of reference in which the direction of motion changes, thus changing the helicity of the particle.) Therefore, it makes sense to split the lepton wave function into separate right- and left-handed components and group them separately. See Table 1.4 for the new grouping of leptons.

\[
\begin{pmatrix}
\nu_e \\
e
\end{pmatrix}_L \quad \begin{pmatrix}
\nu_\mu \\
\mu
\end{pmatrix}_L \quad \begin{pmatrix}
\nu_\tau \\
\tau
\end{pmatrix}_L
\]

\[
e_R \quad \mu_R \quad \tau_R
\]

Table 1.4: Three Generations of Leptons. The absence of right-handed neutrinos assumes that the neutrinos are massless.

Returning to the discussion of quarks, we now have some basis for understanding why the weak interaction does not conserve flavor. The six quarks are eigenstates
of the strong force:

\[
\begin{pmatrix}
  u \\
  d
\end{pmatrix}
\begin{pmatrix}
  c \\
  s \\
  b
\end{pmatrix}
\begin{pmatrix}
  t
\end{pmatrix}
\]

However, the eigenstates of the weak interaction are not the same as those of the strong interaction. For the purposes of the weak force, the quark generations are skewed:

\[
\begin{pmatrix}
  u \\
  d' \\
  s' \\
  b'
\end{pmatrix}_L
\begin{pmatrix}
  c \\
  s \\
  b
\end{pmatrix}_L
\begin{pmatrix}
  t
\end{pmatrix}_L
\]

The weak interaction eigenstates \(d', s', b'\) are linear combinations of the strong interaction eigenstates (or flavor eigenstates) \(d, s, \text{ and } b\). By convention, the \(u, c, \text{ and } t\) quarks are unmixed and the unprimed letters represent the strong rather than the weak eigenstates. The mixing between the weak and strong eigenstates is expressed with the Cabibbo-Kobayashi-Maskawa matrix [11],[12]:

\[
\begin{pmatrix}
  d' \\
  s' \\
  b'
\end{pmatrix}_L =
\begin{pmatrix}
  V_{ud} & V_{us} & V_{ub} \\
  V_{cd} & V_{cs} & V_{cb} \\
  V_{td} & V_{ts} & V_{tb}
\end{pmatrix}_L
\begin{pmatrix}
  d \\
  s \\
  b
\end{pmatrix}_L
\]

The CKM matrix can be thought of as a rotation from the quark mass (strong) eigenstates, \(d, s, \text{ and } b\), to a set of new states, \(d', s', \text{ and } b'\), with diagonal couplings to \(u, c, \text{ and } t\). If the matrix were diagonal, then there would be no cross-generational decay.

The CKM matrix is one of the foundations of the Standard Model. It is a unitary matrix that can be described completely by three Euler-type angles and a complex phase [13]. The unitarity of the CKM matrix implies several relations among its elements that are important to the decay \(b \rightarrow s\gamma\) as we will show in Section 2.1. The constraints of unitarity connect the individual elements of the matrix, so picking a particular value for one element restricts the range of others. The values...
of the CKM matrix elements, like fermion masses, cannot be derived from any other quantities but are fundamental input parameters of the Standard Model and cannot be predicted. The elements of this matrix can only be determined experimentally, and the magnitudes have been measured to various degrees of accuracy as shown [1]:

\[
\begin{pmatrix}
0.9742 \text{ to } 0.9757 & 0.219 \text{ to } 0.226 & 0.002 \text{ to } 0.005 \\
0.219 \text{ to } 0.225 & 0.9734 \text{ to } 0.9749 & 0.037 \text{ to } 0.043 \\
0.004 \text{ to } 0.014 & 0.035 \text{ to } 0.043 & 0.9990 \text{ to } 0.9993
\end{pmatrix}.
\]

The magnitude of a CKM element is determined from experimental information on the corresponding quark flavor transition. A matrix element like $V_{tb}$ indicates the strength of the coupling between the two quarks in question, in this case the $t$ quark and the $b$ quark. The diagonal elements of the CKM matrix are clearly dominant (near 1). The large value of $V_{tb}$ reflects the experimental fact that top quark preferentially decays into the bottom quark. Likewise, the value of $V_{cs}$ indicates that charm quarks tend to decay to strange quarks. As you go farther off diagonal, the values get smaller. The elements furthest off the diagonal are the smallest. A perusal of the CKM matrix shows that the strength of the decay amplitude is strongest within each generation. If kinematically allowed to decay, a quark will decay preferentially within its own generation. It is possible, however, for a quark to jump to the next generation, as in the case of the $b \to c$ decay. Sometimes, even less frequently than in the previous case, a quark can jump across two generations as in the case of the $b \to u$ decay. The $b$ quark and particles that contain it, like the $B$ meson, cannot decay to the quark within their generation because it is not kinematically allowed. (The $t$ quark is heavier than the $b$.) They can only decay to lighter quarks that are not in their generation. This makes the decay less likely.
to happen, so these particles tend to live a long time. More details on electroweak interactions can be found in many books and papers [14],[11],[12],[8],[15].

1.2.4 FCNC in Rare B Decays

Notice that in the CKM matrix, there is no element called $V_{bs}$ that indicates a coupling between the $b$ quark and the $s$ quark, yet this thesis is about the decay $b \rightarrow s \gamma$, a $b \rightarrow s$ transition! “Flavor-changing neutral current” (FCNC) processes, are processes in which a quark changes flavor without changing its charge, for example $b \rightarrow s$, $s \rightarrow d$. Naïvely, one would expect such processes to proceed at tree level, mediated by the $Z^0$ boson. For example, the decay $b \rightarrow se^+e^-$ should proceed via the tree diagrams shown in Figure 1.2.

![Figure 1.2: Diagrams for hypothetical $b \rightarrow se^+e^-$ decay.](image)

Except for the CKM matrix elements, these three diagrams are identical. We can write the amplitude for (a) as $V_{tb}V_{ts}^* \mathcal{T}$. Likewise, (b) can be written as $V_{cb}V_{cs}^* \mathcal{T}$ and (c) as $V_{ub}V_{us}^* \mathcal{T}$, where $\mathcal{T}$ is the common piece and is the same for all three. Amplitudes add, and the sum of the three pieces is $(V_{tb}V_{ts}^* + V_{cb}V_{cs}^* + V_{ub}V_{us}^*) \mathcal{T}$. But because the CKM matrix is unitary, the term in parentheses vanishes. This
demonstrates one aspect of the GIM mechanism — flavor changing neutral current processes vanish at tree level [16].

Even though $b \rightarrow s$ decays are not allowed at tree level, it is possible for this transition to occur through other means: a $b$ quark can emit and then reabsorb a $W$ thus changing its flavor twice in a loop process called a penguin decay (see Figure 1.3). In these loop processes, effective FCNC are possible, but they happen much more rarely than the tree level $b \rightarrow c$ decays. In $b \rightarrow s\gamma$, a photon is emitted from one of charged particles, either the quark lines or the $W$.

![Diagram for the penguin decay $b \rightarrow s\gamma$.](image)

**Figure 1.3: Diagram for the penguin decay $b \rightarrow s\gamma$.**

### 1.3 A Preview of Things to Come

The analysis we have done is a measurement of the rate and spectrum of the $b \rightarrow s\gamma$ decay. Since $b \rightarrow s\gamma$ is a rare process forbidden at tree level in the Standard Model and mediated by a loop diagram, it is a sensitive probe of new physics beyond the Standard Model. Experimentally, it has no competition from a tree level diagram, which makes it possible to measure the rate for this decay. With $b \rightarrow s\gamma$, we have the
potential to measure a rare decay whose rate can place constraints on New Physics and whose spectrum can shed light on the fundamental QCD interactions that bind b quarks into B mesons. The rest of this thesis is organized in the following way:

- **Chapter 2:** Describes the theory of $b \rightarrow s\gamma$.

- **Chapter 3:** Describes particle detection and identification using the CLEO II and CLEO II.V detectors.

- **Chapter 4:** Describes the major backgrounds and presents an overview of the strategy for eliminating them.

- **Chapter 5:** Describes how we distinguish between continuum and signal-like events to obtain a yield that includes signal events and $B\bar{B}$ backgrounds. Furthermore, it describes the $B$ backgrounds and how we eliminate them to obtain the final $b \rightarrow s\gamma$ yield.

- **Chapter 6:** Describes how we calculate the efficiency for finding $b \rightarrow s\gamma$ events and how we evaluate the systematic errors.

- **Chapter 7:** We present the photon energy spectrum for $b \rightarrow s\gamma$, the branching fraction, and the first and second moments of the spectrum.

- **Chapter 8:** We interpret the results obtained in Chapter 7 and use the moments to extract HQET parameters.
2.1 Anatomy of Penguin Decays

The $b \rightarrow s \gamma$ decay is a flavor changing neutral current (FCNC) process that was demonstrated to vanish at tree level in Chapter 1. Here, we go beyond the tree level and consider one-loop diagrams, known as penguin diagrams.

![Diagrams](image)

Figure 2.1: Diagrams contributing to the penguin decay $b \rightarrow s \gamma$.

The three diagrams in Figure 2.1 all contribute to $b \rightarrow s \gamma$. They differ among themselves in two ways: the CKM matrix elements and the quark inside the loop. The quarks inside the loop differ only in their mass, so we can write the amplitude of each diagram as $V_{ub} V_{us}^{*} P(m_u)$, $V_{cb} V_{cs}^{*} P(m_c)$, and $V_{tb} V_{ts}^{*} P(m_t)$, where $P(m)$ describes the loop common to the three, a function of the mass of the quark inside the loop.
If the masses \( m_t, m_c, \) and \( m_u \) were all the same, then the factors \( P(m) \) would all be the same and the sum of the three amplitudes would vanish by the unitarity of the CKM matrix, just as it did for the tree level diagrams in Figure 1.2. However, because the masses are not the same, the factors \( P(m) \) differ, and the sum of the three amplitudes does not vanish.

Nevertheless, there is some cancelation, and the actual sum is indeed smaller than the sum of the magnitudes of the three terms. From the values of the CKM matrix elements in Section 1.2.3 we see that \( |V_{ub}V_{us}^*| \ll |V_{cb}V_{cs}^*| \approx |V_{tb}V_{ts}^*| \). Since the CKM matrix is unitary, \( V_{cb}V_{cs}^* \approx -V_{tb}V_{ts}^* \), and \( V_{ub}V_{us}^* \approx 0 \), to a good approximation. The sum of the three amplitudes becomes \( V_{tb}V_{ts}^*[P(m_t) - P(m_c)] \). The degree of suppression shrinks as the difference in masses increases. This demonstrates the other aspect of the GIM mechanism — flavor changing neutral current processes are suppressed for diagrams beyond tree level [16]. Because the top quark is so much heavier than the charm and up quarks, the GIM suppression for \( b \to s \gamma \) is relatively weak.

2.2 Making a Distinction Between \( b \to s \gamma \) and \( B \to X_s \gamma \)

There is a distinction between the parton-level process \( b \to s \gamma \) and the hadron-level process, \( B \to X_s \gamma \). Since \( b \) quarks are bound by imperfectly understood strong interactions into hadrons, effects due to beyond-SM physics must be untangled from the effects of these strongly bound states. It is often difficult to tell the difference between beyond-SM physics and non-perturbative QCD, neither of which are perfectly understood.
The decay $b \rightarrow s\gamma$ is essentially very simple: the quark-level process is a two-body decay that produces a trivial photon energy spectrum consisting of a mono-energetic photon, a discrete line, with a mean of $\sim m_b/2$. The strange system carries away the rest of the energy. However, this simple picture is not the whole story.

In reality, we are not measuring the parton-level decay $b \rightarrow s\gamma$. Rather, we are observing $B \rightarrow X_s\gamma$ for which the picture is less simplistic. Exclusive decay amplitudes, like $B \rightarrow K^{*}\gamma$, depend not only on the underlying weak transition between the $b$ and $s$ quarks, but also on the wavefunctions which describe how the $B$ and $K^{*}$ mesons are put together in terms of their quark and gluon pieces. When a $b$ quark decays to an $s$ quark, the $s$ quark combines with all of the other pieces that make up the $B$ meson. These pieces consist of the $\bar{u}$ or $\bar{d}$ spectator quark and assorted gluons, collectively referred to as the “brown muck”. These pieces combine to form strongly bound hadrons, $X_s$ [17].

If the $b$ quark mass is known, then it is possible to calculate a theoretical prediction for the rate of $b \rightarrow s\gamma$ (although it is a very difficult calculation) [18]. If one has calculated the quark-level process $b \rightarrow s\gamma$ and if one knows the momentum distribution of the $b$ quark within the $B$ meson, one can compute the rate for $B \rightarrow X_s\gamma$. The physical spectrum (i.e. $B \rightarrow X_s\gamma$), which is what we measure, is obtained by folding the $b \rightarrow s\gamma$ spectrum with the $b$ quark momentum distribution, the effect of which is to broaden, by Doppler shifting, the width of the photon energy spectrum. It is important to note that the total rate is unchanged by this folding.

Thus, the shape of the photon energy spectrum gives information about the $b$ quark mass and about the $b$ quark momentum distribution within the $B$ meson. The mean of the photon energy distribution is given by the first moment of the spectrum,
\( \langle E_\gamma \rangle \sim m_b/2 \). The width of the photon "line" comes from the Doppler broadening and from gluon radiation \( b \rightarrow s\gamma \). Both of these features of the spectrum are very unlikely to be influenced by new physics. Instead, new physics appears in the rate.

The parton-level, or quark-level, photon energy spectrum is determined using next-to-leading order QCD. The function that describes the \( b \) quark momentum distribution is known as the shape function. It is convoluted with the parton-level spectrum to obtain the physical photon energy spectrum in the rest frame of the \( B \) meson. The dominant sources of error on the prediction for the photon energy distribution are the poorly known value of the mass of the \( b \) quark and the effects of the soft gluon radiation. To leading order, the shape function, which cannot be determined from first principles, is a universal characteristic of the \( B \) meson governing the inclusive decay spectra in processes that have (practically) massless quarks in the final state, like \( B \rightarrow X_s\gamma \) and \( B \rightarrow X_u\nu \) [19].

Experimentally, the motion of the \( B \) meson in the lab frame and our detector resolution present an additional wrinkle to the measurement of the photon energy spectrum. Not only is the \( b \) quark moving inside the \( B \) meson, but the \( B \) itself is moving in the frame of reference of the lab so the photon energy spectrum is Doppler broadened by the motion of the \( B \), an effect that we can reverse if we know the momentum of the \( B \). In addition, our detector resolution further smears the final measured spectrum. If we are to make a precise measurement of the underlying shape function, we need to disentangle all of these effects.
2.3 OPE and HQET

One of the main difficulties in analyzing the rate for the inclusive $B \rightarrow X_s\gamma$ decay is taking into account the gluon "muck" that surrounds the quarks the $B$ meson. Physics at different distances (energy scales) must be analyzed using different theoretical approaches. At short distances much smaller than $1/\Lambda_{QCD}$, the strong interaction can be described perturbatively by the exchange of individual gluons. However, at distances of order $1/\Lambda_{QCD}$, quarks and gluons hadronize and QCD becomes non-perturbative. OPE and HQET are the tools, methods, and theories that are used to calculate the rate for $B \rightarrow X_s\gamma$.

The Operator Product Expansion (OPE) is a tool that can be used to identify the physics that is present at a given scale and then separate it out explicitly. The OPE enables the formulation of an effective field theory for a process. Effective field theories are based on the idea that, in a given decay, only certain degrees of freedom are important for understanding the physics. It is possible to use the kinematic properties of a system (like the mass/momentum of a $B$ meson or a $b$ quark) to better define the region in which the theory is valid [17],[20].

The strong force has the property of "asymptotic freedom", and this running coupling constant implies that the strong force is very strong for quarks that are far apart and much weaker for quarks that are close together [14]. This means that while a quark is strongly confined to a meson, it is still free to rattle around inside. The borderline between these regions of interaction strength is called the QCD scale, where $\Lambda_{QCD} \approx 200$ MeV. When defining an effective field theory, one can define a scale for a particular process. At tree level, for example, the scale is set by the mass of the virtual $W$ boson. However, because of the loop, the decay $b \rightarrow s\gamma$ has at least
two different mass scales, the $W$ mass and the mass of the $b$ quark, $m_b$. At high energy scales (short distances), $\mu \sim M_W \sim 80$ GeV, quark decays are governed by Feynman diagrams such as the one depicted in Figure 2.2(a). To obtain an effective low energy theory relevant for the scale $\mu \sim m_b \sim 5$ GeV, heavy degrees of freedom must be integrated out to obtain an effective coupling for point-like interactions of initial and final state particles, as shown in Figure 2.2(b) [21].

Using OPE, the decay amplitude $\mathcal{M}$ for the decay of a $B$ meson to some final state $f$ ($B \rightarrow f$) can be expressed as [21]

$$\mathcal{M} = \frac{G_F}{\sqrt{2}} V_{CP} \sum_i C_i \langle f | O_i | B \rangle \left[ 1 + \mathcal{O} \left( \frac{m_b^2}{M_W^2} \right) \right],$$

where $C_i$ are the Wilson coefficients, the effective coupling constants of the theory, that contain the information on the short-distance physics defined at some scale $\mu$. All dependence on heavy masses $M >> \mu$ such as $m_b, M_W$ or the masses of new undiscovered heavy particles is contained in the $C_i$. This is what is meant by the statement that loop diagrams are sensitive to new physics beyond the SM. The choice of the scale determines the division between the hard QCD interactions included in the Wilson coefficients and the soft-QCD effects included in the matrix elements $\langle f | O_i | B \rangle$. This effectively separates the physics at different energy scales.

Using OPE, we obtain a theoretical framework for the calculation of the branching fraction, set by the heavy quark expansion which predicts that, up to small bound-state corrections, the inclusive decay rate will agree with the parton-level rates for the decays of the $b$ quark. Heavy Quark Effective Theory (HQET) is based on the principle that within a hadron, heavy quarks will not be affected by the light degrees of freedom. Within a $B$ meson, the $b$ quark is heavy when compared to $\Lambda_{QCD}$. The light degrees of freedom, consisting of quarks, antiquarks, and gluons,
Figure 2.2: Diagrams for $b \to s\gamma$ representing (a) high energy quantum field theory (short-distance physics) and (b) low energy (long-distance) physics represented by point-like interactions.

interact with the heavy quark through the exchange of gluons transferring momentum of order $\Lambda_{QCD}$. They are unable to resolve the features of the heavy quark. To these light quarks, the $b$ quark is nothing more than a source of color and electric field. Perfect heavy quark symmetry would hold only for an infinitely heavy quark, however the $b$ quark is not infinitely heavy. Therefore, we need to make corrections to this symmetry of order $\mathcal{O}(\Lambda_{QCD}/m_b)$. HQET provides a systematic way of calculating these corrections.

2.4 $b \to s\gamma$ Branching Fraction

The calculation of the rate for $b \to s\gamma$ is based on an operator product expansion with an effective Hamiltonian [19]

$$\mathcal{H}_{\text{eff}} = -\frac{G_F}{\sqrt{2}} V_{ts}^* V_{tb} \sum_{i=1}^{10} C_i(\mu) \mathcal{O}_i,$$

where $\mathcal{O}_i$ are six-dimensional operators which govern the $b \to s\gamma$ transition, and $V_{ts}$, $V_{tb}$ are CKM matrix elements. The $C_i(\mu)$ represent the corresponding Wilson coefficients and contain the relevant short-distance physics. The QCD corrections
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to the one-loop contribution to $B(b \to s\gamma)$ increase the predicted rate by a factor of $2 - 3$ [18]. The dependence on the mass scale $\mu$ is a significant source of theoretical uncertainty.

For inclusive decays, the hadronic matrix elements of the local operators, $O_i$ can be calculated using the heavy-quark expansion. If only leading-order expressions for the Wilson coefficients are used in the effective weak Hamiltonian, the branching ratio suffers from large perturbative uncertainties, therefore it is necessary to carry out the calculation to next-to-leading order. With this calculation, the theoretical uncertainty is reduced to about 10%. The theoretical prediction for the total branching fraction for $b \to s\gamma$ in the Standard Model is [18]

$$B(B \to X_s\gamma) = (3.28 \pm 0.33) \times 10^{-4}$$

Recently, Gambino and Misiak [22] used a different choice for the charm quark mass. They change $m_c/m_b = 0.29 \pm 0.22$ to $0.22 \pm 0.04$ and obtain a different theoretical prediction for the branching fraction:

$$B(B \to X_s\gamma) = (3.73 \pm 0.30) \times 10^{-4}$$

The interest in these decays comes from the possibility that, besides the W, other exotic particles could appear in the loop. There are a large number of references in the theoretical literature on the connections between beyond-SM physics and $b \to s\gamma$, including Higgs doublet models, SUSY models, Technicolor, extra dimensions, and models with composite $W$ bosons. A measurement of $B(b \to s\gamma)$ different from the SM value would indicate beyond-SM physics, and a measurement close to the SM value could constrain the parameters of these beyond-SM physics options [23].
2.5 $b \to s\gamma$ Photon Energy Spectrum

In contrast to the rate, the photon energy spectrum is insensitive to beyond-SM Physics. The mean energy of the photon, $\langle E_\gamma \rangle$, is to a good approximation, equal to half the $b$ quark mass, $m_b$, while the mean square width of the energy distribution, $\langle E_\gamma^2 \rangle - \langle E_\gamma \rangle^2$, depends on the mean square momentum of the $b$ quark within the $B$ meson.

The beauty of $b \to s\gamma$ is that the branching fraction is sensitive to the new physics whereas the shape of the photon energy spectrum is determined by QCD dynamics and is insensitive to new physics beyond the SM. This shape function represents the physics that all $B$ decays to light quarks have in common, a feature that can be exploited to great effect in $b \to ul\nu$ decays.

The OPE and the parton model predictions are equivalent in the heavy quark limit, $m_b \to \infty$. Observables can be written as the parton model expectation plus
non-perturbative corrections which cannot be calculated from first principles. In
the HQET parameterization, it is possible to extract the parameters $\Lambda$ and $\lambda_1$ from
the moments of the spectrum. Physically, these parameters can be related to the
mass of the $b$ quark and the Fermi momentum of the $b$ quark in the given scheme
and can be used as an input to the theory to make higher order predictions. The
shape function has a strong dependence on these input parameters, and studying
the spectrum can give us insight into the actual shape of this function [19].
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CHAPTER 3

CESR and CLEO

Our source of subatomic particles is the Cornell Electron-positron Storage Ring (CESR) which collides electrons ($e^-$) and positrons ($e^+$) together at a center of mass energy of about 10 GeV. When an electron and its antiparticle, the positron, collide, they annihilate to form a flash of energy which results in the creation of new matter. The CLEO detector identifies and measures the properties of the decay products of these collisions in an effort to better understand the fundamental constituents of matter and the laws governing their interactions. Below is a description of CESR and the two generations of the CLEO detector that were used to collect the data for this analysis.

3.1 Accelerator and Storage Ring

CESR is a symmetric $e^+e^-$ collider 768 meters in circumference located about 12 meters below the the Cornell University campus in Ithaca, New York. This facility services two experiments, CLEO and the Cornell High Energy Synchrotron Source (CHESS), which uses the synchrotron radiation emitted by the electron and positron beams to perform a variety of different experiments [24],[25],[26].
To create these collisions, electrons and positrons must first be created and accelerated to the required energy, and then forced to collide at an interaction point (IP) located inside the CLEO detector. The annihilation energy created when the $e^{-}$ and $e^{+}$ collide, about 10.58 GeV, is just enough energy to produce a pair of $B$ mesons.

Electrons are obtained by heating a filament. They are then accelerated to about 200 MeV by a microwave electromagnetic field in a 30 meter long vacuum pipe and injected into the synchrotron. Positrons are produced in the same linac by accelerating the electrons up to 150 MeV and allowing them to strike a tungsten target. The positrons are selected out of the resulting spray of particles, focused, accelerated in the remainder of the linac, and injected into the synchrotron [27].

The synchrotron takes the $e^{-}$ ($e^{+}$) bunches from the linac and accelerates them to the energy at which they are to collide, about 5.29 GeV per beam. After only 4000 revolutions and 1/100 seconds in the synchrotron, the particles are up to energy and are transferred to the storage ring where the beams travel in counter-rotating bunches for almost two hours. As the particles circulate around the ring, they emit synchrotron radiation losing about 1.2 MeV per turn. This energy is replaced through several radio frequency cavities. Prior to March 1994, CESR was colliding the beams of seven equally spaced bunches head-on. After March 1994, CESR operated with trains of closely spaced bunches that collided with a small crossing angle. The ability to add more bunches to each train allowed an increase in luminosity, a measure of the rate with which $e^{+}e^{-}$ collisions occur. Specifically, the luminosity is given by

$$\mathcal{L} = fn\frac{N_{e^{+}}N_{e^{-}}}{A},$$
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where $f$ is the revolution frequency, $n$ is the number of bunches of each particle type, $N_{e^+}$ and $N_{e^-}$ are the number of electrons and positrons in each bunch, and $A$ is the cross-sectional area of the beams [28]. The units for instantaneous luminosity are $\text{cm}^{-2} \text{s}^{-1}$, and the rate of producing events of a particular process is the product of the total cross section for the process and the instantaneous luminosity. The important quantity in particle physics is actually the integrated luminosity, often stated in $\text{pb}^{-1}$, where 1 barn $\equiv 10^{-28} \text{m}^2$. Figure 3.1 shows a drawing of the storage ring.

3.2 The CLEO Detector

The purpose of this experiment is to see what comes out of the flash of energy resulting from particle-antiparticle annihilations. By measuring what kinds of particles are produced, how often certain particles are created, and how long they live, we can reconstruct some of the natural laws that govern the behavior of subatomic particles. To reconstruct all of the particles, charged and neutral, that come from a given $e^+e^-$ interaction it is necessary to measure the properties of every particle that is produced with as much accuracy as possible. These properties are its energy and momentum at the vertex, its charge, its type, and its position as it moves through the detector. Since there are different particle types we are interested in and these types have different properties, we have to build a general purpose detector made up of several different components, each of which can measure some property of a particle with good accuracy.

The basic reactions which occur when subatomic particles encounter matter are the basis for all particle detectors. Depending on their charge, momentum, energy,
Figure 3.1: A schematic of the CESR storage ring.
and mass, particles lose different amounts of energy as they interact with the material in the detector. Penetrating subatomic particles see matter as an aggregate of electrons and nuclei, and reactions can occur with the atoms as a whole or with their individual parts. An alpha particle entering a gold foil, for example, may scatter elastically from a nucleus via the strong force, collide electromagnetically with an atomic electron, or be absorbed in a nuclear reaction to produce other types of radiation. Similarly, we will be able to distinguish different particle species, by observing the traces they leave behind in the CLEO sub-detectors.

Between October of 1989 and February of 1998, the time period over which the data used in this analysis were collected, the CLEO detector existed in two different configurations, CLEO II and CLEO II.V. The difference between them is the removal of the central tracking chamber and the addition of a silicon vertex detector for better precision tracking in the inner detector. Particles created at the IP encounter the following detector components as they travel out through the CLEO detector from the $e^+e^-$ collision point: the beam pipe, the tracking system, the time-of-flight counters, the electromagnetic crystal calorimeter, the 1.5 Tesla superconducting solenoid, and the muon identification system. A more complete description of both versions of the CLEO detector (CLEO II and CLEO II.V) can be found in references [29] and [30]. The detector components are described in the order in which the particles created by the $e^+e^-$ interaction encounter them. Figure 3.2 shows the side view of the CLEO II.V detector.
Figure 3.2: The side view of the CLEO II.V detector
3.2.1 Charged Particle Tracking - Inner Detector

About 2/3 of the particles produced in a collision are charged. We use the basic interactions of radiation with matter to “track” the points in space along the particle trajectory using a set of concentric drift chambers and a silicon detector.

A drift chamber consists of a gas filled volume strung with wires. These wires are arranged to form cells consisting of a central sense wire held at positive high voltage and surrounded by a cell “wall” comprised of wires at ground, forming a strong electric field within the drift cell. As a charged particle passes through the drift cell it ionizes some of the gas molecules in the cell volume. The electric field causes the released electrons to drift towards the sense wire. Near the sense wire, the electrons gain sufficient energy that they are able to ionize the chamber gas molecules that lie in their path, freeing more electrons in the process. These electrons can also ionize the chamber gas, causing an avalanche, thus amplifying the signal on the sense wire [31].

The readout electronics measure the height of the pulse and the time of its arrival. The timing information determines how far away from the anode wire the original ionization occurred. Using the wire positions and the drift time, obtained by measuring the time the electrons take to reach the sense wire, we map out a set of points through which the original particle passed. This set of positions is called a “track”. The amount of charge collected on the sense wire is directly proportional to the energy loss of the particles. We obtain spatial information by measuring the drift time of the electrons coming from an ionizing event, and we also measure the specific energy loss, or energy loss per unit distance, \((dE/dx)\) of the particle. Since the CLEO tracking chambers sit in a 1.5 Tesla magnetic field, a charged particle
will move on a helical trajectory, and we can get full information about a particle’s charge and momentum from the curvature of the particle’s track.

During the first phase of CLEO II running, the charged particle tracking system was made up of three concentric, cylindrical tracking chambers aligned along the direction of the storage ring beams. Closest to the beam pipe was the Precision Tracking Layer (PTL) which extended from the beam pipe at 3.5 cm out to the Vertex Detector (VD). The Vertex Detector covers the radial region from 7.5 to 17.5 cm and is followed by the outer Drift Chamber (DR). In 1995, the PTL was exchanged for a Silicon Vertex Detector (SVX) after which the detector took on the name CLEO II.V. In the next section, we will describe the components of the CLEO detector.

PTL

The Precision Tracking Layers extend from the beam pipe at a radial distance of 3.5 cm out to the 7.5 cm. The PTL is a 6 layer straw tube drift chamber with 64 axial wires per layer, each layer offset from the adjacent layer by half a cell allowing us to determine whether the particle passed to the left of the central wire or to the right. The purpose of this detector is to measure the transverse particle direction near the interaction point. To define the boundaries of the cell and the electric field, this detector uses 384 tightly packed aluminized Mylar tubes held at ground. At the center of each tube is a sense wire made of gold platted tungsten and maintained at positive high voltage. A diagram of the PTL together with the VD is show in Figure 3.3. The single hit resolution of this detector is approximately 50 μm.
In the silicon vertex detector a particle traversing the active detector creates electron-hole pairs along its path. These charge carriers are then collected on fine sense strips in the silicon. The fine pitch strips allow the detector to be made smaller than traditional drift chambers and with an even finer resolution.

In April 1995, the Silicon Vertex Detector replaced the PTL as the innermost detector. The SVX is a device consisting of three layers of 300 μm double-sided silicon wafers, permitting the measurement of two coordinates of track position for each wafer with position resolution that is superior to that of the PTL.

The innermost layer of the SVX is located just outside the beam pipe at a radius of 2.35 cm. The second layer is at a radius of 3.25 cm, and the outermost layer is at 4.8 cm. The silicon vertex detector consists of 96 silicon wafers, read out on both sides. These wafers are arranged in eight octants of twelve wafers each. The sensitive strips on the inside radius of the detector in each layer run parallel to the beam and measure the $r - \phi$ coordinates of particles passing through the detector. Strips on the outer radius of the detector run perpendicular to the direction of the beam and record $r - z$ information. Both electrons and holes are collected on sense strips. The detector consists of a total of 26,208 channels. The resolution for tracks at normal incidence is 12 μm on the $r - \phi$ side and about 30 μm for a $z$ measurement.

**Vertex Detector**

The second of the three wire chambers was originally installed in CLEO in 1984. Extending radially from 8.4 cm to 16.0 cm, the vertex detector (VD) has 10 axial wire layers with a total of 800 sense wires and 2272 field wires arranged to form...
hexagonal cells providing radial particle track information. Figure 3.3 shows the cell structure of the vertex detector.

The primary purpose of this detector is to measure the transverse momentum for particles with a low $p_T$ (transverse momentum). The drift distance sign ambiguity is resolved by staggering each layer by half a cell with respect to the previous layer. Longitudinal track information is obtained from cathode strips, segmented in $\phi$ and $z$, on both the inner and outer walls of the VD. In addition, the signal from the sense wires is detected and read out on both ends and turned into a $z$-measurement using the method of “charge division”. The sense wires have enough resistance to create a measurable difference in current for different travel lengths along the wire. The difference in the charge is collected at the two ends, providing a $z$ measurement. With a gas of 50% argon and 50% ethane, the single hit resolution is approximately 90 $\mu$m in $r - \phi$ and about 750 $\mu$m in $z$.

Drift Chamber

The drift chamber (DR) is the outermost and the largest of the three CLEO wire chambers extending radially from 17.5 cm to 95 cm with a length of 2.15 m. There are a total of 12,240 sense wires and 36,240 field wires arranged in 51 layers of nearly square cells with dimensions approximately 14 mm x 14 mm. Mechanical support for the wires is provided by 3.175 cm thick aluminum endplates, material with 3% radiation length$^1$ that deteriorates neutral particle reconstruction in the endcap calorimeter.

$^1$The mean distance over which a particles’ energy is reduced by a factor e is called the radiation length. The radiation length is given either in g/cm$^2$ or in cm and is a useful measure of how much energy a given particle will deposit in another material as it passes through.
Figure 3.3: Cell structure of the CLEO II inner trackers.
There are 40 axial layers for precision measurements of $dE/dx$ and the $x-y$ coordinates of charged particles. The DR also has 11 stereo layers at a small angle ($3^\circ - 7^\circ$) with respect to the $z$ axis providing $z$ measurements throughout the volume of the detector. The axial sense wires are staggered by a half cell from one layer to the next in order to facilitate local resolution of left-right ambiguity. The innermost and outermost layers are covered in 1 cm wide cathode strip pads segmented longitudinally allowing the DR to provide a precise measurement of the $z$ coordinates at the beginning and end of most tracks.

Some particle identification is possible with the DR since the ionization energy loss ($dE/dx$) as particles traverse the chamber is recorded. To perform particle identification using $dE/dx$, we cut on the standard deviation, defined as the difference between the mean of the lowest half of the pulse heights and the expected pulse height for a given particle type divided by the expected resolution for that pulse height and number of hits. Figure 3.4 shows how effective the $dE/dx$ measurements are for identifying particle species.

3.2.2 Time of Flight

The Time of Flight system (TOF) provides information useful for particle identification and is the primary trigger for data recording. It measures the interval between the time of the $e^+e^-$ collision and the time when the TOF system electronics detect the photons from the particles passing through the scintillator. Together with the momentum measurements from the curvature of charged tracks in the DR, the TOF measurements of the flight time allow us to constrain the mass of the particle.
Figure 3.4: $dE/dx$ vs. momentum of protons, $\pi$, and $K$. 
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The TOF consists of 64 fast (2.1 ns) scintillation counters about 5 cm thick × 10 cm wide × 279 cm long arranged parallel to the beam line around the outside of the DR. When a charged particle passes through the scintillator, it interacts with the heavy organic molecules embedded in it to produce a flash of light. Both ends of the scintillator are connected to photomultiplier tubes read out with a time-to-digital converter. The resolution of the system averaged over all particle types is about 160 ps.

In addition to the barrel time of flight counters, the endcap is also equipped with a TOF system, comprised of 28 wedge-shaped pieces 5 cm thick and mounted in a circle on the endcap calorimeters. They cover the radial range from 25.9 cm to 89.0 cm from the beamline, and have an intrinsic resolution of 170 ps averaged over all wedges. Together, the barrel and endcap TOF counters cover 96% of the solid angle and are capable of 2σ separation between pions and kaons at a momentum of 1.07 GeV/c. The standard deviation for a given particle type is defined as the difference in the measured and expected time of flight for that particle type divided by the estimated TOF resolution.

3.2.3 The Electromagnetic Calorimeter

While the job of the tracking system is to provide information about the momenta of charged particles, the energy and direction of neutral particles is measured using the electromagnetic calorimeter (although it can also measure the energy of some charged particles, such as electrons, aiding in their identification). Because
the accurate measurement of high energy photons is a key factor in this analysis, electromagnetic calorimeter measurements are vital to a good measurement of $b \rightarrow s\gamma$.

Cesium iodide (CsI) is a scintillating crystal that produces light when particles pass through it. Through interactions with the crystal, a particle deposits some portion of its initial energy into the crystal creating scintillation light that is read out by four photo-diodes at the end of each crystal. Particles such as photons and electrons react electromagnetically with the CsI crystals and leave almost all of their energy inside the detector. Muons are heavier than electrons, so they are not stopped by bremsstrahlung processes as easily as electrons and do not deposit much of their energy in the calorimeter. Hadrons, however, can also undergo strong interactions with the nuclei of the thallium-doped CsI. These interactions can produce secondary hadrons and cause non-localized showers. Because different particles interact differently with the matter in the calorimeter, the characteristics of the shower depend on the incident particle.

The CLEO calorimeter consists of 7800 thallium-doped cesium iodide (CsI) crystals distributed over the barrel ($\theta > 32^\circ$) and the two endcaps ($5^\circ < \theta < 36^\circ$) covering 95% of the solid angle. The barrel calorimeter contains 6144 blocks arranged in 48 rows in the $z-$direction with 128 azimuthal segments in each. Photons that originate at the interaction point strike the crystal faces in the barrel at close to normal incidence. The remaining 1656 crystals are stacked inside two concentric ring-shaped aluminum holders that cover both ends of the detector. The dimensions of the crystals are approximately $5 \text{ cm} \times 5 \text{ cm} \times 30 \text{ cm}$ long. The 30 cm crystal
length corresponds to 16 radiation lengths, good enough to contain the full energy of most photons and electrons produced in $\Upsilon(4S)$ processes.

Because material that blocks the CsI crystals degrades the energy resolution, the performance of the calorimeter depends on the amount of material between the interaction point and the crystals. The amount of material between the crystals and the interaction point varies with polar angle. The best resolution is achieved in the central barrel which covers about 71\% of the solid angle. Here, the amount of material between the beam line and the crystals is about 18\% of a radiation length whereas the amount of material between the interaction point and the endcap detectors is about 1 radiation length thanks to the drift chamber endplates along with the cables, readout boards, and support structures for the drift chamber and vertex detector. In the barrel, the photon energy resolution is 1.5\% at 5 GeV, 3.8\% at 100 MeV, and the angular resolution in azimuth is 3 mrad at 5 GeV, 11 mrad at 100 MeV. By contrast, the resolution in the endcap is much worse with a photon energy resolution of 2.6\% at 5 GeV, 5.0\% at 100 MeV and an angular resolution of 9 mrad at 5 GeV and 19 mrad at 100 MeV.

The good barrel (between 45° and 135°) offers the most precise measurement of energies, therefore we search for photons only in this region. In an attempt to squeeze more statistics out of our sample, we tried to include photons from the endcap region ($\cos\theta < 0.85$), but we found that these events all had a very low weight and did not significantly increase our yield, so we chose to ignore the endcap region altogether.
3.2.4 The Magnet

The magnet provides a 1.5 Tesla axial magnetic field uniform to ±0.2% over 95% of the solid angle in the drift chamber volume. The magnetic field is provided by a superconducting solenoid wound with two layers of $5 \times 16 \text{ mm}^2$ aluminum stabilized superconductor. It is 3.5 m in length and 2.9 m in diameter, large enough to contain the calorimeter and the tracking chambers inside the coil. The magnet return yoke is instrumented with the muon identification system, and the first two 36 cm thick layers are the main elements for the magnetic field flux return. The three layers of steel serve the dual purpose of being both the magnetic field flux return and providing interaction length for absorbing non-muon particles.

3.2.5 The Muon Chambers

Since muons are leptons, they do not interact strongly with the detector and lose only a moderate amount of energy due to ionization as they pass through the detector material. Muons do not lose much energy due to bremsstrahlung because they are much heavier than electrons. They are the only charged particles that are able to penetrate through the iron flux return yoke of the CLEO detector and are relatively easy to identify. A muon with a momentum of 2 GeV/c can reach the outermost layer of muon chambers. The muon chambers cover the polar angle range $30^\circ$ to $150^\circ$, or about 85% of the total solid angle.

The muon identification system consists of plastic streamer counters embedded in the iron return yoke for the magnet at depths of 36, 72, and 108 cm. Additional muon chambers are embedded in the endcaps of the detector. The thickness of the
iron absorber varies from about 7.2 to 10 nuclear absorption lengths depending on the direction of the track.

The counters are approximately 5 m long and 8.3 cm wide. Each is separated lengthwise into 8 compartments, each with its own anode wire. This gives a resolution per counter of 2.4 cm. The exterior is coated with graphite to provide a cathode on three sides of each anode. One hit coordinate is obtained by reading out the anode signal, while the orthogonal coordinate is measured with external copper pickup strips that have the same width as the counters. Charge division readout is used to determine the two orthogonal space coordinates for each hit in the muon detector.

Muons are identified by extrapolating each reconstructed track from the tracking chambers into the muon detector. The path length to each muon layer is calculated in terms of nuclear absorption length. Each track is assigned the depth of the outermost unit in which it is detected. If the track's depth is less than predicted then the track is considered a non-muon.

3.2.6 Trigger and Data Acquisition

The $e^-$ and $e^+$ beams at CESR are made to cross at the interaction point inside the CLEO detector. Although the beam crossings occur at rates of 2.7 MHz, the rate of production of $\Upsilon(4S)$ is only around 1–3 per second. Other physics processes of interest such as tau, charm production, 2-photon, and QED processes contribute at a higher rate so that the total physics event rate is around 10 Hz. The collisions occurring every 370 ns must be filtered by about a factor of a million. The filtering
process is known as the trigger, a combination of hardware and software that recognizes certain event characteristics and determines whether the data comprising that event should be read out or not. The goal is to keep the trigger rate as low as possible to avoid being flooded with useless data, while at the same time keeping it high enough to capture all of the interesting physics processes.

The CLEO II and II.V trigger system is designed as a hardware system with three levels. As the data flows from the lowest level of the trigger to the highest, the decision process becomes more and more refined, and more time is available to make the decision. Each layer receives only those events that have passed the previously layer, and each uses increasingly more detailed information to make its decision.

The level zero trigger (L0) is fast and simple, reducing the 2.7 MHz crossing frequency to a rate on the order of 20 kHz, based on inputs from the electromagnetic calorimeter, the time-of-flight scintillators, and the vertex detector. If an event is accepted, it is passed along to the level one (L1) trigger, and the detector stops taking additional data until the higher-level triggers finish making the final decision. When an event is rejected or read out, the detector resumes collection of data.

The level one trigger (L1) accepts all of the events that have been passed along by the L0 trigger. It is a hardware based trigger that receives input from the ToF, the vertex detector, the calorimeter, and the DR. The goal of L1 is to reduce the input rate from L0 (which is about 20 kHz) by about 3 orders of magnitude to 25 Hz. If none of the L1 criteria have been met, the trigger logic is reset and the experiment is ready to read out again.

The Level two trigger (L2) accepts events that have passed the L1 criteria and examines information from the VD and the DR. If the L2 criteria are not met, the
system is reset and readied for readout again. An event that is accepted by the L2 trigger is read out, limited only by the speed of the data acquisition system, approximately 50 Hz.

Should an event pass the L2 trigger, it will be passed along to a software level three (L3) trigger that is more sophisticated than the lower level triggers. At this stage, deadtime is no longer the driving concern, and some software tests of event quality can be done before the event is recorded for further analysis. L3 uses information from the entire detector to reject cosmic rays and interactions of the beam with the wall of the vacuum chamber or with residual gas molecules. Approximately 50% of events which pass level 2 are subsequently rejected by level 3.

The data acquisition system collects information read out by the detector once the trigger has decided that an interesting event has occurred. The data that is read out is in the form of analog signals which must be converted into digital signals before they are transferred to tape. The detector electronics is organized into an array of data crates, each of which has an on-board controller containing a fast ADC and local memory for storage of pedestals and time constants.

When the trigger system detects an event, an interrupt signal is sent to the on-line computer and the crate controllers. This signal causes the analog crates to begin digitizing their data. The controllers then determine which channels satisfy the pedestal and timing constant requirements and store all valid information in data buffers for readout by the computer system. The data is then sparsified, packaged into an event and written to tape for later analysis. Some typical cross-sections for physics events at $E_{cm} = 10.58$ GeV are given in Table 3.1
Table 3.1: Sample cross-sections for physics events at $E_{cm} = 10.58$ GeV. Assuming a luminosity of $6 \times 10^{32}$ cm$^{-2}$s$^{-1}$, the expected rate for hadronic events is about 0.6 events per second [1].

3.3 Data Set

CESR runs at a center-of-mass energy of 10.58 GeV at the energy of the $\Upsilon(4S)$ resonance, just above the production threshold for $B\bar{B}$ pairs ($e^+e^- \rightarrow \Upsilon(4S) \rightarrow B\bar{B}$). It takes about 5.279 GeV to produce a single $B$ meson, so there is no energy left over to produce anything else in addition to the meson pair in the $\Upsilon(4S)$ decays. The small amount of excess energy results in a small $B$ momentum of about 320 MeV/c. With a lifetime of about 1.6 ps, the $B$ meson travels only about 30$\mu$m before it decays.

The $\Upsilon$ resonances sit on top of an appreciable hadronic background, called “continuum”. The basic physics process is the annihilation of the $e^+e^-$ pair into a virtual photon or $Z^0$, which ultimately decays to a light $q\bar{q}$ pair ($u\bar{u}, d\bar{d}, c\bar{c}, s\bar{s}$).

Data is collected at two different energies, on the $\Upsilon(4S)$ resonance (On data) and off the $\Upsilon(4S)$ resonance (Off data). CESR operates at the $\Upsilon(4S)$ resonance.
about two thirds of the time and takes data with center-of-mass energies about 60 MeV below the \( \Upsilon(4S) \) during the remaining third. In this way, CLEO collects a large sample of continuum only events in addition to the On resonance sample. Off resonance continuum data are used to understand and remove the continuum background from \( B \) decay studies.

On the \( \Upsilon(4S) \) resonance, about 25% of the events are \( B \bar{B} \) and about 75% are continuum. Figure 3.5 shows the 4 lowest \( \Upsilon \) resonances. For this analysis we are running on or near the \( \Upsilon(4S) \). For the remainder of this analysis, we refer to a sample of data as On resonance if its run energy is between 5.280 GeV and 5.300 GeV. If the run energy is between 5.187 GeV and 5.280 GeV or if the run energy is greater than or equal to 5.315 GeV, then we consider it Off resonance.

![Figure 3.5: Hadronic cross section as a function of center of mass energy [5],[6],[7].](image-url)

Figure 3.5: Hadronic cross section as a function of center of mass energy [5],[6],[7].
We use the full dataset collected by CLEO II and CLEO II.V. The dataset consists of a total of $9.2 \text{ fb}^{-1}$ on-resonance and $4.6 \text{ fb}^{-1}$ off-resonance corresponding to $9.7 \times 10^6 B \bar{B}$ pairs.

### 3.4 Monte Carlo at CLEO

In order to do an unbiased analysis, we do not determine event-selection criteria using the data sample that is used to measure the signal. It is easy to exploit statistical fluctuations in the data sample, biasing the signal upwards. Event simulations called Monte Carlo (MC) are a useful tool for evaluating selection procedures and detection efficiencies. Detailed MC simulations of the detector response to signal and background processes are used to better understand the kinematics of these decays and ultimately improve the accuracy of the measurement.

Monte Carlo events are generated in two distinct steps. The first step is to generate the desired decay process. At CLEO, we generate the particles and their 4-momenta using an event generator called QQ [32]. It uses a list of particles and their physical properties, such as mass, charge, spin, decay modes, etc., and initial conditions defined by the user to generate the final-state particles and any unstable daughters using user specified branching fractions.

The second step of Monte Carlo generation is to simulate the propagation of the decay products generated by QQ through the CLEO detector. We use the GEANT [33] based CLEOG program which simulates the CLEO detector's response to particles traversing its volume. CLEOG contains a full description of the detector including the amount and kinds of materials present and the responses of the detector elements to different particles. It takes particles from QQ and propagates...
them through the detector recording their trajectories and simulating the response
of each detector's electronics. The output files are designed to look exactly like the
raw data taken by the detector, so we can run the same analysis software on both
data and MC.
CHAPTER 4

Analysis Overview

The first penguin process to be observed was the exclusive decay $B \rightarrow K^*(892)\gamma$ [34]. Although this result confirmed the existence of penguin decays, the large theoretical uncertainties in the hadronization process provided only a rough measure of the inclusive rate, the quantity of theoretical interest. CLEO's first measurement for the inclusive rate measured photons between 2.2–2.7 GeV for 2 fb$^{-1}$ on data and 1 fb$^{-1}$ off data. The result obtained was $B(b \rightarrow s\gamma) = (2.32 \pm 0.57 \pm 0.35) \times 10^{-4}$ [35]. Other experiments (BELLE [36] and ALEPH [37]) have also measured the inclusive rate for $b \rightarrow s\gamma$, but none have been able to extend the photon energy window below 2.2 GeV.

Our measurement determines $B(b \rightarrow s\gamma)$ in the photon energy range 2.0–2.7 GeV and uses a combination of shape analysis, pseudoreconstruction, and some new techniques for suppressing continuum. Previous analyses were limited by large backgrounds to the region of the photon energy spectrum above 2.2 GeV. However, our improved analysis technique allows us to open the photon energy window to 2.0–2.7 GeV. This is the first time it is possible to extract the first and second moments of the photon energy spectrum.
4.1 Signal

The signal for $b \rightarrow s\gamma$ is a photon from a two-body decay. The $B$ meson decays to a high energy photon with $E_\gamma \sim m_b/2 \approx 2.2$ GeV and an $X_s$ system. The $X_s$ system can be any kinematically allowed combination of mesons containing a strange quark, for example a $K^*$. Many decay channels contribute to the inclusive rate including exclusive decays like $B \rightarrow K^*\gamma$, where $K^*$ represents one of several $K^*$ mesons with different masses, or non-resonant decays such as $B \rightarrow K\pi\gamma$. Taking into account the momentum of the $B$ mesons in the lab frame ($|p_B| \approx 320$ MeV/c), simple kinematics gives an upper limit on the photon energy of 2.74 GeV. To measure the inclusive rate, we search for an excess of events with a high energy photon such that $2.0 < E_\gamma < 2.7$ GeV. Figure 6.2 shows that the photon energy distribution can have a long tail extending below 2.0 GeV to as low as 1.5 GeV. Although, we would like to measure the spectrum over this full range (1.5 – 2.7 GeV), we are limited by significant backgrounds which force us to apply a cut at $E_\gamma > 2.0$ GeV.

4.2 Background

To establish a signal for $b \rightarrow s\gamma$, it is important to understand the significant backgrounds from other processes. A background is any process other than the desired decay that exhibits the same signature as the signal and is an indistinguishable contribution to the measured experimental distribution. In the case of $b \rightarrow s\gamma$, a background is any process that can create a shower in the calorimeter with an energy between 2.0 – 2.7 GeV. Here, we describe the sources and features of the three significant sources of background: initial state radiation (ISR), continuum ($e^+e^- \rightarrow q\bar{q}$, where $q\bar{q} = uu, dd, ss, cc$), and $B\bar{B}$ processes. Figure 4.1 shows the
sizes of the photon backgrounds due to ISR, π0's produced in continuum processes, and $B\bar{B}$ backgrounds compared to the magnitude of the expected $b \rightarrow s\gamma$ signal.

Naïvely, we could imagine measuring the spectrum in the region between 2.3 and 2.7 GeV, since very few $B$ decays other than $b \rightarrow s\gamma$ can produce photons in this energy range. However, a significant portion of the spectrum lies below 2.3 GeV. To extrapolate this measurement to the full phase space, a good understanding of the shape of the spectrum is necessary, so this incurs a large model dependence. Conversely, if we open up this energy window and look at the spectrum down to 1.8 GeV, the backgrounds due to $B\bar{B}$, namely $b \rightarrow c$ decays, dominate. The energy window for this analysis is $2.0 - 2.7$ GeV, a compromise between the model dependence incurred by making the window too narrow and the statistical error incurred from having to subtract large $B\bar{B}$ backgrounds.

4.2.1 Continuum and ISR

The dominant background to $b \rightarrow s\gamma$ comes from continuum processes. Since the data collected off the $\Upsilon(4S)$ resonance contain only continuum events, it is possible to estimate the size of the continuum background using the off-resonance data. The Off data produces a photon energy spectrum that represents the continuum background. This spectrum is subtracted from the corresponding distribution from the on-resonance data. There is one problem with this simple scenario: because the continuum background is so much larger than the signal contribution, the statistical error after a raw On-Off subtraction is larger than the expected signal yield!

In our case, we measure $B(b \rightarrow s\gamma)$ and find there are $S$ signal events and $B_{On} = B$ background events in the On data. We find a total of $S + B$ events in the
Figure 4.1: Sources of photon backgrounds include ISR, $\pi^0$s and $B\bar{B}$. These backgrounds dwarf the $b \to s\gamma$ signal. (This plot assumes that $\mathcal{B}(b \to s\gamma) = 3 \times 10^{-4}$.)
On data with a statistical uncertainty of $\pm \sqrt{S + B}$. In the off-resonance data, we will measure $B_{Off}$ events, where $B_{On} = B = \lambda B_{Off}$ and $\lambda$ is the factor by which we scale the Off data to account for the luminosity and energy differences between the On and Off datasets. We define the scale factor as

$$\lambda = \frac{L(On)}{L(Off)} \times \frac{E_{Off}^2}{E_{On}^2}.$$ 

The error on the measured number of Off events will be $(\lambda \sqrt{\frac{B}{A}})$. After On-Off subtraction, the overall error on the yield is

$$\Delta Y = \sqrt{S + (1 + \lambda)B}. \quad (4.1)$$

To get a statistically meaningful result, we will remove as much of this continuum background as possible before performing the On-Off subtraction. Once the continuum is suppressed, it is subtracted from the On-resonance spectrum. The key to this analysis is background suppression.

Reducing this continuum background is a challenge because it arises from two distinct sources. First, initial state radiation (ISR) is the process in which a photon is radiated from the $e^-$ or $e^+$ before annihilation. Continuum describes events in which $e^+e^- \rightarrow q\bar{q}$ where $q\bar{q} = u\bar{u}, d\bar{d}, s\bar{s}, c\bar{c}$. In these decays, the high energy photon most often comes from the decays of $\pi^0$ or $\eta$ mesons which typically decay to two photons. Figure 4.2 shows the Feynman diagrams for $q\bar{q}$ and ISR.

Our suppression scheme will have to address two questions: how do we distinguish hard photons produced in continuum decays from signal photons and how do we eliminate them before doing the On-Off subtraction?

---

2Assuming that $B(b \rightarrow s\gamma) = 3.0 \times 10^{-4}$ and $\sigma_{q\bar{q}} = 3.3$ nb, $\lambda = 2.0$ and the On dataset has $L_{On} = 9.165$ fb$^{-1}$, we expect $S = 5820$ signal events and $B = 30 \times 10^5$ background events. This gives an overall On-Off subtraction error of $\Delta Y \sim 9500$ events.
4.2.2 $B\bar{B}$ Backgrounds

After the continuum background is removed, the remaining backgrounds are due to $B\bar{B}$ processes. Contributions to this background come from $b \rightarrow c, b \rightarrow u,$ and $b \rightarrow sg$ decays. Like the continuum, the majority of the background photons come from the daughters of $\pi^0$ and $\eta$ decay that have slipped through $\pi^0$ and $\eta$ vetoes.

These backgrounds are modeled by Monte Carlo and then subtracted. The MC sample was carefully tuned to match the data yields of $\pi^0$ and $\eta$ as well as other $B\bar{B}$ decay modes that produce high energy photons. A large correction comes from including background caused by neutral hadrons, $K^0_L$ and $\bar{n}$. These backgrounds and the methods used to get rid of them are described in detail in Chapter 5. A significant part of the uncertainty in the result comes from the reliability of the Monte Carlo models, both for the signal and the background.

4.3 Analysis Overview

Because different events offer different types of information useful for separating continuum background from signal, we try to gather as much information about each event as possible and use all of it to judge the event as signal-like or continuum-like.
The signature for \( b \rightarrow s\gamma \) is a photon between 2.0 and 2.7 GeV from the decay of a \( B \) meson. For all events with a good photon candidate, we distinguish between continuum and \( B\bar{B} \) events by looking at the angular distribution of energy, or the “shape” of the event. Since \( B \) mesons are spin zero particles and are produced nearly at rest, they have very little momentum, and their decay products tend to be uniformly distributed throughout the detector giving a “spherical” event shape. The decay products of \( q\bar{q} \) events, on the other hand, have a significant amount of initial momentum and decay in collimated “jets”.

We can further eliminate continuum events if we determine that the photon came from a \( B \) meson decay rather than a continuum event. We try to reconstruct the \( b \rightarrow s\gamma \) decay by requiring that the photon and the \( X_s \) system recoiling against it are kinematically consistent with the decay of a \( B \) meson. For each event, we try to combine the candidate photon with a kaon and 1—4 pions, including at most one \( \pi^0 \). If we have more than one reconstruction, we choose the “best” combination in the event using a \( \chi^2 \) based on kinematic constraints. Not all events can be reconstructed.

For all events that have been reconstructed, we search through the decay products of the non-signal \( B \) meson for a lepton. Since \( B \) mesons frequently decay to high momentum (> 1.5 GeV/c) leptons, finding a leftover lepton in the “other” \( B \) is a good indicator that this is, in fact, a \( B\bar{B} \) event and not continuum. Even if the event cannot be reconstructed, it is still possible to look for a lepton by defining a likely \( X_s \) system using a high momentum \( \pi \) and \( K \) recoiling against the candidate photon and scanning the remaining particles for a lepton. Further information is obtained by observing whether the sign of the lepton charge agrees or disagrees with
the flavor of the reconstructed $B$, although this test is only possible if the event is reconstructible.

Because not all events have all of this information, we separate events into four categories: non-reconstructible without a lepton, non-reconstructible with a lepton, reconstructible without a lepton, and reconstructible with a lepton.

In measuring our $b \rightarrow s \gamma$ signal, we are searching for photons produced by $B$ decay with an energy between 1.5 and 2.7 GeV. Because the photon spectra of continuum processes dominate this region, we apply a cut at 2.0 GeV and use the continuum suppression schemes outlined above to distinguish hard photons from $B \bar{B}$ decay from those of ISR and $q\bar{q}$ processes in the region $2.0 - 2.7$ GeV. The selection criteria will therefore involve searching for hadronic events containing a high energy calorimeter shower consistent with a photon. We then identify the other tracks and showers in the event so that we may try to reconstruct the parent $B$ and search for leptons.

4.4 Event Selection

The CLEO detector collects data from many physical processes including continuum hadron production, lepton pair production, two-photon and "junk" events like the interactions of the beam with the wall of the beam pipe or with molecules of gas in the beam pipe. There is a standard set of criteria for selecting hadronic events at CLEO [38]:

- Must contain at least three good quality charged tracks.
• The vertex of the event should be within 2 cm of the run average in \(x\) and \(y\), and within 5 cm of the average in \(z\). In other words, the event vertex should be near the expected collision point for the run.

• At least 20% of the total center of mass energy should be visible in the detector. "Visible energy" is defined as the sum of the energy of all charged tracks and the energy of neutral particles in the calorimeter.

• At least 65% of the center of mass energy must be visible in the calorimeter unless there are more than four charged tracks.

• If there are more than four charged tracks, then at least 15% of the center of mass energy must be visible in the calorimeter.

We employ these standard hadronic event criteria used in many CLEO analyses by requiring \(\text{KLASGL} = 10\), a cut that has an efficiency of 99.8% for \(B\bar{B}\) events [38].

4.5 Candidate Photon Selection

Each accepted event is searched for a high energy calorimeter shower in the barrel region with \(|\cos\theta| < 0.7\). This angular requirement is imposed not just because this region of the detector has the highest energy resolution (particles miss the endplate of the drift chamber and related support structures), but also because this cut reduces the background caused by photons from ISR, whose angular distribution goes as \(1/\sin^2\theta\).

Because charged particles also deposit energy in the calorimeter, we must determine whether the candidate shower is caused by a photon or some other particle,
such as an electron, a hadron interacting strongly, or a muon ionizing in the crystals. There are five basic criteria that the candidate shower must meet before it is classified as a good photon.\(^3\)

First, it is important that the electronics associated with any crystal in the shower be in good working order. Showers that contain crystals with noisy, dead, or shorted electronic channels are identified as noise showers and are rejected as potential candidates.

Second, we try to reject energy deposits in the calorimeter caused by charged particles. We accomplish this by attempting to match a charged track to its shower. A shower is called “matched” if a drift chamber track, projected to the calorimeter surface, is within 8 cm of a crystal contained within the shower [39].

Third, we evaluate the “shape” of the shower. Showers from different particle types have a characteristic distribution of energy among the crystals that form the shower. Showers originating from a single photon will usually involve the group of nine crystals at the center of the shower. A hadronic interaction or the overlap of two particles will form a much broader shower. To reconstruct a shower, clusters are formed by grouping together individual crystal hits. The center of the cluster is determined by evaluating the energy and position of each crystal in the cluster. To evaluate the “shape” of the shower, we define a block of 25 crystals surrounding the center of the shower and measure the ratio of the sum of the energy contained in the central nine crystals to the energy contained in all 25. We require that this ratio \((E_9/E_{25})\) be greater than 0.95, ensuring that the candidate shower is well-contained. In addition, we use a second characterization of the shower’s shape, called “shower

\(^3\)A full list of these cuts using the standard CLEO variables is given in Appendix A.
The "mass" of a shower is the invariant mass computed by assuming that the energy in each crystal was produced by a single photon. More widely distributed showers will therefore have a larger shower mass. The requirements on shower mass are energy dependent and were developed and used in the original analysis [40]. Specifically, the shower mass \( m_{\text{shr}} \) is given by the product of the width of the candidate shower in meters and the ratio of the candidate energy and the distance from the origin to the shower in meters. The candidate shower is rejected if the shower mass is greater than the value of this shower mass cut. This cut is described in greater detail in Appendix A. Extensive documentation about how this cut was derived can be found in Reference [40].

Fourth, we employ SPLITF, the splitoff rejection package [41]. Photons that hit the crystals cause a fairly well-contained shower. An electron can cause a shower similar in shape to a high energy photon. These two particles are distinguished by looking for a charged track leading to the center of the shower. Hadrons, however, interact strongly with the material of the crystal and will convert to secondary particles. These secondary hadrons may travel laterally through neighboring crystals and deposit most of their energy away from the central shower resulting in secondary showers that are split off from the primary hadronic shower. These showers are difficult to identify because there is no track pointing to this splitoff shower. The splitoff routine takes advantage of the fact that splitoff showers are more likely to lie near the parent charged shower than far away. It determines whether a cluster is likely to be a splitoff based on several parameters. The inputs to SPLITF include an array of good tracks to be used for track matching, the track types (whether the particle associated with the track is a hadron, an electron, or a muon), and the
minimum shower energy allowed. We use a minimum shower energy of 25 MeV. The output of this package tells us whether we should accept or reject the given cluster.

Finally, since most of our background originates with photons from π°s and ηs, we reject a photon as a candidate if it can form a π° or an η with another shower in the event. We use a π° mass window with 110 MeV/c² < m_πγ < 150 MeV/c² and an η mass window of 515 MeV/c² < m_ηγ < 575 MeV/c². The sibling photons used for the π° veto must be good showers with a minimum energy of 30 MeV in the barrel and 50 MeV in the endcap. For the η veto, the sibling photons must also be good showers, but with energy requirements of E_γ > 200 MeV for all sibling photons.

In addition to these cuts, there is an energy requirement of 2.0 - 2.7 GeV. For the purposes of measuring the spectrum, we accept all photons above 1.5 GeV and apply the energy requirement when determining the yield. If all of these conditions are met, then we have a candidate photon in this event.

To cut down on the continuum, we must learn more about the event and the other particles in it. All of the remaining cuts and techniques are used to identify and reconstruct the other particles in the event and to implement our continuum suppression schemes (shape, pseudoreconstruction, and lepton tagging).

### 4.6 Track Selection

Charged particles are used in the event to form other composite particles as well as to characterize the angular distribution of energy in the event. The charged tracks that are used to reconstruct the Xs system and to characterize the "shape" of the event must pass standard track quality cuts.4

4For those familiar with CLEO variables, a list of track selection cuts is given in Appendix A.
These tracks are required to come from the origin and must pass passing the CLEO track quality package [42]. When a charged particle passes through the drift chambers, it generates a set of hits to which the tracking programs will fit a track. The vector momentum and the error on the measurement of a charged track is computed from a fit to the reconstructed track.

To select good tracks, the track cannot have too many missing hits and is rejected if it has a momentum greater than 5.5 GeV/c. This is an unphysical momentum resulting from a bad fit to the hits. We also require that the particle that caused the track did not escape down the beam pipe. The track is constrained to come from the origin; it is allowed to originate from a point that is radially within 50 cm of the beam line and within 10 cm of the interaction point in $z$.

### 4.6.1 Assigning a Particle Type to a Track

When a track's energy and momentum are computed, corrections are made to compensate for the energy losses of the particles as they pass through the material of the detector. Since these corrections depend on the mass of the particle, we need to identify the particle species that caused the track. Our strategy is to treat the track as a pion unless we find that it is better suited to some other particle. This selection process is as follows.\(^5\)

The information provided from the time of flight (TOF) counters and the $dE/dx$ measurements is given in the form of four variables for a given track. These are the standard deviation of the measurement from that expected for a $\pi^\pm, K^\pm, p/\bar{p}$, and

\(^5\)CLEO readers are encouraged to read Appendix A which describes the particle identification process in greater detail using CLEO variables.
Whether we use information from TOF, $dE/dx$, or both to determine the particle type depends on whether these devices are reporting reliable data.

In order for us to use time of flight information to identify the particle, the track must pass through the TOF counters in the barrel. These counters give the cleanest measurement because they are not obstructed by endcap material. We also require that the time of flight information is of good quality, and that the detector was not misbehaving during this run. Likewise, if the CLEO $dE/dx$ subroutines determine that there is no $dE/dx$ information available for a given track, then we do not use $dE/dx$ to identify the particle. Once we have determined which device has reliable data, we calculate sigmas based on the available TOF and $dE/dx$ information for each particle hypothesis ($e$, $\mu$, $\pi$, $K$, $p$) for this track.

We determine the charge of the particle by examining the direction of curvature of the track. To assign a particle type to a given track, we determine if the specific energy loss measured for this track is consistent with a proton hypothesis. Then, we see if it is consistent with a kaon hypothesis and finally a pion hypothesis. If a particle is consistent with a $\pi$, then it will be considered a $\pi$ regardless of the other hypotheses.

Electrons can be distinguished from hadrons and muons by taking several quantities into account. First, the amount of energy left in the calorimeter compared to the momentum of the track matched to that shower. Muons deposit relatively little of their overall energy in the calorimeter. Hadrons sometimes interact strongly leaving some of their energy in the calorimeter. Electrons, however, tend to deposit all of their energy in the crystals. To a good approximation, in the energy range that we are concerned with, the electron's energy is nearly equal to the electron's
momentum. This means that $E/p$ is usually close to one for electrons while it is much less than one for hadrons and muons. Information from $dE/dx$ is also useful in distinguishing between electrons, muons, and hadrons. The REID electron identification package combines these and other variables using a likelihood fit to produce a variable that discriminates between electrons and hadrons at various momenta in different regions of the detector. We use the REID output to tell us if a given track is an electron.

Muon identification relies on the fact that only muons can penetrate through one or more layers of the iron return yoke to reach the muon chambers within. A track is considered a muon if there are muon hits everywhere along the track that muon hits were expected and if at least two layers hit in the muon chambers [43].

Once we have determined whether the given track can be identified as a muon or electron, we override all previous particle type settings. First we check to see if it has been classified as an electron. If yes, we assign it an electron particle type. Next, we check to see if it has been classified as a muon. If yes, then we override all previous type settings and call it an electron.

### 4.7 Shower selection

It is important to this analysis to identify photons that have come from $\pi^0$s, $\eta$s and other neutral particles. These neutral particles leave showers in the calorimeter. We use these showers to perform our $\pi^0/\eta$ veto with the photon candidate and in the pseudoreconstruction of the event. In order to be considered a good shower caused by a neutral particle, a cluster in the calorimeter must have an energy greater than 50 MeV within the barrel or the endcap. It cannot be matched to a charged track,
must be well-contained, and must pass the splitoff rejection package. In addition, the cluster must not be associated with crystals that contain noisy, dead, or shorted electronic channels. If the neutral fulfills these requirements, then we call it a photon and add it to our list of good neutrals.

4.8 Building Intermediate Particles

Once we have raw tracks and showers, we can start combining them to form \( \pi^0 \)'s, \( \eta \)'s and \( K^0_s \)'s. These composite particles are later used to pseudoreconstruct the \( B \) meson in the event. We reconstruct these particles in the following modes: \( \pi^0 \rightarrow \gamma \gamma \), \( \eta \rightarrow \gamma \gamma \), and \( K^0_s \rightarrow \pi^+\pi^- \).

We build \( \pi^0 \)'s using a two-photon invariant mass window of \( 110 \text{ MeV}/c^2 < m_{\gamma\gamma} < 150 \text{ MeV}/c^2 \). Likewise, to reconstruct an \( \eta \), we accept combinations of two photons with an invariant mass between \( 515 \text{ MeV}/c^2 < m_{\gamma\gamma} < 575 \text{ MeV}/c^2 \). The photons are taken from the list of neutral showers described above. The \( K^0_s \) is formed by combining two good tracks identified as a pair of oppositely charged pions as described above and accepting them as a \( K^0_s \) if their invariant mass is between \( 486 \text{ MeV}/c^2 < m_{\pi^+\pi^-} < 510 \text{ MeV}/c^2 \). We record the number of good reconstructions that are found, the quality of the reconstructions, and which two tracks or showers were used to create the composite particle. These particles are then combined with the unused tracks and showers to form a full list of particles for the event.

The analysis machinery itself goes through these selection criteria in the following order. First, it looks for good tracks (according to the track selection criteria) and assigns a particle ID to all of the tracks passing the cuts. Next, it looks for good showers and creates separate lists for each of the following categories: all showers
(from which we later select potential candidates), showers fulfilling the proper energy
requirements in the barrel (for $\pi^0$ veto), showers passing the energy criteria in the
endcap (for $\pi^0$ veto), and showers passing the energy requirements for the $\eta$ veto.
Next, we build intermediate particles such as $\pi^0$s, $\eta$s, and $K^0$s and add them to a full
list of particles in the event. Finally, we look for photon candidates by looping over
all showers and determining whether or not any of these showers fit the candidate
criteria. We veto a potential candidate, if it combines with any other shower in the
event to form a $\pi^0$ or an $\eta$. Should a photon pass the $\pi^0/\eta$ veto, we proceed to the
next part of the analysis: continuum suppression.

4.9 Combining Event Information Using a Neural Net

To distinguish signal from continuum background, we combine shape informa-
tion, reconstruction information, and lepton information into a single discriminatory
variable that distinguishes between signal and continuum using a neural network.

A neural network is a combination of simple functions called nodes which can
be trained to perform pattern detection functions [44]. A set of input variables is
fed into one end of the network and the decision-making algorithm inside outputs
a single variable that represents the extent to which the input variables exhibit a
certain signal characteristic. Details about the original neural net can be found in
reference [40].

A neural network must be trained so that application of a set of inputs produces
the desired set of outputs. Our nets are trained on signal and continuum Monte
Carlo, generated expressly for this purpose. Not all events have the same types
of information, so we optimize a net for each of the four event categories, then
run each event through the appropriate one. Each net has its own set of inputs and internal architecture. In the end, we take all the input variables we have and combine them using the appropriate neural net to form a single net output that is the ultimate arbiter of how signal-like or continuum-like the event is. In all cases, this output, which I will generically call $r$, tends toward $+1$ for signal events and $-1$ for continuum background events. Usually, $r$ refers specifically to the output of the shape net, but for the sake of simplicity in discussing weights, in Section 4.10, I will use $r$ generically to denote the output of all of the four neural nets.

4.10 Weights

Given that the net output, $r$, tends toward $+1$ for signal events and $-1$ for continuum background events, we could choose a “cut” on this variable, and label all events above this cut as signal and below it as background. However, we would be ignoring information contained in the distribution of $r$. For example, accepted events near the $r$ cut boundary are more likely to be background than are accepted events far from the boundary.

One way to quantitatively extract the information on both sides of the cut is to fit the measured distribution of $r$ values to the expected distribution of $r$ values for signal. We use the equivalent procedure in which we weight each event according to its neural net output value. We weight each event according to its $r$ value, with a weight given by

$$w_i = \frac{S_i(r)}{S_i(r) + (1 + \lambda)B_i(r)}$$

where $S_i(r)$ is the expected signal yield in bin $i$ of the $r$ distribution, $B_i(r)$ is the expected background yield in that bin, and $\lambda$ is the luminosity scale factor. We
define the weight to give the minimum statistical error on the yield, $\Delta Y/Y$. After the On-Off subtraction described in Section 4.2.1, our expected error is

$$\frac{\Delta Y}{Y} = \frac{\sqrt{S + (1 + \lambda)B}}{S}$$

and the optimum weight per event is $1/(\text{expected error})^2$. The weights are normalized such that a distribution of $n$ events will have a weighted sum of $n$ if they follow the expected signal $r$ distribution exactly.

We convert the neural net output of each of the four nets, $r$, to the weight, $w$, which is the probability that a given point in $r$ space will be a signal rather than a background event. The event weighting function is obtained from signal and continuum Monte Carlo samples that are different from the samples used to estimate signal efficiency. Using these samples, we determine the expected precision for the analysis at any $r$ value. If the MC makes poor estimates of the distribution of our net output, then the choice of weights will not be optimum, and our statistical errors will ultimately be larger than they would have been had our MC been better. With this method, events in regions of low background are given more weight than events in regions of high background.

Once each event has a weight, the branching ratio is determined by summing the weights for all events. We define the efficiency as the weighted sum of a sample of signal events divided by the number of events in the sample.
CHAPTER 5

Backgrounds

In the previous chapter, we described the major backgrounds to $b \rightarrow s\gamma$: continuum (ISR and $q\bar{q}$) and $B\bar{B}$. This chapter describes how we eliminate them.

5.1 Continuum Suppression

In the previous chapter, we outlined a three-pronged continuum suppression scheme (shape, pseudoreconstruction, lepton tagging) that uses all the information available in an event to characterize it as signal-like or continuum-like. The real work, however, is in finding the variables that will separate the signal from background.

5.1.1 Shape Analysis

The first continuum suppression scheme is based on the difference in “shape” between signal and continuum events. Figure 5.1 shows a typical $B\bar{B}$ event in which the tracks and showers are uniformly distributed throughout the detector. Figure 5.2 by contrast, shows a $q\bar{q}$ event in which the products of the decay are more narrowly collimated. This kind of topology can be described with the set of eight suppression variables whose effectiveness for separating between signal, $q\bar{q}$ and ISR is shown in Figures 5.3 and 5.4 [40].
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Figure 5.1: A typical $B\bar{B}$ event with a "spherical" topology.
Figure 5.2: A typical $q\bar{q}$ event with a "jetty" structure.
• $R_2$

Qualitatively, $R_2$ is a measure of the isotropy of an event. It is the ratio of two Fox-Wolfram moments ($R_2 = H_2/H_0$), and tends toward 0 for spherical $B\bar{B}$ decays, and tends toward 1 for the jet-like continuum events [45]. It is defined as follows:

$$R_2 = \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} |\vec{p}(i)|||\vec{p}(j)||P_2(\cos\theta_{i,j})}{\sum_{i=1}^{n} \sum_{j=1}^{n} |\vec{p}(i)|||\vec{p}(j)||}$$

where $n$ is the number of particles in the particle list, $i,j$ is a pair of non-identical particles, $\vec{p}(i), \vec{p}(j)$ are the momenta of particles $i$ and $j$ respectively, $\cos\theta_{i,j}$ is the cosine of the opening angle between the $i^{th}$ and $j^{th}$ particles, and $P_2(\cos\theta)$ is the Legendre polynomial of order two. $R_2$ is effective at separating signal events from $qq$. Since ISR events are a little more spherical in shape than typical $qq$ events, $R_2$ is not very effective at separating signal from ISR.

• $R'_2$

We calculate $R_2$ in the primed frame, or the frame of reference recoiling against the radiated photon. Since ISR events are just $qq$ events recoiling against the radiated photon, this variable is especially powerful in separating signal from ISR. Having lost the energy of the photon, an ISR event in the primed frame has the same shape as a reduced energy continuum event. By transforming to the primed frame, we transform the event to a jetty $qq$ event.

• $S_\perp$

This variable is the sum of the magnitudes of components of momenta perpendicular to the photon for all particles more than 45° from the photon axis.
divided by the sum of the magnitudes of the momenta of all particles except the photon:

\[ S_\perp = \frac{\sum |\vec{p}(j)| \sin \theta_{j\gamma}}{\sum |\vec{p}(j)|} \]

The summation runs over all selected tracks and showers, \( j \). In the numerator, the forward-backward cone about the direction of the photon is excluded such that \(|\cos \theta_{j\gamma}| > 0.707\). For a perfect two jet event, \( S_\perp \) would be zero while for spherical \( B\bar{B} \) events it tends toward 1. \( S_\perp \) provides some discriminatory power between the relatively spherical \( b \rightarrow s \gamma \) events and the jetty \( q\bar{q} \) events and offers some discrimination between signal and ISR.

- \( \cos \theta' \)

This variable is also calculated in the primed frame. It is the cosine of the angle between the photon and the thrust axis of the rest of the event calculated in the frame recoiling against the photon. The thrust axis of the event is the direction for which the sum of the magnitudes of the longitudinal components of momenta is a maximum. In signal events, the photon will tend to line up along this thrust axis, whereas, in ISR events, there is no correlation between the photon direction and the direction of the rest of the event.

- \( 20^\circ \) and \( 30^\circ \) forward and backward cones

The cone energy sums act as a virtual calorimeter mapping the energy flow of the event which varies depending on whether the event is signal, continuum, or ISR. These four variables are calculated by summing the energy (excluding the photon) of particles within the \( 20^\circ \) and \( 30^\circ \) cones surrounding the photon. For signal events, we expect a small amount of energy in the forward cones.
Figure 5.3: Angular distribution of signal, ISR, and $qq$ for four of the shape variables: $R_2$, $R_2'$, $S_\perp$, and $\cos\theta'$. Loose shape cuts (see Appendix B) have been applied.
(those in the direction of the $\gamma$) and a moderate amount of energy in the backward cones. In $q\bar{q}$ events, on the other hand, we expect a large amount of energy in both the forward and the backward cones. For ISR events, we only expect a small amount of energy in both forward and backward cones. Figure 5.4 shows the energy in the forward and backward cones for signal, ISR, and $q\bar{q}$.

When calculating the shape variables, we use all of the particles in the event that came from the interaction point. This list includes all of the tracks, showers, and composite particles that meet the criteria listed in the previous chapter and excludes the candidate photon.

In the “shape” analysis, these eight variables are combined using a neural net to form one discriminatory variable, called $r$, that distinguishes between signal and continuum background based solely on the shape of the input event. Figure 5.5 shows the distribution of $r$ for signal and continuum MC.

We perform the shape analysis for ALL events that have a good photon candidate. For events that are not reconstructible and do not have a leftover lepton, the final weight is determined from this $r$ value alone. For events that are also capable of being reconstructed or for events that have a leftover lepton, we use $r$ along with other variables as an input to other neural nets.

5.1.2 Pseudoreconstruction

Further continuum suppression is achieved if we determine that the transition photon and the recoiling $X_s$ system are kinematically consistent with the decay of a $B$ meson. We suppress the continuum background by reconstructing some subset
Figure 5.4: Energy in forward and backward cones.
Figure 5.5: $r$ distribution for shape analysis done on signal MC and continuum MC. Although the shape analysis is done for all events, this particular distribution comes from events that were reconstructed without a lepton leftover. Signal events peak strongly towards 1 whereas continuum tends toward $-1$.

of the particles in the event into a $B \rightarrow X_s \gamma$ candidate. For each event, we consider only one combination of particles; the combination that best satisfies some $B \rightarrow X_s \gamma$ decay hypothesis. A fully inclusive analysis is achieved by using a large number of exclusive decay modes. For each event, we try to reconstruct the $X_s$ system recoiling against the photon. The $X_s$ system can be composed of one kaon (which can be a $K^0_L$) and 1-4 pions including at most one $\pi^0$. We try to reconstruct the $B$ meson in one of the modes listed in Table 5.1.

As with the shape variables, we combine particles from the list of tracks, showers, and composite particles that satisfy the criteria listed in the previous sections. We keep track of the list of $B$ candidates and the quality of their reconstruction.
Table 5.1: The following modes for $B^+/B^-$ and $B^0/B^0$ are used to pseudoreconstruct a $B \rightarrow X_s\gamma$ decay.

The reason that this is called "pseudoreconstruction" instead of reconstruction is because it is not important for us to get the reconstruction correct in every detail. Since we are only using the reconstruction as a continuum suppression technique, our only concern is to determine whether the reconstruction is consistent with a $B$ meson decay.

For each set of candidate particles that can be combined to form a $B$ meson, we obtain the total energy, $E$, and the total momentum, $P$ for all of the particles in the reconstruction. Then, we calculate the energy difference, $\Delta E$, beam-constrained mass, $M$, and mass difference, $\Delta M$ for this combination of particles. These variables
are defined as follows:

\[ \Delta E = E - E_{\text{beam}} \]

where \( E \) is the total energy of the combination and \( E_{\text{beam}} \) is the beam energy. This kinematic requirement makes use of our knowledge that the energy of the parent \( B \) meson must be equal to the beam energy, \( E_{\text{beam}} \). When computing the invariant mass of a set of particles assumed to come from the decay of a \( B \) meson, we can impose the constraint \( E_B = E_{\text{beam}} \). For the correct combination of candidate particles, \( \Delta E \) will be zero, within measurement error. The beam-constrained mass of the system is written as

\[ M = \sqrt{E_{\text{beam}}^2 - P^2}. \]

Because the energy resolution on the beam is better than the resolution of the reconstructed \( B \) meson, this gives a more precise value for the mass of the \( B \) meson candidate. In analyses of hadronic decays, this technique gives a mass resolution of \( \sigma_M \approx 4 \text{ MeV}/c^2 \), about a factor of ten better than the resolution without the constraint.

We then calculate the mass difference \( \Delta M = M - M_B \) where \( M_B \) is the PDG mass of the \( B \) meson (5.279 GeV/c\(^2\)). Again, if we have the correct set of candidate particles, \( \Delta M \) will be zero within measurement error. We construct the variable

\[ \chi_B^2 = \left( \frac{\Delta E}{\sigma_E} \right)^2 + \left( \frac{\Delta M}{\sigma_M} \right)^2. \]

We use \( \sigma_E = 40 \text{ MeV} \) and \( \sigma_M = 4 \text{ MeV}/c^2 \) and define the reconstruction quality as

\[ \chi_B^2 = (\Delta M/0.004)^2 + (\Delta E/0.040)^2, \]

which reflects how well the kinematic properties of the combination of particles represent a \( B \) meson. The distributions of \( \Delta E \) and \( \Delta M \) for all reconstructed events from a sample of signal MC are given in Figure 5.6.
Figure 5.6: Distribution of $\Delta E$ and beam-constrained mass for reconstructed events from signal MC. The plot of $\Delta E$ vs. $M$ shows that the signal is concentrated around $\Delta E = 0$ and $M = 5.280$ GeV/c$^2$ with an intrinsic width of about 40 MeV in $\Delta E$ and 4 MeV/c$^2$ in $M$. 
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Ultimately, we use two variables to help with continuum suppression:

- $\chi^2_B$
  
  This variable is defined above. A valid reconstruction must have $\chi^2_B < 20$, and the best $B$ reconstruction is the one with the lowest $\chi^2_B$. As a general rule, the $\chi^2_B$ values for signal are smaller than those for continuum. Figure 5.7 gives the distribution for $\log(\chi^2_B)/4$.

- $|\cos\theta_{tt}|$
  
  The variable $|\cos\theta_{tt}|$ exploits the fact that the decay angles of the two $B$ mesons in each event are uncorrelated. In jetty continuum events, the thrust axes of the best combination of particles and the rest of the event tend to be aligned, whereas these axes are randomly distributed in phase space for signal events. $|\cos\theta_{tt}|$ is the cosine of the angle between the thrust axis of the particles used to form the best candidate $B$ and the thrust axis of the remaining particles in the event. Since there is no angular correlation between the decay products of the two $B$ mesons in a $B\bar{B}$ event, $|\cos\theta_{tt}|$ is expected to be flat. For continuum events, the two thrust axes will tend to align so $|\cos\theta_{tt}|$ will peak near 1 as shown in Figure 5.7.

### 5.1.3 Lepton Tagged Events

The final handle we have on continuum suppression is the presence of a lepton in the event. $B\bar{B}$ events decay semileptonically to an electron or a muon about 20% of the time. These leptons tend to be stiff with much of the spectrum from

---

The log of this variable is used as the neural net input because the nets converge more quickly if the input variables are of similar range.
Figure 5.7: The top plot gives the distribution of $\log(\chi^2_B)/4$ for signal MC and continuum MC. The lower plot gives the distribution of $|\cos\theta_n|$, the cosine of the angle between the candidate photon and the thrust axis of the particles in the “other” $B$ plotted for signal MC and continuum MC. These plots are for events that were reconstructed but had no lepton in the non-signal $B$. 
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primary semileptonic decays above 1.0 GeV/c [46]. We can use this characteristic of $B$ meson decays as a continuum suppression tool.

Once we have identified our best $B$ meson candidate by choosing the reconstruction with the lowest $\chi^2$, we search through the leftover particles for the highest momentum lepton (electron or muon) from the non-signal $B$. In reconstructed events, we also look at the sign of the lepton. For example, if our signal $B$ were a $B^+$, then the other $B$ would be a $B^-$ containing a $b$ quark with charge $-1/3$. If this $B^-$ were to decay semileptonically (i.e., $b \to c \ell \nu$), then the lepton would also have a negative charge. Having a "hard" lepton, a lepton with $P_\ell \gtrsim 1.0$ GeV/c in an event increases the probability that the event is signal. We gain information by looking at whether the sign of the lepton is in agreement with the sign of the reconstruction.

The angle between the highest momentum lepton and the photon is also indicative of whether this event is continuum or $B\bar{B}$. Because continuum events are jetty, there is an angular correlation between the direction of the photon and the direction of the lepton, so the cosine of this angle will peak at ±1. There is no such correlation in $B\bar{B}$ decays so the distribution of the cosine of this angle is flat.

For the highest momentum lepton in the non-signal $B$, we record the charge, momentum, and the angle between it and the candidate photon. Lepton tagged events are shown in Figure 5.8 and use the following variables in the neural net:

- **Signed lepton momentum**

  The neural net input is given by the expression

  $$ P_\ell \times q_t \times q_b $$

  \[84\]
where $P_i$ is the absolute value of the momentum of the highest momentum lepton in the "other" $B$, $q_l$ is the charge of this lepton, and $q_b$ is the charge of the quark in the $B$ meson.

- **Signed photon-lepton angle**

  The neural net input is given by the expression
  \[
  \theta_{\gamma} \times q_l \times q_b
  \]

  where $\theta_{\gamma}$ is the angle between the hardest lepton in the non-signal $B$ and the candidate photon.

  Recall that we search for leptons in the event even if we have not reconstructed a $B$ meson. To do this, we perform a crude $B$ reconstruction by combining a couple of high momentum tracks recoiling against the photon. For each good track identified as a $\pi$ or a $K$, we find the component of its momentum opposite to the photon candidate. Then, we choose the two tracks with the highest momentum opposite the photon. If both of those tracks are identified as pions, then we look for the kaon with the highest momentum opposite the photon and add it as an additional daughter. This becomes the one and only $B$ reconstruction for this event. We do not treat this event as pseudoreconstructed, but we use these daughters to define the particles that are in the signal $B$. We then look in the leftover particles of the "other" $B$ for a lepton and determine the variables described above, unsigned (we do not multiply by the charge of the lepton or the charge of the $b$ quark). If we are unable to perform even this crude reconstruction, then the event is of such poor quality that we do not use it and throw it out.
Figure 5.8: The top plot shows the distribution (for signal MC and continuum MC) of $|\cos\theta_{\gamma}|$ where $\theta_{\gamma}$ is the angle between the highest momentum lepton in the non-signal $B$ and the candidate photon. The quantity is signed by the charge of the lepton and the charge of the $b$ quark ($q_l \times q_b$). The bottom plot is the distribution of the momentum of the highest momentum lepton for signal MC and continuum MC. The quantity is signed by the charge of the lepton and the charge of the $b$ quark in the reconstruction ($q_l \times q_b$). These plots are for events that were reconstructed and had a leftover lepton.
5.1.4 Event Categories

All events with a candidate photon are sorted into one of four event categories depending on whether we are able to reconstruct the event and whether we are able to find a lepton in the non-signal $B$. For all events, we perform the shape analysis. Next, we attempt to reconstruct the signal $B$, and the event is either reconstructible or not. The event is considered reconstructed if it has at least one $B$ candidate with $\chi^2_B < 20$. Finally, an event either has a lepton in the non-signal $B$ or it does not (independent of whether it is reconstructible). The four event categories are

- Pseudoreconstructed, with lepton
- Pseudoreconstructed, no lepton
- Not pseudoreconstructed, with lepton
- Not pseudoreconstructed, no lepton

<table>
<thead>
<tr>
<th>Pseudoreconstructed</th>
<th>Not Pseudoreconstructed</th>
</tr>
</thead>
<tbody>
<tr>
<td>44%</td>
<td>56%</td>
</tr>
<tr>
<td>Lepton</td>
<td>No lepton</td>
</tr>
<tr>
<td>10%</td>
<td>34%</td>
</tr>
<tr>
<td>Lepton</td>
<td>No lepton</td>
</tr>
<tr>
<td>15%</td>
<td>41%</td>
</tr>
</tbody>
</table>

Table 5.2: The percentage of signal MC events that fall into each of the 4 event categories.

The four event classes determine what information is available for making the best possible distinction between signal and continuum. We optimize a neural net for each of the four categories and run each event through the appropriate one. The
<table>
<thead>
<tr>
<th>Event Class</th>
<th># of Inputs</th>
<th>Input Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shape Analysis</td>
<td>8</td>
<td>$R_2$, $R_2'$, $S_L$, $</td>
</tr>
<tr>
<td>(not PR, no lepton)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR, no lepton</td>
<td>3</td>
<td>$r$, $x_B^2$, $</td>
</tr>
<tr>
<td>PR, with lepton</td>
<td>5</td>
<td>$r$, $x_B^2$, $</td>
</tr>
<tr>
<td>Not PR, with lepton</td>
<td>3</td>
<td>$r$, $\theta_{\gamma\gamma}$, $</td>
</tr>
</tbody>
</table>

Table 5.3: Summary of the four neural nets used in this analysis, one for each event category. PR stands for pseudoreconstructed events.

inputs to each neural net are the variables described in Sections 5.1.1, 5.1.2, and 5.1.3. Before combining all of these variables using the neural net, we apply some loose shape cuts described in Appendix B to remove obvious background. Table 5.1.4 summarizes the four neural nets and the number and names of their input variables.

5.1.5 Continuum Subtraction

We developed a continuum suppression scheme to eliminate as much of the continuum background as possible by taking advantage of key differences between signal and continuum events. We combined this information using several neural nets and assigned a weight to each event. This weight is higher for signal events than continuum events.

To measure the On–Off subtracted yield, we use the full CLEO dataset (4s2 – 4sT) totaling 9.2 fb$^{-1}$ on-resonance data and 4.6 fb$^{-1}$ off-resonance data. We use the Off data to model the remaining continuum background and subtract its contribution from the On data. The On-Off scale factor that corrects for the difference
in cross section and event shape which stems from the energy dependence is

\[ \lambda = \frac{L(On)}{L(Off)} \times \frac{E_{\text{off}}}{E_{\text{on}}} = 1.99. \]

From the On data sample, we find a yield (summed weights) of 1861.7±16.5 between 2.0 and 2.7 GeV. Subtracting the continuum and including the error due to On—Off subtraction bias, we determine the On—Off subtracted yield to be 1101.4 ± 11.6. After this subtraction, we are left with \( b \rightarrow s\gamma \) signal and \( B\bar{B} \) backgrounds as shown in Figure 5.9.

**On—Off Subtraction Bias**

The yield is already corrected for the difference in cross section which results from the On—Off energy difference (\( \lambda \)). However, this correction does not account for differences between the On and Off continuum events that arise because of the different center of mass energies of the On and Off samples. For example, assuming that the On and Off events have the same multiplicity, then the average particle energy in On events will be higher by a factor of \( E_{\text{on}}/E_{\text{off}} \). This means that the candidate photons from the On continuum background are shifted upwards relative to candidate photons from the Off. Because the photon spectrum decreases rapidly as a function of energy, this introduces an under-subtraction. By scaling the energy of the candidate photons from the Off data by \( E_{\text{on}}/E_{\text{off}} \), we prevent this under-subtraction. Nevertheless, there remain smaller effects that we do not compensate for directly.

Because On continuum events are produced at a higher energy, they will have a “jettier” shape and be rejected more effectively by continuum suppression cuts. Also, the minimum energy allowed for a sibling photon used to veto candidates
Figure 5.9: The upper plot shows the photon energy spectrum from on-resonance data (weighted) and off-resonance data (weighted). The lower plot is the On-Off subtracted spectrum from data.
from $\pi^0$s or $\eta$s is independent of run energy, making it more likely that a candidate from the On data will be rejected. Since the On–Off energy difference is small, we expect that these effects will also be small. We scale the energy of the candidate photon by $E_{\text{On}}/E_{\text{Off}}$ to compensate, but we do not adjust the minimum energy for photon siblings used in the $\pi^0/\eta$ veto and we do not adjust any of the neural net inputs. Instead, we measure the effect of not making these corrections and apply a correction factor with a conservative error at the end. The yield in Off data is decreased by 0.5% of itself to account for the On–Off subtraction bias. All reports of the On–Off yield include the correction for this bias. The error is not included in the statistical error but is included in the systematic error.

5.2 $B$ Backgrounds

Backgrounds due to $B\bar{B}$ decays are small relative to continuum processes, but they are non-negligible. These decays become especially important in the lower energy region, 1.5 – 2.2 GeV, where the $b \rightarrow c$ backgrounds increase significantly. This section addresses the issue of estimating and subtracting the backgrounds due to $B$ decays.

While the standard CLEO MC simulation provides a good model of the underlying particle reactions and the detector response, some processes of importance to this analysis are incorrectly modeled or absent. We start with a default MC sample, and use it to estimate the background due to $B\bar{B}$ decays.\footnote{CLEO readers: Our default MC is not to be confused with the CLEO generic $B\bar{B}$ MC which contains only $b \rightarrow c$ decays. The default MC consists of generic $b \rightarrow c$ MC, $b \rightarrow u$ MC [47], and some charmless hadronic MC [48].}
Ultimately, we subtract the estimated $B\bar{B}$ background yields from our On–Off subtracted spectrum to obtain the final $b \to s\gamma$ yield. The bottom plot of Figure 5.10 shows the photon energy spectrum that results after subtracting the default $B\bar{B}$ MC from the On–Off data. There is a huge excess in the lower energy region below 2.0 GeV, an indication that the default $B\bar{B}$ MC alone cannot accurately estimate the backgrounds due to $B$ decays. To correct the MC, we must add the missing decays that could cause a high energy shower in the calorimeter and we must carefully match the detector response and yields in MC to actual yields from data.

5.2.1 $\pi^0/\eta$ Corrections

As with continuum background, the $B$ decay backgrounds are predominantly from $\pi^0$ and $\eta$ decays that survive our veto. The photons enter the analysis in spite of our $\pi^0/\eta$ vetoes either because we have not detected their sibling photon, or because they do not reconstruct well enough with their sibling to form a $\pi^0$ or an $\eta$. Table 5.4 shows the sources of photons above 1.5 GeV in a small MC sample of generic $B\bar{B}$ decays. Since these are the largest sources of backgrounds, our analysis depends on the MC estimates of the $B \to \pi^0 X_s$ and $B \to \eta X_s$ yields. By comparing the $\pi^0$ and $\eta$ spectra in data and MC, we reduce our dependence on the MC prediction of our background.

Our strategy is to perform the $b \to s\gamma$ analysis using $\pi^0$s and $\eta$s rather than photons as the candidate particles. The rates for $B \to \pi^0 X_s$ and $B \to \eta X_s$ are measured from the data using exactly the same method as is used for $B \to \gamma X_s$, but without the $\pi^0$ and $\eta$ vetoes. We accept as candidates those events with $\pi^0$s
Figure 5.10: The upper plot shows the photon energy spectrum for all events. In this plot, the upper curve is the On-Off subtracted spectrum (data) while the lower curve is the default $B\bar{B}$ MC prediction for the $B$ backgrounds. The bottom plot shows the spectrum that results if you subtract the two curves in the top plot. The default $B\bar{B}$ MC shows poor agreement below 2.0 GeV.
Table 5.4: Sources of high energy photons in $B\bar{B}$ decays. Also included in the table is the number of photons that pass the $\pi^0$ and $\eta$ vetoes applied individually and applied together. The percentages are the number of photons from a given source out of the total number of photons in the sample, before and after the vetoes are applied.

<table>
<thead>
<tr>
<th>Source</th>
<th># of $\gamma$ from src</th>
<th># passing $\pi^0$ veto</th>
<th># passing $\eta$ veto</th>
<th># passing both</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOTAL</td>
<td>66583</td>
<td>19127</td>
<td>60757</td>
<td>16690</td>
</tr>
<tr>
<td>#$\gamma$ from $\pi^0$</td>
<td>59773</td>
<td>13147</td>
<td>55742</td>
<td>12269</td>
</tr>
<tr>
<td>#$\gamma$ from $\eta$</td>
<td>4477</td>
<td>3948</td>
<td>2875</td>
<td>2551</td>
</tr>
<tr>
<td>#$\gamma$ from $\eta'$</td>
<td>274</td>
<td>235</td>
<td>257</td>
<td>222</td>
</tr>
<tr>
<td>#$\gamma$ from $e^\pm$</td>
<td>1646</td>
<td>1436</td>
<td>1516</td>
<td>1325</td>
</tr>
<tr>
<td>#$\gamma$ from $\omega$</td>
<td>349</td>
<td>309</td>
<td>308</td>
<td>273</td>
</tr>
<tr>
<td>#$\gamma$ from $\psi$, $\psi'$, oth</td>
<td>64</td>
<td>52</td>
<td>59</td>
<td>50</td>
</tr>
</tbody>
</table>

reconstructed between 110 – 150 MeV/c$^2$ or $\eta$s reconstructed between 515 – 575 MeV/c$^2$. Using this method, events that are reconstructed as $B \rightarrow \gamma\gamma X$, are subject to the same biases as events reconstructed as $B \rightarrow \gamma X$, allowing us to observe the $\pi^0/\eta$ spectrum in the same region of phase space that we use for the $b \rightarrow s\gamma$ spectrum.

To form $\pi^0/\eta$ candidates, we select showers based on the same criteria listed in Chapter 4 and look for combinations of two photons that fall within the $\pi^0$ or $\eta$ mass window selecting candidates with $1.5 < E_{\pi^0/\eta} < 5.0$ GeV for $|\cos\theta| < 0.7$. We also require that the candidates not be matched to a charged track.

We compute the eight shape variables, attempt to reconstruct a $B \rightarrow \pi^0/\eta X$, event, and search for leptons in the non-signal $B$. As before, events are split into their four event classes and neural net outputs are computed for each. Finally, we
obtain the weighted sum of the $B \rightarrow \pi^0 X_s$ and $B \rightarrow \eta X_s$ events in each 100 MeV bin between 1.5 and 2.7 GeV.

Random combinations of two photons in the event can fall within the allowed mass window for the $\pi^0/\eta$ even if these two photons do not really come from a $\pi^0/\eta$ decay. The $\pi^0 X_s$ and $\eta X_s$ yields are obtained from the raw $\gamma\gamma X_s$ yields by fitting the $\gamma\gamma X_s$ spectrum to a gaussian plus a simple background shape and removing the combinatoric background in each 100 MeV bin between 1.5 – 2.7 GeV for the On–Off data and default $B\bar{B}$ MC. In this way, we determine the true $B \rightarrow \pi^0 X_s$ and $B \rightarrow \eta X_s$ yields for On–Off Data and default $B\bar{B}$ MC in each of the 100 MeV energy bins between 1.5 and 2.7 GeV. Figure 5.11 shows the fraction of $\pi^0$ candidates that are true $\pi^0$s as a function of $\pi^0$ energy for the On–Off data. Figures 5.12 and 5.13 show the On–Off subtracted $\pi^0$ and $\eta$ spectra in data and in MC. In each energy bin, we determine the ratio of data to MC, the factor by which we must adjust the MC to make it agree with the On–Off data.

We translate the deficiency of the $\pi^0/\eta$ spectrum to a correction in the photon energy spectrum by running the standard analysis on the default $B\bar{B}$ MC sample and searching for candidate photons as before. For each candidate photon, we determine whether it came from a $\pi^0/\eta$ and if so, record $E_\gamma$ and $E_{\pi^0/\eta}$. By doing this, we are examining the sample of photons coming from $\pi^0$s and $\eta$s that have slipped through our vetoes, exactly the background we are trying to correct. Then, for each candidate photon at a given energy, $E_\gamma$, we look at the energy of the $\pi^0/\eta$ and scale the number of candidate photons at the energy $E_\gamma$ by the value of the ratio of data to MC in that $\pi^0/\eta$ energy bin. We apply the $\pi^0$ and $\eta$ corrections to the MC and obtain the spectrum shown in Figure 5.14 for $B$ backgrounds. The size
Figure 5.11: This figure shows the fraction of $\pi^0$ candidates that are true $\pi^0$s as a function of $\pi^0$ energy. This is the result for On data only.
Figure 5.12: The top plot shows the $\pi^0$ spectra in On—Off subtracted data (upper curve) and in MC (lower curve). The bottom plot shows the ratio of data to MC as a function of $\pi^0$ energy.
Figure 5.13: The top plot shows the $\eta$ spectra in On-Off subtracted data (upper curve) and in MC (lower curve). The bottom plot shows the ratio of data to MC as a function of $\eta$ energy.
of the individual $\pi^0$ and $\eta$ corrections is given in Table 5.5 and the total correction from $\pi^0$s and $\eta$s is listed in Table 5.6.

### 5.3 Neutral Hadrons

In the previous section, we found that our default MC sample was deficient in the number of $\pi^0$s and $\eta$s present at certain energies. In general, MC can differ from the real (measured) data in two ways, either in the numbers and momentum of the particles generated or in the simulation of the interactions of these particles with the detector.

Even after the $\pi^0/\eta$ corrected $B\bar{B}$ MC has been subtracted from the On—Off data, the resulting photon energy spectrum, shown in Figure 5.14, has an excess of photons between 1.5 and 1.8 GeV. At first, we believed that this excess was due to the fact that we were missing some physics process in our default $B\bar{B}$ MC sample that produced a large number of photons with an energy between 1.5 – 1.8 GeV.

---

Table 5.5: Size of $\pi^0$ and $\eta$ correction for a range of energy bins.

<table>
<thead>
<tr>
<th>Energy Range</th>
<th>$1.50 - 1.80$</th>
<th>$1.80 - 2.00$</th>
<th>$2.00 - 2.20$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi^0$ Correction</td>
<td>$58.32 \pm 2.16$</td>
<td>$24.63 \pm 1.60$</td>
<td>$12.27 \pm 1.41$</td>
</tr>
<tr>
<td>$\eta$ Correction</td>
<td>$11.34 \pm 4.05$</td>
<td>$16.11 \pm 2.46$</td>
<td>$23.06 \pm 3.01$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Energy Range</th>
<th>$2.00 - 2.70$</th>
<th>$2.10 - 2.70$</th>
<th>$2.20 - 2.70$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi^0$ Correction</td>
<td>$18.39 \pm 1.55$</td>
<td>$10.68 \pm 1.06$</td>
<td>$6.16 \pm 0.66$</td>
</tr>
<tr>
<td>$\eta$ Correction</td>
<td>$34.28 \pm 3.39$</td>
<td>$19.26 \pm 2.13$</td>
<td>$11.21 \pm 1.56$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Energy Range</th>
<th>$2.70 - 3.00$</th>
<th>$3.00 - 4.00$</th>
<th>$4.00 - 5.00$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi^0$ Correction</td>
<td>$0.01 \pm 0.01$</td>
<td>$0.00 \pm 0.00$</td>
<td>$0.00 \pm 0.00$</td>
</tr>
<tr>
<td>$\eta$ Correction</td>
<td>$0.00 \pm 0.00$</td>
<td>$0.00 \pm 0.00$</td>
<td>$0.00 \pm 0.00$</td>
</tr>
</tbody>
</table>
Figure 5.14: The top plot shows the weighted $E_\gamma$ spectra for all events. The upper curve is On–Off data, and the lower curve is the photon energy spectrum from the $\pi^0/\eta$ corrected $B\bar{B}$ MC. We subtract the corrected $B\bar{B}$ MC from the data and obtain the lower plot. The signal region (2.0 – 2.7 GeV) looks very nice, but the region of the spectrum below 2.0 GeV, where we expect our $b \rightarrow s\gamma$ yield to be small, still looks inconsistent with zero. There are still more corrections that need to be made to the MC.
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We estimated the effect of adding several modes (Appendix C) not included in the original $B\bar{B}$ MC sample and concluded that the background was not from photons at all, but from neutral hadrons that caused showers in the calorimeter that could be mistaken for photons. Although our particle generator, QQ, was doing a decent job in predicting the numbers and momentum of the particles, CLEOG was incorrectly modeling the behavior of the detector. This caused us to incorrectly estimate the photon yield between $1.5 - 1.8$ GeV in the default $B\bar{B}$ MC. Consequently, we developed a technique that reduced our dependence on MC for the purpose of estimating the background from neutral hadrons.

The neutral particles that we can detect in the crystals are photons ($\gamma$), long-lived neutral kaons ($K_L$), and anti-neutrons ($\bar{n}$). $K_L$ and $\bar{n}$ showers are usually rejected by our E9/E25 cut (E9/E25 > 0.95). Photons react electromagnetically with the CsI crystals and create a well-contained shower with an E9/E25 value that is close to 1. Anti-neutrons annihilate in the crystals, and annihilation showers tend to be farthest from E9/E25 = 1. $K_L$s that hit the crystals will be subject to a number of inelastic nuclear interactions. Given the length of the crystals and the nuclear interaction length of $K_L$ in CsI, a $K_L$ will enter the calorimeter and interact somewhere within the CsI crystal about 56% of the time. Depending on where it decays, it can leave some, all, or none of its energy in the crystal. In addition, a $K_L$ can also regenerate to a $K_s$ and then decay to two $\pi^0$s somewhere within the crystal, leaving a shower similar to a photon.

\footnote{The CsI crystals at CLEO are about 30 cm in length and the nuclear interaction length of a $K_L$ in CsI is 36.9 cm. Therefore, the probability that a $K_L$ will interact within a crystal is given by $P_{int} = 1 - e^{-\frac{x}{L}} = 1 - e^{-\frac{30}{36.9}} = 56\%$.}
We compare the E9/E25 distribution in On–Off data to the E9/E25 distribution in B\(\bar{B}\) MC, the distributions of which are shown for 1.5 < \(E_\gamma\) < 1.8 GeV in Figure 5.15. Although the data and MC are in good agreement for E9/E25 > 0.9, at values of E9/E25 below 0.9 the agreement is dismal. We have our smoking gun.

The data rises with E9/E25 while the MC remains relatively flat (excluding the spike due to photons at 0.95–1.00). Figure 5.16 shows the E9/E25 distributions for \(\gamma\), \(K_L\), and \(\bar{n}\) from B\(\bar{B}\) MC. From the E9/E25 distributions shown in Figure 5.15, the “flatness” in the MC must be caused by some combination of the \(\bar{n}\) and \(K_L\) component. This comparison leads us to believe that CLEOG is not simulating the E9/E25 distribution of the neutral hadrons correctly. Either the data has more \(K_L\) and less \(\bar{n}\) than the MC or the true \(\bar{n}\) E9/E25 distribution is peaked much higher in E9/E25 than it is in MC. For the branching fraction, we don’t care which it is.

We assume that the true E9/E25 distribution for neutral hadrons is a linear combination of the three MC distributions (\(\gamma\), \(\bar{n}\), \(K_L\)) pictured in Figure 5.16. We correct the E9/E25 distribution by fitting the distribution for \(\gamma\), \(K_L\), and \(\bar{n}\) in B\(\bar{B}\) MC to the On–Off subtracted data in four separate photon energy bins: 1.5–1.8 GeV, 1.8–2.0 GeV, 2.0–2.2 GeV, and 2.2–2.7 GeV. We fit the E9/E25 distribution in four bins between 0.8 < E9/E25 < 1.0 and obtain the factors by which the MC E9/E25 distribution in a given energy bin must be adjusted to agree with the data. We correct the E9/E25 distribution of the MC and obtain a predicted background yield from \(K_L\) and \(\bar{n}\) to the photon energy spectrum.

We eliminate the contribution from \(\gamma\) using the knowledge that the 0.95–1.00 bin contains only photons and that the 0.9–0.95 photon bin contains 4% of the 0.95–1.00 bin. The \(K_L\) and \(\bar{n}\) contribute 65.8 ± 25.17 weights to the 1.5–1.8 GeV
Figure 5.15: Comparison of E9/E25 distributions for On—Off subtracted data and $B\bar{B}$ MC for $1.5 \, \text{GeV} < E_\gamma < 1.8 \, \text{GeV}$. The Monte Carlo normalization is arbitrary, and the plots were made without applying any shape cuts or shower mass cuts on the showers.
Figure 5.16: E9/E25 distributions from $B\bar{B}$ MC for $\gamma$, $K_L$, and $\bar{n}$ for the full photon energy range, $1.5 - 2.7$ GeV.
bin and no weights to the 2.0 – 2.7 GeV bin. The $B\bar{B}$ MC predictions, and the “measured” $K_L$ and $\pi$ background yields can be found in Table C.4 in Appendix C.

5.3.1 The Many Small Contributions

Several modes capable of producing high energy photons were not included in our default $B\bar{B}$ MC sample. We evaluated the contributions of these modes to our yield, and found that most of them were very small. Nevertheless, we correct for them in the analysis and describe them in Appendix C for completeness.

Although we call this analysis $b \rightarrow S\gamma$, we actually make no distinction in the code between $b \rightarrow S\gamma$ and $b \rightarrow d\gamma$. We are sensitive to both and will make a correction to the yield to remove the $b \rightarrow d\gamma$ contribution in Chapter 7.

5.3.2 The Control Region: 1.5 – 2.0 GeV

Our best efforts to determine the $B\bar{B}$ backgrounds is shown in Figure 5.17. There is a clear $b \rightarrow S\gamma$ peak and little evidence of other $B\bar{B}$ processes. We must now estimate how well we have determined the $B\bar{B}$ background to determine a systematic error on the subtraction. For this, we use the 1.5 – 2.0 GeV region as a control region.

Some of the $b \rightarrow S\gamma$ signal will spill over into the 1.5 – 2.0 GeV region, and Kagan and Neubert claim that 91.5% of the $b \rightarrow S\gamma$ spectrum lies above 2.0 GeV [19]. As a reasonable approximation, we take 4% as the fraction lying between 1.5 and 2.0 GeV with 4.5% lying below 1.5 GeV. If we have done the background subtractions correctly, the sum of the weights between 1.5 – 2.0 GeV minus 4% of the sum of the weights between 2.0 and 2.7 GeV should be zero.
Figure 5.17: The upper plot is an overlay of the various contributions to the final yield. The largest contribution of the four is MC prediction for the $B$ backgrounds. Next, is the $\pi^0/\eta$ correction, followed by the "other" $B$ backgrounds. The greatest contribution is the On—Off subtracted yield. The lower plot shows the yield after all of the background processes are subtracted from the On—Off yield.
Our $B\bar{B}$ subtraction gives us a difference of $19.83 \pm 42.29$ weights, an excess of $0.47\sigma$ above zero. If we subtract 5% more $B\bar{B}$ background, we have $-30.46 \pm 42.29$ weights, a deficit of $0.72\sigma$. If we subtract 5% less $B\bar{B}$ background, we have $70.11 \pm 42.29$ weights for an excess of $1.66\sigma$. We conclude from this that our $B\bar{B}$ subtraction is reasonable, bringing the control region to within $0.5\sigma$ of zero. Therefore, a $\pm 5\%$ variation in the $B\bar{B}$ subtraction is a good estimate for a $1\sigma$ systematic error in the subtraction.

After subtracting the continuum and $B\bar{B}$ backgrounds, the yield for $b \rightarrow s\gamma$ between $2.0 - 2.7$ GeV is measured to be $233.61 \pm 31.17$ weights, where the error is statistical and includes the error on the $\pi^0/\eta$ and neutral hadron corrections to the background. The final yields are summarized in Table 5.6.
<table>
<thead>
<tr>
<th>Energy Range</th>
<th>1.50 - 1.80</th>
<th>1.80 - 2.00</th>
<th>2.00 - 2.20</th>
</tr>
</thead>
<tbody>
<tr>
<td>ON</td>
<td>1851.34 ± 13.72</td>
<td>867.47 ± 10.38</td>
<td>767.98 ± 11.84</td>
</tr>
<tr>
<td>(\lambda\times\text{OFF})</td>
<td>1080.43 ± 11.18</td>
<td>585.19 ± 9.43</td>
<td>543.70 ± 10.36</td>
</tr>
<tr>
<td>(\text{ON} - \lambda\times\text{OFF})</td>
<td>770.91 ± 17.70</td>
<td><strong>282.28 ± 14.02</strong></td>
<td><strong>224.28 ± 15.74</strong></td>
</tr>
<tr>
<td>(b \rightarrow c)</td>
<td>573.65 ± 8.07</td>
<td>224.61 ± 5.83</td>
<td>130.41 ± 5.22</td>
</tr>
<tr>
<td>(\text{non-}b \rightarrow c) (\text{had})</td>
<td>2.57 ± 0.17</td>
<td>1.64 ± 0.15</td>
<td>1.56 ± 0.16</td>
</tr>
<tr>
<td>(b \rightarrow u) (\text{semilep})</td>
<td>4.86 ± 0.24</td>
<td>1.94 ± 0.18</td>
<td>1.26 ± 0.15</td>
</tr>
<tr>
<td>(\pi^0/\eta) (\text{Correction})</td>
<td>70.33 ± 17.49</td>
<td>40.74 ± 10.82</td>
<td>35.34 ± 12.91</td>
</tr>
<tr>
<td>(\text{Other bkds})</td>
<td>98.16 ± 25.42</td>
<td>14.45 ± 9.14</td>
<td>9.30 ± 11.48</td>
</tr>
<tr>
<td>(\text{MC bkds Sum})</td>
<td>749.57 ± 31.89</td>
<td>283.39 ± 15.32</td>
<td>177.88 ± 18.05</td>
</tr>
<tr>
<td>(\text{Yield})</td>
<td><strong>21.34 ± 36.48</strong></td>
<td><strong>-1.11 ± 20.76</strong></td>
<td><strong>46.40 ± 23.95</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Energy Range</th>
<th>2.00 - 2.70</th>
<th>2.10 - 2.70</th>
<th>2.20 - 2.70</th>
</tr>
</thead>
<tbody>
<tr>
<td>ON</td>
<td>1861.65 ± 16.45</td>
<td>1456.71 ± 14.04</td>
<td>1093.67 ± 11.42</td>
</tr>
<tr>
<td>(\lambda\times\text{OFF})</td>
<td>1399.40 ± 15.31</td>
<td>1126.77 ± 13.68</td>
<td>855.69 ± 11.26</td>
</tr>
<tr>
<td>(\text{ON} - \lambda\times\text{OFF})</td>
<td><strong>462.25 ± 22.47</strong></td>
<td><strong>329.94 ± 19.60</strong></td>
<td><strong>237.98 ± 16.04</strong></td>
</tr>
<tr>
<td>(b \rightarrow c)</td>
<td>153.89 ± 5.64</td>
<td>70.46 ± 3.75</td>
<td>23.47 ± 2.14</td>
</tr>
<tr>
<td>(\text{non-}b \rightarrow c) (\text{had})</td>
<td>5.41 ± 0.28</td>
<td>4.71 ± 0.27</td>
<td>3.85 ± 0.23</td>
</tr>
<tr>
<td>(b \rightarrow u) (\text{semilep})</td>
<td>2.07 ± 0.17</td>
<td>1.39 ± 0.15</td>
<td>0.80 ± 0.08</td>
</tr>
<tr>
<td>(\pi^0/\eta) (\text{Correction})</td>
<td>52.62 ± 14.57</td>
<td>29.90 ± 9.25</td>
<td>17.30 ± 6.77</td>
</tr>
<tr>
<td>(\text{Other bkds})</td>
<td>14.65 ± 14.90</td>
<td>8.49 ± 12.47</td>
<td>5.35 ± 9.49</td>
</tr>
<tr>
<td>(\text{MC bkds Sum})</td>
<td>228.64 ± 21.59</td>
<td>114.95 ± 15.98</td>
<td>50.77 ± 11.85</td>
</tr>
<tr>
<td>(\text{Yield})</td>
<td><strong>233.61 ± 31.17</strong></td>
<td><strong>214.99 ± 25.29</strong></td>
<td><strong>187.21 ± 19.94</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Energy Range</th>
<th>2.70 - 3.00</th>
<th>3.00 - 4.00</th>
<th>4.00 - 5.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>ON</td>
<td>353.74 ± 4.43</td>
<td>867.47 ± 7.14</td>
<td>215.69 ± 3.60</td>
</tr>
<tr>
<td>(\lambda\times\text{OFF})</td>
<td>350.38 ± 6.34</td>
<td>884.36 ± 10.43</td>
<td>217.01 ± 5.16</td>
</tr>
<tr>
<td>(\text{ON} - \lambda\times\text{OFF})</td>
<td><strong>3.36 ± 7.74</strong></td>
<td><strong>-16.89 ± 12.64</strong></td>
<td><strong>-1.32 ± 6.29</strong></td>
</tr>
<tr>
<td>(b \rightarrow c)</td>
<td>0.13 ± 0.06</td>
<td>0.00 ± 0.00</td>
<td>0.04 ± 0.04</td>
</tr>
<tr>
<td>(\text{non-}b \rightarrow c) (\text{had})</td>
<td>0.11 ± 0.04</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td>(b \rightarrow u) (\text{semilep})</td>
<td>0.01 ± 0.00</td>
<td>0.00 ± 0.00</td>
<td>0.01 ± 0.01</td>
</tr>
<tr>
<td>(\pi^0/\eta) (\text{Correction})</td>
<td>0.01 ± 0.01</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td>(\text{Other bkds})</td>
<td>0.17 ± 0.25</td>
<td>0.35 ± 0.57</td>
<td>1.13 ± 0.96</td>
</tr>
<tr>
<td>(\text{MC bkds Sum})</td>
<td><strong>0.43 ± 0.26</strong></td>
<td><strong>0.35 ± 0.57</strong></td>
<td><strong>1.18 ± 0.96</strong></td>
</tr>
<tr>
<td>(\text{Yield})</td>
<td><strong>2.93 ± 7.74</strong></td>
<td><strong>-17.25 ± 12.65</strong></td>
<td><strong>-2.50 ± 6.36</strong></td>
</tr>
</tbody>
</table>

Table 5.6: Yields for a range of energy bins. The yield in Off data has been decreased by 0.5% of itself to account for the On—Off subtraction bias.
CHAPTER 6

Signal Efficiency

After subtracting the continuum and $B\bar{B}$ backgrounds, the yield for $b \rightarrow s\gamma$ between 2.0 $\rightarrow$ 2.7 GeV is measured to be $233.61 \pm 31.17$ weights, where the error is statistical. Statistical errors are uncertainties in the measurement that come from fluctuations in the data and depend on the number of events in the sample. In the limit of an infinite number of events, the statistical fluctuations would disappear and the statistical error would go to zero. However, a measurement is also subject to systematic biases and uncertainties which affect the measured results. These uncertainties may derive from detector issues, from the tracking and shower reconstruction programs, or from the analysis procedure itself.

In this analysis, Monte Carlo simulations (MC) are used to estimate the $B\bar{B}$ backgrounds and to calculate the signal detection efficiency. We count on the MC to accurately model the physical process we are trying to measure, and we rely on detector simulation to perform particle detection with the correct efficiencies and smearing. Any inaccuracy in the MC in either of these two areas will lead to systematic uncertainties. This chapter describes how we model the $b \rightarrow s\gamma$ process, how the signal efficiency is determined, and how systematic uncertainties are assigned.
6.1 Modeling $b \rightarrow s\gamma$

To model the decay $b \rightarrow s\gamma$, we use the spectator model of Ali and Greub, which includes gluon bremsstrahlung and higher-order radiative effects, in order to determine the kinematic acceptance of photons in the window from 2.0 to 2.7 GeV [49]. In this particular model, the $b$ quark is assumed to decay independently of the $\bar{u}$ or $\bar{d}$ spectator quark in the $B$ meson. The two input parameters to the spectator model are the average $b$-quark mass, $\langle m_b \rangle$, and the momentum of the quarks in the $B$ meson frame, given by a Gaussian distribution whose width is defined as the Fermi momentum, $p_F$.

Since $b \rightarrow s\gamma$ is a two-body decay, the photon energy (in the rest frame of the $B$ meson) and the recoil mass $M_{X_s}$ are related by the expression

$$E_{\gamma}^{\text{rest frame}} = \frac{M_B}{2} - \frac{M_{X_s}^2}{2M_B}$$

where $M_B$ is the mass of the $B$ meson. A model needs to specify either the photon energy distribution or the recoil mass distribution. As an example, the photon energy distributions and $X_s$ mass distributions for several values of the spectator model parameters are shown in Figure 6.1. The parameter $\langle m_b \rangle$ varies the mean while $p_F$ varies the width of the photon energy spectrum.

Using this model, we extract spectra for the mass of the strange system ($X_s$) and for the energy of the emitted photon in the lab frame for 24 ($\langle m_b \rangle$, $p_F$) pairs. We have used two approaches to hadronize the $s\bar{q}$ pair. In the first approach, we assume that the system recoiling against the photon hadronizes into the nearest spin-1 kaon resonance, and chop the $X_s$ mass spectrum into several exclusive modes listed in Table 6.1. We generated MC for all eight of these exclusive modes. In the
Figure 6.1: The left plots show recoil mass distributions from Ali and Greub in the rest frame of the $B$ meson for several values of the spectator model parameters. The plots on the right show photon energy distributions from Ali and Greub. The upper plots show that the width of the recoil mass spectrum is determined mainly by $p_F$. The lower plots show that the peak of the mass distribution is controlled by $\langle m_b \rangle$. The fraction of photons in the 2.0 - 2.7 GeV window is mainly sensitive to $\langle m_b \rangle$ and to a lesser extent $p_F$. 
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<table>
<thead>
<tr>
<th>Bin #</th>
<th>Decay Mode</th>
<th>Mass Range (MeV/c²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$B \to K^*(890)\gamma$</td>
<td>$M_{X_s} \leq 1.08$</td>
</tr>
<tr>
<td>2</td>
<td>$B \to K^*(1270)\gamma$</td>
<td>$1.08 &lt; M_{X_s} \leq 1.35$</td>
</tr>
<tr>
<td>3</td>
<td>$B \to K^*(1430)\gamma$</td>
<td>$1.35 &lt; M_{X_s} \leq 1.56$</td>
</tr>
<tr>
<td>4</td>
<td>$B \to K^*(1680)\gamma$</td>
<td>$1.56 &lt; M_{X_s} \leq 1.73$</td>
</tr>
<tr>
<td>5</td>
<td>$B \to K^*(1780)\gamma$</td>
<td>$1.73 &lt; M_{X_s} \leq 1.91$</td>
</tr>
<tr>
<td>6</td>
<td>$B \to K^*(2045)\gamma$</td>
<td>$1.91 &lt; M_{X_s} \leq 2.15$</td>
</tr>
<tr>
<td>7</td>
<td>$B \to K^*(2250)\gamma$</td>
<td>$2.15 &lt; M_{X_s} \leq 2.35$</td>
</tr>
<tr>
<td>8</td>
<td>$B \to K^*(2450)\gamma$</td>
<td>$M_{X_s} &gt; 2.35$</td>
</tr>
</tbody>
</table>

Table 6.1: Mass bins used for efficiency estimation with the spectator model. The upper (lower) limit for each mass range is exactly halfway between the mass of the $K^*$ mode in question and the mass of the next heaviest (lightest) $K^*$ resonance.

second approach, we let JETSET hadronize the $s\bar{q}$ resonance to give the Ali-Greub $X_s$ mass distribution for all 24 sets of $(\langle m_b \rangle, p_F)$ parameters.

We use these MC samples to obtain the efficiency for each of the 24 models and for each of the two hadronization methods. From this data, we calculate our final efficiency and systematic errors.

6.2 Definition of Weighted Efficiency

In a typical sample of $b \to s\gamma$ MC signal events, about half pass all of the analysis cuts, including a photon energy cut. However, because we are weighting our candidate events, this efficiency is not what we need for determining the branching fraction. Instead, we define a *weighted* efficiency, $\epsilon_w$. For a given Monte Carlo signal sample, we sum the weights of the events passing the analysis cuts and divide by the total number of events in the sample. This average weight per signal event is our weighted efficiency, $\epsilon_w$. 
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When we calculate the weighted efficiency, we find that the efficiency is higher for events with a low $X_s$ mass than for events with a high $X_s$ mass. Using our knowledge of the dependence of $\epsilon_w$ on $X_s$ mass, we adjust the weight for each event based on the reconstructed $X_s$ mass for that event, ultimately reducing the dependency of the efficiency on the $X_s$ mass. The method of adjusting the weights for each event is described in Appendix D.

To calculate our efficiency, we sum these adjusted or "flattened" weights and divide by the total number of events in the sample to obtain the flattened weighted efficiency, $\epsilon_{flat}$. Since our final yields are based on the sums of the flattened weights, all references to yields, weighted sums, efficiencies, $\epsilon$, or weighted efficiencies, refer to $\epsilon_{flat}$ unless otherwise stated.

To obtain an efficiency for the inclusive process from the exclusive modes, a weighted sum is performed over the $K^*$ modes, with the efficiency for each exclusive mode weighted by the fraction of the total rate expected per respective mass bin. The mass-bin weights (not to be confused with event weights) obtained from the Ali-Greub spectator model are listed in Table 6.2. The mass-weighted efficiency is obtained for several sets of model parameters to help us determine a systematic uncertainty to the overall efficiency due to hadronization effects. We refer to this as our "$K^*$ sum" sample or method. The inclusive efficiencies resulting from the sum of exclusive efficiencies in Table 6.3 weighted by the mass-bin weights given in Table 6.2 are shown in Table 6.5.
<table>
<thead>
<tr>
<th>$&lt; m_b &gt;$</th>
<th>$p_F$</th>
<th>$F$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>MeV/c</td>
<td>MeV/c</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4597</td>
<td>390</td>
<td>2.24</td>
<td>9.04</td>
<td>15.47</td>
<td>11.76</td>
<td>16.34</td>
<td>18.02</td>
<td>11.68</td>
<td>15.44</td>
<td></td>
</tr>
<tr>
<td></td>
<td>440</td>
<td>4.47</td>
<td>11.06</td>
<td>15.13</td>
<td>10.61</td>
<td>14.43</td>
<td>16.22</td>
<td>11.20</td>
<td>16.88</td>
<td></td>
</tr>
<tr>
<td>4690</td>
<td>260</td>
<td>0.31</td>
<td>6.86</td>
<td>19.64</td>
<td>16.48</td>
<td>21.25</td>
<td>18.28</td>
<td>8.14</td>
<td>9.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>310</td>
<td>1.93</td>
<td>10.39</td>
<td>19.22</td>
<td>14.08</td>
<td>18.05</td>
<td>17.01</td>
<td>8.98</td>
<td>10.33</td>
<td></td>
</tr>
<tr>
<td></td>
<td>360</td>
<td>4.13</td>
<td>13.11</td>
<td>18.11</td>
<td>12.19</td>
<td>15.59</td>
<td>15.69</td>
<td>9.33</td>
<td>11.84</td>
<td></td>
</tr>
<tr>
<td>4783</td>
<td>200</td>
<td>0.23</td>
<td>9.85</td>
<td>27.51</td>
<td>19.27</td>
<td>19.57</td>
<td>12.10</td>
<td>4.52</td>
<td>6.94</td>
<td></td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>1.47</td>
<td>14.77</td>
<td>24.45</td>
<td>15.64</td>
<td>17.29</td>
<td>13.16</td>
<td>5.71</td>
<td>7.52</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>5.28</td>
<td>17.13</td>
<td>21.21</td>
<td>13.01</td>
<td>15.06</td>
<td>13.16</td>
<td>6.68</td>
<td>8.47</td>
<td></td>
</tr>
<tr>
<td></td>
<td>430</td>
<td>17.25</td>
<td>15.65</td>
<td>14.70</td>
<td>8.90</td>
<td>11.22</td>
<td>11.92</td>
<td>7.96</td>
<td>12.39</td>
<td></td>
</tr>
<tr>
<td>4876</td>
<td>200</td>
<td>2.75</td>
<td>23.15</td>
<td>29.01</td>
<td>14.66</td>
<td>13.03</td>
<td>7.96</td>
<td>3.38</td>
<td>6.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>15.76</td>
<td>20.78</td>
<td>19.01</td>
<td>10.49</td>
<td>11.62</td>
<td>9.99</td>
<td>5.15</td>
<td>7.19</td>
<td></td>
</tr>
<tr>
<td></td>
<td>350</td>
<td>20.42</td>
<td>18.06</td>
<td>16.26</td>
<td>9.30</td>
<td>10.96</td>
<td>10.42</td>
<td>6.04</td>
<td>8.54</td>
<td></td>
</tr>
<tr>
<td>4969</td>
<td>200</td>
<td>16.99</td>
<td>28.75</td>
<td>22.51</td>
<td>9.87</td>
<td>8.50</td>
<td>5.49</td>
<td>2.63</td>
<td>5.26</td>
<td></td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>24.38</td>
<td>23.02</td>
<td>18.44</td>
<td>9.15</td>
<td>9.14</td>
<td>6.92</td>
<td>3.32</td>
<td>5.63</td>
<td></td>
</tr>
<tr>
<td></td>
<td>270</td>
<td>25.27</td>
<td>21.44</td>
<td>17.51</td>
<td>9.03</td>
<td>9.46</td>
<td>7.54</td>
<td>3.74</td>
<td>6.01</td>
<td></td>
</tr>
<tr>
<td>5072</td>
<td>140</td>
<td>33.77</td>
<td>31.58</td>
<td>16.06</td>
<td>5.14</td>
<td>3.99</td>
<td>3.03</td>
<td>1.90</td>
<td>4.52</td>
<td></td>
</tr>
<tr>
<td></td>
<td>160</td>
<td>35.81</td>
<td>28.01</td>
<td>16.10</td>
<td>5.75</td>
<td>4.57</td>
<td>3.26</td>
<td>1.94</td>
<td>4.57</td>
<td></td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>35.60</td>
<td>25.66</td>
<td>16.31</td>
<td>6.45</td>
<td>5.39</td>
<td>3.73</td>
<td>2.80</td>
<td>4.79</td>
<td></td>
</tr>
<tr>
<td>5164</td>
<td>80</td>
<td>59.88</td>
<td>21.00</td>
<td>6.35</td>
<td>2.39</td>
<td>2.45</td>
<td>2.33</td>
<td>1.57</td>
<td>4.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>57.82</td>
<td>21.87</td>
<td>7.10</td>
<td>2.52</td>
<td>2.54</td>
<td>2.40</td>
<td>1.61</td>
<td>4.14</td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>54.99</td>
<td>22.91</td>
<td>8.14</td>
<td>2.75</td>
<td>2.69</td>
<td>2.52</td>
<td>1.68</td>
<td>4.32</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.2: Mass bin weights for recoil mass bins used in the inclusive efficiency estimate for various spectator model inputs.
Table 6.3: The efficiencies listed for each decay mode are \( \epsilon \), the fraction of the generated signal events that have a photon between 2.0 and 2.7 GeV with no other cuts applied, \( \epsilon_w \), the unflattened weighted efficiency calculated by summing the weights of the events that pass all of our analysis cuts divided by the total number of generated signal events, and \( \epsilon_{\text{flat}} \), the sum of the flattened weights of the events that pass our cuts divided by the total number of generated signal events. Included in this table are efficiencies for both exclusive and inclusive decays. Modes denoted by \( X_s \) indicate a fictitious \( s\bar{q} \) resonance hadronized by JETSET [2].

<table>
<thead>
<tr>
<th>Decay Mode</th>
<th>( \epsilon ) (%)</th>
<th>( \epsilon_w ) (%)</th>
<th>( \epsilon_{\text{flat}} ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B^- \to \gamma K^{*-}(890) )</td>
<td>91.44</td>
<td>4.33</td>
<td>3.68</td>
</tr>
<tr>
<td>( B^- \to \gamma K^{*-}(1270) )</td>
<td>99.97</td>
<td>5.20</td>
<td>4.86</td>
</tr>
<tr>
<td>( B^- \to \gamma K^{*-}(1430) )</td>
<td>100.00</td>
<td>4.35</td>
<td>4.29</td>
</tr>
<tr>
<td>( B^- \to \gamma K^{*-}(1680) )</td>
<td>99.98</td>
<td>3.83</td>
<td>4.15</td>
</tr>
<tr>
<td>( B^- \to \gamma K^{*-}(1780) )</td>
<td>100.00</td>
<td>3.79</td>
<td>4.26</td>
</tr>
<tr>
<td>( B^- \to \gamma K^{*-}(2045) )</td>
<td>99.99</td>
<td>2.87</td>
<td>3.65</td>
</tr>
<tr>
<td>( B^- \to \gamma K^{*-}(2250) )</td>
<td>98.29</td>
<td>2.55</td>
<td>3.43</td>
</tr>
<tr>
<td>( B^- \to \gamma K^{*-}(2450) )</td>
<td>78.40</td>
<td>1.82</td>
<td>2.51</td>
</tr>
<tr>
<td>( B^0 \to \gamma K^{*0}(890) )</td>
<td>91.79</td>
<td>6.26</td>
<td>4.86</td>
</tr>
<tr>
<td>( B^0 \to \gamma K^{*0}(1270) )</td>
<td>99.98</td>
<td>5.15</td>
<td>4.85</td>
</tr>
<tr>
<td>( B^0 \to \gamma K^{*0}(1430) )</td>
<td>100.00</td>
<td>4.96</td>
<td>4.83</td>
</tr>
<tr>
<td>( B^0 \to \gamma K^{*0}(1680) )</td>
<td>99.96</td>
<td>4.28</td>
<td>4.71</td>
</tr>
<tr>
<td>( B^0 \to \gamma K^{*0}(1780) )</td>
<td>100.00</td>
<td>4.01</td>
<td>4.55</td>
</tr>
<tr>
<td>( B^0 \to \gamma K^{*0}(2045) )</td>
<td>99.99</td>
<td>3.46</td>
<td>4.52</td>
</tr>
<tr>
<td>( B^0 \to \gamma K^{*0}(2250) )</td>
<td>98.43</td>
<td>2.38</td>
<td>3.15</td>
</tr>
<tr>
<td>( B^0 \to \gamma K^{*0}(2450) )</td>
<td>78.69</td>
<td>1.71</td>
<td>2.32</td>
</tr>
<tr>
<td>( B^- \to \gamma X_s^+ )</td>
<td>49.93</td>
<td>3.95</td>
<td>4.06</td>
</tr>
<tr>
<td>( B^0 \to \gamma X_s^0 )</td>
<td>45.61</td>
<td>4.12</td>
<td>4.20</td>
</tr>
</tbody>
</table>
6.2.1 Sources of $X_s$ mass dependence

The spectator model affects our answer through the efficiency. The efficiency for $b \rightarrow s\gamma$ can be divided into two separate components. The first component is the fraction of $b \rightarrow s\gamma$ events in which the photon lies between 2.0 and 2.7 GeV. The second component is the probability that we will detect an event, given that its photon is between 2.0 and 2.7 GeV. The efficiency needed to compute the branching fraction for $b \rightarrow s\gamma$ is the product of these two components.

Both the fraction of events falling between 2.0—2.7 GeV and our ability to detect an event, given that the photon lies between 2.0 — 2.7 GeV, are dependent on the $X_s$ mass. Evidence that the fraction of events between 2.0 — 2.7 GeV has a mass dependence can be seen within each column of Table 6.3 where $\epsilon$ rises slightly as the $K^*$ mass increases above 890 MeV/c$^2$ and more photons are included in the energy window. The efficiency decreases for heavier masses as more photons with energies less than 2.0 GeV are excluded from the signal window. The mass dependence from the fraction of photons falling between 2.0 and 2.7 GeV is illustrated in Figure 6.2.

The $X_s$ mass dependence of our ability to detect an event with a photon between 2.0 — 2.7 GeV results from a difference in the shape of the $X_s$ decay. In Table 6.3, the weighted efficiencies (both flattened and unflattened) decrease with increasing $X_s$ mass. Part of this dependence of $\epsilon_w$ and $\epsilon_{flat}$ on $X_s$ mass comes from the fact that as $X_s$ mass increases, there are an increasing number of photons below 2.0 GeV. The other part of the dependence comes from a difference in the shape of the $X_s$ decay. A lighter resonance, such as $K^*(890)$ recoiling against a higher energy photon will produce $X_s$ decay products that are collimated in a narrow jet matching the signature for $b \rightarrow s\gamma$ very well. A heavier resonance, however, will usually have
lower momentum and broader decays that look less like the “typical” $b \to s\gamma$ events. These heavier $K^*$ events will be weighted less heavily than the lighter $K^*$ events, contributing to the dependence of $\epsilon_w$ and $\epsilon_{flat}$ on $X_s$ mass. Notice that $\epsilon_{flat}$ drops much less steeply than $\epsilon_w$, evidence that flattening the weights has the desired effect of decreasing the model dependence of our efficiency. The mass dependence of the net output variable $\tau$ keys on the shape differences between the lightest and heaviest $K^*$ masses and is shown in Figure 6.3.

### 6.3 Efficiency

We have generated two samples of MC, the “$K^*$ sum” sample and the JETSET sample. Now, we turn to calculating the inclusive efficiency for both of these samples. For each of the $(m_b, p_F)$ pairs, we determine the efficiency, which we take to be the sum of flattened weights for events with $2.0 < E_\gamma < 2.7$ GeV as measured in the laboratory frame divided by the total number of $b \to s\gamma$ events generated with photon energy above 2.0 GeV in the $B$ rest frame ($E_\gamma^{rest\ frame} > 2.0$ GeV). The final inclusive efficiencies for all $(m_b, p_F)$ pairs are listed in Table 6.4 for the JETSET sample and Table 6.5 for the $K^*$ sum sample.

Once we have an efficiency for each of the 24 $(m_b, p_F)$ pairs for both our JETSET sample and the $K^*$ sum sample, we determine which values of $(m_b, p_F)$ best represent our data and find the efficiency associated with these values. We determine the best-fit values and the efficiency separately for the two MC samples (JETSET and $K^*$ Sum) and use the difference between the results to determine the systematic error due to model dependence, hadronization effects and $B\bar{B}$ subtraction. Previous measurements used external means to determine the best $(m_b, p_F)$,
Figure 6.2: Photon energy distributions for several $B \to K^*\gamma$ modes from the lightest $K^*$ mass, $B \to K^*(890)\gamma$, to the heaviest, $B \to K^*(2450)\gamma$, and two intermediate masses, $B \to K^*(1430)\gamma$ and $B \to K^*(2045)\gamma$, boosted in the lab frame of reference. The vertical lines indicate our acceptance window, 2.0—2.7 GeV. The change in the fraction of photons between 2.0 and 2.7 GeV is a source of mass dependence.
Figure 6.3: Neural net output distributions for several $B \rightarrow K^* \gamma$ modes from the lightest $K^*$ mass, $B \rightarrow K^*(890)\gamma$, to the heaviest, $B \rightarrow K^*(2450)\gamma$, and two intermediate masses, $B \rightarrow K^*(1430)\gamma$ and $B \rightarrow K^*(2045)\gamma$, boosted in the lab frame of reference. The lighter masses tend to have higher values of the neural net output than the heavier masses. We interpret this to mean that the lighter masses are more signal-like than the heavier masses, a source of model dependence.
but the present measurement of the photon energy spectrum is good enough that we can let our own data pick the best values of these parameters. It is important to realize that we do not attribute any physical meaning to \((\langle m_b \rangle, p_F)\) in doing this. We just take them as two correlated parameters that vary the mean and width of the photon energy spectrum (recall Figure 6.1).

We fit our measured spectrum over the range 2.0–2.8 GeV to each of the photon energy spectra for the 24 spectator models in both the \(K^*\) sum method and the JETSET method. When fitting our data spectrum to the MC generated spectrum, we need to take into account the fact that our measured spectrum will look different if we subtract a different amount of \(B\bar{B}\) background. We previously concluded that a good estimate for a 1\(\sigma\) error on the \(B\bar{B}\) subtraction was a ±5% variation in the \(B\bar{B}\) background. Because of this ±5% uncertainty on the \(B\bar{B}\) subtraction, we actually have three measured photon energy spectra to fit: a nominal, a +5%, and a −5%. For this reason, we fit three measured spectra with each of the 24 MC spectra for both the JETSET and the \(K^*\) sum samples. The only fitting parameter in these fits is the overall scale. Table 6.4 shows the three \(\chi^2\) (nominal, +5%, and −5%) for each of the 24 \((\langle m_b \rangle, p_F)\) pairs for the JETSET sample. Table 6.5 gives the same information for the \(K^*\) sum sample.

The best-fit values of \(\langle m_b \rangle\) and \(p_F\) correspond to the minimum of our \(\chi^2\) distribution. For any increase in the \(\chi^2\) of the fit over the minimum a 1\(\sigma\) error ellipse is defined over the variables \(\langle m_b \rangle\) and \(p_F\). For the best \((\langle m_b \rangle, p_F)\) pair, we obtain the statistical errors by determining \((\langle m_b \rangle, p_F)\) for one unit increases in the \(\chi^2\). Knowing the best fit value of \((\langle m_b \rangle, p_F)\) and the 1\(\sigma\) error ellipse, and the relation
<table>
<thead>
<tr>
<th>$\langle m_b \rangle$</th>
<th>$p_F$</th>
<th>$\chi^2_{\text{nom}}$</th>
<th>$\chi^2_{+5%}$</th>
<th>$\chi^2_{-5%}$</th>
<th>$\langle E_\gamma \rangle$</th>
<th>$\langle (E_\gamma - \langle E_\gamma \rangle)^2 \rangle$</th>
<th>$\varepsilon_{\text{flat}}$</th>
<th>$\varepsilon_{\text{flat}}^{+0} - \varepsilon_{\text{flat}}^{-}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4597 390</td>
<td></td>
<td>6.95</td>
<td>7.59</td>
<td>6.55</td>
<td>2.311</td>
<td>0.0169</td>
<td>0.040</td>
<td>0.0025</td>
</tr>
<tr>
<td>4597 440</td>
<td></td>
<td>4.08</td>
<td>4.62</td>
<td>3.78</td>
<td>2.320</td>
<td>0.0194</td>
<td>0.040</td>
<td>0.0026</td>
</tr>
<tr>
<td>4690 260</td>
<td></td>
<td>9.03</td>
<td>9.28</td>
<td>9.02</td>
<td>2.326</td>
<td>0.0115</td>
<td>0.041</td>
<td>0.0022</td>
</tr>
<tr>
<td>4690 310</td>
<td></td>
<td>5.70</td>
<td>5.96</td>
<td>5.69</td>
<td>2.332</td>
<td>0.0143</td>
<td>0.041</td>
<td>0.0023</td>
</tr>
<tr>
<td>4690 360</td>
<td></td>
<td>3.43</td>
<td>3.65</td>
<td>3.46</td>
<td>2.339</td>
<td>0.0169</td>
<td>0.041</td>
<td>0.0025</td>
</tr>
<tr>
<td>4690 410</td>
<td></td>
<td>2.17</td>
<td>2.30</td>
<td>2.30</td>
<td>2.346</td>
<td>0.0196</td>
<td>0.041</td>
<td>0.0028</td>
</tr>
<tr>
<td>4783 200</td>
<td></td>
<td>6.13</td>
<td>5.87</td>
<td>6.66</td>
<td>2.356</td>
<td>0.0096</td>
<td>0.042</td>
<td>0.0017</td>
</tr>
<tr>
<td>4783 250</td>
<td></td>
<td>4.25</td>
<td>4.03</td>
<td>4.73</td>
<td>2.359</td>
<td>0.0120</td>
<td>0.042</td>
<td>0.0019</td>
</tr>
<tr>
<td>4783 300</td>
<td></td>
<td>2.77</td>
<td>2.54</td>
<td>3.26</td>
<td>2.365</td>
<td>0.0150</td>
<td>0.042</td>
<td>0.0023</td>
</tr>
<tr>
<td>4783 350</td>
<td></td>
<td>2.44</td>
<td>2.16</td>
<td>2.99</td>
<td>2.371</td>
<td>0.0181</td>
<td>0.042</td>
<td>0.0029</td>
</tr>
<tr>
<td>4783 430</td>
<td></td>
<td>3.85</td>
<td>3.47</td>
<td>4.50</td>
<td>2.378</td>
<td>0.0226</td>
<td>0.041</td>
<td>0.0040</td>
</tr>
<tr>
<td>4876 200</td>
<td></td>
<td>4.51</td>
<td>3.74</td>
<td>5.56</td>
<td>2.392</td>
<td>0.0106</td>
<td>0.043</td>
<td>0.0015</td>
</tr>
<tr>
<td>4876 250</td>
<td></td>
<td>4.20</td>
<td>3.45</td>
<td>5.25</td>
<td>2.396</td>
<td>0.0135</td>
<td>0.043</td>
<td>0.0024</td>
</tr>
<tr>
<td>4876 300</td>
<td></td>
<td>4.88</td>
<td>4.11</td>
<td>5.94</td>
<td>2.401</td>
<td>0.0166</td>
<td>0.043</td>
<td>0.0034</td>
</tr>
<tr>
<td>4876 350</td>
<td></td>
<td>5.93</td>
<td>5.17</td>
<td>6.98</td>
<td>2.401</td>
<td>0.0198</td>
<td>0.042</td>
<td>0.0042</td>
</tr>
<tr>
<td>4969 200</td>
<td></td>
<td>9.42</td>
<td>8.11</td>
<td>11.03</td>
<td>2.431</td>
<td>0.0121</td>
<td>0.044</td>
<td>0.0029</td>
</tr>
<tr>
<td>4969 250</td>
<td></td>
<td>10.45</td>
<td>9.16</td>
<td>12.04</td>
<td>2.433</td>
<td>0.0151</td>
<td>0.043</td>
<td>0.0043</td>
</tr>
<tr>
<td>4969 270</td>
<td></td>
<td>10.27</td>
<td>9.03</td>
<td>11.80</td>
<td>2.431</td>
<td>0.0163</td>
<td>0.043</td>
<td>0.0046</td>
</tr>
<tr>
<td>5072 140</td>
<td></td>
<td>21.09</td>
<td>19.18</td>
<td>23.32</td>
<td>2.473</td>
<td>0.0109</td>
<td>0.044</td>
<td>0.0049</td>
</tr>
<tr>
<td>5072 160</td>
<td></td>
<td>21.08</td>
<td>19.19</td>
<td>23.29</td>
<td>2.473</td>
<td>0.0118</td>
<td>0.044</td>
<td>0.0054</td>
</tr>
<tr>
<td>5072 180</td>
<td></td>
<td>19.96</td>
<td>18.14</td>
<td>22.10</td>
<td>2.469</td>
<td>0.0128</td>
<td>0.044</td>
<td>0.0056</td>
</tr>
<tr>
<td>5164 80</td>
<td></td>
<td>36.89</td>
<td>34.50</td>
<td>39.60</td>
<td>2.511</td>
<td>0.0104</td>
<td>0.043</td>
<td>0.0086</td>
</tr>
<tr>
<td>5164 90</td>
<td></td>
<td>35.94</td>
<td>33.58</td>
<td>38.62</td>
<td>2.510</td>
<td>0.0105</td>
<td>0.043</td>
<td>0.0085</td>
</tr>
<tr>
<td>5164 100</td>
<td></td>
<td>34.72</td>
<td>31.96</td>
<td>36.90</td>
<td>2.506</td>
<td>0.0109</td>
<td>0.043</td>
<td>0.0082</td>
</tr>
</tbody>
</table>

Table 6.4: For each of the 24 models ($\langle m_b \rangle$, $p_F$ pairs), as hadronized by JETSET, we give the efficiency, the neutral-charged efficiency difference, the first and second moments of the photon energy spectrum, and the $\chi^2$ of the fits to the measured photon spectrum, nominal and with $B$ background increased and decreased by 5%.
Table 6.5: For each of the 24 models ($\langle m_b \rangle$, $p_F$ pairs), as hadronized by the $K^*$ sum method, we give the efficiency, the neutral-charged efficiency difference, the first and second moments of the photon energy spectrum, and the $\chi^2$ of the fits to the measured photon spectrum, nominal and with $B$ background increased and decreased by 5%.

<table>
<thead>
<tr>
<th>$\langle m_b \rangle$</th>
<th>$p_F$</th>
<th>$\chi^2_{\text{nom}}$</th>
<th>$\chi^2_{+,5%}$</th>
<th>$\chi^2_{-,5%}$</th>
<th>$\langle E_\gamma \rangle$</th>
<th>$\langle (E_\gamma - \langle E_\gamma \rangle)^2 \rangle$</th>
<th>$\epsilon_{\text{flat}}$</th>
<th>$\epsilon_{\text{flat}}^{00} - \epsilon_{\text{flat}}^{+-}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4597 390</td>
<td></td>
<td>5.69</td>
<td>6.55</td>
<td>5.06</td>
<td>2.299</td>
<td>0.0207</td>
<td>0.040</td>
<td>0.0032</td>
</tr>
<tr>
<td>4597 440</td>
<td></td>
<td>3.70</td>
<td>4.50</td>
<td>3.14</td>
<td>2.306</td>
<td>0.0233</td>
<td>0.040</td>
<td>0.0031</td>
</tr>
<tr>
<td>4690 260</td>
<td></td>
<td>6.12</td>
<td>6.56</td>
<td>5.93</td>
<td>2.319</td>
<td>0.0158</td>
<td>0.042</td>
<td>0.0038</td>
</tr>
<tr>
<td>4690 310</td>
<td></td>
<td>3.92</td>
<td>4.35</td>
<td>3.74</td>
<td>2.324</td>
<td>0.0183</td>
<td>0.041</td>
<td>0.0036</td>
</tr>
<tr>
<td>4690 360</td>
<td></td>
<td>2.54</td>
<td>2.93</td>
<td>2.40</td>
<td>2.328</td>
<td>0.0209</td>
<td>0.041</td>
<td>0.0034</td>
</tr>
<tr>
<td>4690 410</td>
<td></td>
<td>1.91</td>
<td>2.24</td>
<td>1.84</td>
<td>2.333</td>
<td>0.0236</td>
<td>0.041</td>
<td>0.0034</td>
</tr>
<tr>
<td>4783 200</td>
<td></td>
<td>3.77</td>
<td>3.66</td>
<td>4.15</td>
<td>2.350</td>
<td>0.0144</td>
<td>0.043</td>
<td>0.0038</td>
</tr>
<tr>
<td>4783 250</td>
<td></td>
<td>2.84</td>
<td>2.76</td>
<td>3.20</td>
<td>2.352</td>
<td>0.0164</td>
<td>0.043</td>
<td>0.0036</td>
</tr>
<tr>
<td>4783 300</td>
<td></td>
<td>2.08</td>
<td>1.99</td>
<td>2.45</td>
<td>2.356</td>
<td>0.0191</td>
<td>0.042</td>
<td>0.0036</td>
</tr>
<tr>
<td>4783 350</td>
<td></td>
<td>2.22</td>
<td>2.09</td>
<td>2.63</td>
<td>2.360</td>
<td>0.0221</td>
<td>0.042</td>
<td>0.0038</td>
</tr>
<tr>
<td>4783 400</td>
<td></td>
<td>3.88</td>
<td>3.70</td>
<td>4.33</td>
<td>2.362</td>
<td>0.0265</td>
<td>0.042</td>
<td>0.0041</td>
</tr>
<tr>
<td>4876 200</td>
<td></td>
<td>3.91</td>
<td>3.25</td>
<td>4.87</td>
<td>2.385</td>
<td>0.0150</td>
<td>0.044</td>
<td>0.0034</td>
</tr>
<tr>
<td>4876 250</td>
<td></td>
<td>3.90</td>
<td>3.25</td>
<td>4.84</td>
<td>2.388</td>
<td>0.0177</td>
<td>0.043</td>
<td>0.0038</td>
</tr>
<tr>
<td>4876 300</td>
<td></td>
<td>4.84</td>
<td>4.18</td>
<td>5.79</td>
<td>2.391</td>
<td>0.0206</td>
<td>0.043</td>
<td>0.0043</td>
</tr>
<tr>
<td>4876 350</td>
<td></td>
<td>5.93</td>
<td>5.30</td>
<td>6.84</td>
<td>2.389</td>
<td>0.0235</td>
<td>0.042</td>
<td>0.0046</td>
</tr>
<tr>
<td>4969 200</td>
<td></td>
<td>9.13</td>
<td>7.91</td>
<td>10.64</td>
<td>2.423</td>
<td>0.0164</td>
<td>0.044</td>
<td>0.0041</td>
</tr>
<tr>
<td>4969 250</td>
<td></td>
<td>10.34</td>
<td>9.15</td>
<td>11.82</td>
<td>2.423</td>
<td>0.0190</td>
<td>0.043</td>
<td>0.0049</td>
</tr>
<tr>
<td>4969 270</td>
<td></td>
<td>10.13</td>
<td>9.00</td>
<td>11.55</td>
<td>2.419</td>
<td>0.0200</td>
<td>0.043</td>
<td>0.0049</td>
</tr>
<tr>
<td>5072 140</td>
<td></td>
<td>20.08</td>
<td>18.28</td>
<td>22.20</td>
<td>2.463</td>
<td>0.0152</td>
<td>0.044</td>
<td>0.0051</td>
</tr>
<tr>
<td>5072 160</td>
<td></td>
<td>20.15</td>
<td>18.36</td>
<td>22.24</td>
<td>2.462</td>
<td>0.0158</td>
<td>0.044</td>
<td>0.0054</td>
</tr>
<tr>
<td>5072 180</td>
<td></td>
<td>19.08</td>
<td>17.36</td>
<td>21.10</td>
<td>2.457</td>
<td>0.0166</td>
<td>0.043</td>
<td>0.0055</td>
</tr>
<tr>
<td>5164 80</td>
<td></td>
<td>34.52</td>
<td>32.26</td>
<td>37.10</td>
<td>2.497</td>
<td>0.0144</td>
<td>0.043</td>
<td>0.0074</td>
</tr>
<tr>
<td>5164 90</td>
<td></td>
<td>33.37</td>
<td>31.14</td>
<td>35.92</td>
<td>2.494</td>
<td>0.0147</td>
<td>0.043</td>
<td>0.0072</td>
</tr>
<tr>
<td>5164 100</td>
<td></td>
<td>31.76</td>
<td>29.58</td>
<td>34.26</td>
<td>2.490</td>
<td>0.0151</td>
<td>0.043</td>
<td>0.0069</td>
</tr>
<tr>
<td>Measured Spectrum</td>
<td>$\langle m_b \rangle$</td>
<td>$p_F$</td>
<td>Efficiency (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------</td>
<td>-------------------------</td>
<td>-------------</td>
<td>----------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JETSET</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nominal</td>
<td>4706 ± 116</td>
<td>438 ± 152</td>
<td>4.08 ± 0.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+5% $B\bar{B}$ Background</td>
<td>4727 ± 126</td>
<td>421 ± 167</td>
<td>4.10 ± 0.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-5% $B\bar{B}$ Background</td>
<td>4688 ± 110</td>
<td>452 ± 141</td>
<td>4.06 ± 0.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$K^*_{\text{sum}}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nominal</td>
<td>4740 ± 100</td>
<td>374 ± 142</td>
<td>4.15 ± 0.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+5% $B\bar{B}$ Background</td>
<td>4764 ± 106</td>
<td>349 ± 151</td>
<td>4.18 ± 0.14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-5% $B\bar{B}$ Background</td>
<td>4717 ± 96</td>
<td>395 ± 136</td>
<td>4.13 ± 0.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Final Efficiency</td>
<td></td>
<td></td>
<td>4.12 ± 0.14 ± 0.04 ± 0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.6: Shown in this table are the best-fit values of $\langle m_b \rangle$, $p_F$ to the Ali-Greub model as well as the efficiency and error in the efficiency for the six fits of the three measured spectra (nominal and ±5%) and the two MC samples ($K^*_{\text{sum}}$ and JETSET).

By projecting the ellipse down to the $(m_b, p_F)$ axes, we determine the 1σ errors on these parameters. The best-fit points and error ellipses for fits to the nominal, +5%, and -5% measured photon energy spectra are shown in Figure 6.4. This figure shows that there is a negative correlation between the variables $\langle m_b \rangle$ and $p_F$. As $p_F$ increases from its best-fit value, the value of $\langle m_b \rangle$ that minimizes our distribution decreases in proportion to the correlation between the two parameters and how far $p_F$ moves from its best-fit value.

Our best-fit values correspond to $\langle m_b \rangle = 4706 \pm 116 \text{ MeV}/c^2$, $p_F = 438 \pm 152 \text{ MeV}/c$ for JETSET and $\langle m_b \rangle = 4740 \pm 100 \text{ MeV}/c^2$, $p_F = 374 \pm 142 \text{ MeV}/c$ for the $K^*_{\text{sum}}$ model. We take our efficiency for $b \to s\gamma$ to be $\epsilon = 4.12\%$, the average of the two nominal efficiencies. It is important to state at this point that this is NOT
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Figure 6.4: The best-fit points and error ellipses, in \( \langle m_b \rangle - p_F \) space, of the fits to the photon energy spectrum. Top to bottom, the panels are +5% subtraction, nominal subtraction, and -5% subtraction.
the final efficiency for \( b \to s \gamma \) because as yet, it is uncorrected for several known differences between the data and our MC. The uncorrected efficiency is listed in the final row of Table 6.6.

### 6.4 Systematic Studies

This analysis relies on MC to determine the efficiency of the \( b \to s \gamma \) process. In this section, we describe the studies that quantified the uncertainty on the efficiency due to MC simulation and detector modeling.

#### 6.4.1 Model Dependence and Hadronization Effects

To obtain the error due to the model dependence of the \( b \to s \gamma \) process, we take the average of the two nominal efficiency errors listed in Table 6.6 to get \( \pm 0.14 \). This represents the uncertainty due to the spectator model inputs (how well we know \( \langle m_b \rangle \) and \( p_F \)).

For hadronization of \( s \bar{q} \) into \( X_s \), we used two approaches, represented by our two MC samples, to determine the uncertainty on the efficiency due to hadronization effects. The \( K^\ast \) sum method assumed that the recoil system always hadronized into a nearby resonance. In reality, non-resonant contributions (represented by the JETSET sample) are present, and may have different final-state multiplicities than the resonant contributions. We take the error due to uncertainty in the hadronization of the recoiling system hadronization to be a weighted average of the difference between the JETSET and \( K^\ast \) sum efficiencies. The error due to hadronization is \( \pm 0.04 \).
Finally, the error on the efficiency due to the uncertainty in $B\bar{B}$ subtraction is given by half the difference between the average efficiencies for +5% ($\epsilon_{\text{avg}} = 4.14\%$) and −5% ($\epsilon_{\text{avg}} = 4.09\%$), or ±0.02.

6.4.2 Uncertainty due to $f_{\pm}/f_{00}$

For this measurement, the decay rate is summed over neutral and charged $B$ decays. However, there is currently an 8% uncertainty in the ratio of $B^+B^-$ to $B^0\bar{B}^0$ resulting from $\Upsilon(4S)$ decays. Standard error propagation shows that the uncertainty in the efficiency due to the uncertainty in $f_{\pm}/f_{00}$ is

$$\delta \epsilon = |\epsilon_{+} - \epsilon_{00}| \frac{\delta(f_{+}/f_{00})}{(1 + f_{+}/f_{00})^2}$$

(6.1)

The recent CLEO measurement of the relative branching fraction of the $\Upsilon(4S)$ to charged and neutral $B$ meson pairs concludes that $f_{+}/f_{00} = 1.04 \pm 0.08$ [50]. The values $f_{+}/f_{00} = 1.04$ and $\delta(f_{+}/f_{00}) = 0.08$ imply $\delta \epsilon = |\epsilon_{+} - \epsilon_{00}| \times 0.02$.

From Tables 6.4 and 6.5, we see that the $B^0\bar{B}^0 - B^+B^-$ efficiency difference, $\epsilon_{\text{flat}} - \epsilon_{\text{flat}}^+$, is typically +0.38% for the $K^*$ sum MC sample and +0.31% for the JETSET MC sample for relevant values of $(m_b)$ and $p_F$. We conservatively use the larger of these and obtain an error in efficiency of $\delta \epsilon = \pm 0.008\%$ out of $\epsilon = 4.12\%$, a relative error of ±0.2%.

6.4.3 Detector Modeling

In addition to possible deficiencies in the event generator, the signal efficiency estimate is subject to uncertainties associated with the accuracy of the detector simulation (CLEOG). For the MC to agree with the data, it must agree in a number of aspects of particle detection. Some examples of where the MC could stray from
the data are the resolution of momentum measurement, the efficiency of charged particle detection, and the number and distribution of photons. Discrepancies in any one of these ways will affect the smearing of the photon energy which will affect our measurement of the spectrum and all of the values derived from it.

These aspects of particle detection have been studied within the CLEO collaboration and the MC code was tuned to reproduce the measured efficiency but only to the data-measured precision. We have investigated the impact that these aspects of the MC have on our measurement by changing them within the data-measured precision. For example, the charged particle detection efficiency is known to about 1%. By hand, we can randomly throw out 1% of the tracks, and then proceed with the analysis as usual. We make all measurements with the altered data and thereby find the uncertainty in our measured quantities due to the uncertainty in the part of the detector simulation that we altered. Each aspect of simulation that we change is called a "knob"; finding the systematic error due to detector simulation is then a knob-turning study.

It is necessary to make a few assumptions for knob-turning studies. For the most part, the knobs were turned only one way and we assume that the errors are symmetric. Implicit in the knob-turning study is the assumption that the response to the knob turn is linear so that one turn is equal to half of the uncertainty of two turns. In most cases, we over-turn the knobs to exaggerate the effect and then scale back the systematic uncertainty by the appropriate amount.

We define the "Nominal" efficiency as the reference point for the knob-turning study. It is the efficiency (defined as sum of flattened weights between $2.0 - 2.7$ GeV and with $|\cos\theta| < 0.7$ divided by total number of $b \rightarrow s\gamma$ events generated) for the
MC with no change. We take the average of the efficiency calculated from the $K^*$ sum sample and the efficiency calculated from the JETSET MC sample to be our nominal efficiency: $\epsilon = 4.08\%$. This value is not the same as the central value that we eventually obtain as our final efficiency because an earlier version of the code was used to look at a different sample of events. However, as long as we determine the percentage difference of each turn of the knob relative to the nominal, we can apply the results to the final efficiency regardless of what that nominal value actually is. The sum total of the systematic error obtained from the knob-turning studies is $\pm 0.057\%$ out of a nominal efficiency of $\epsilon = 4.08\%$. The combined knob-turn error of $\pm 0.057$ out of 4.08 is a relative error of 1.4%. The results of the knob-turning studies are summarized in Table 6.7, and a full description of these studies is given in Appendix E.

6.4.4 Efficiency for finding candidate photons

There is an uncertainty involved in our efficiency for finding and keeping the high energy cluster. To evaluate the difference between this efficiency for data and MC, we use radiative bhabhas embedded in hadron events. The radiative bhabha component gives us a high energy cluster from a photon that we can study in a hadronic environment.

In both samples, we selected photons between 1.5 and 3.5 GeV and required that $|\cos \theta| < 0.7$. We ran on the radiative bhabha events before embedding them in the hadronic events (pre-embedded photons). If the hard photon passed both the energy and the angular cuts, then we searched for it in the embedded sample (post-embedded photon). The results of this search are given in Table 6.8.
<table>
<thead>
<tr>
<th>Knob</th>
<th>Description</th>
<th>Turn</th>
<th>Scale (%)</th>
<th>$\epsilon$ (%)</th>
<th>Systematic Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal</td>
<td>No Change. MC taken as is.</td>
<td>—</td>
<td>—</td>
<td>4.082</td>
<td>—</td>
</tr>
<tr>
<td>CHINEFF</td>
<td>Charged track inefficiency. Tracks cut randomly with a 1% probability per track.</td>
<td>2%</td>
<td>±1/2</td>
<td>3.952</td>
<td>±0.033</td>
</tr>
<tr>
<td>PHINEFF*</td>
<td>Photons are cut randomly with a probability of 2% per photon.</td>
<td>2%</td>
<td>±1</td>
<td>3.960</td>
<td>±0.021</td>
</tr>
<tr>
<td>NOTMNG</td>
<td>TRKMNG is not used.</td>
<td>Off</td>
<td>±1/5</td>
<td>4.233</td>
<td>±0.030</td>
</tr>
<tr>
<td>NOSPLITF</td>
<td>Splitoff packages is not used.</td>
<td>Off</td>
<td>±1/5</td>
<td>4.223</td>
<td>±0.028</td>
</tr>
<tr>
<td>MISTRA</td>
<td>Error in track momentum measurement is increased by 10%.</td>
<td>10%</td>
<td>±10%</td>
<td>4.077</td>
<td>±0.006</td>
</tr>
<tr>
<td>MISPHO</td>
<td>Error in photon measurement is increased by 10%.</td>
<td>10%</td>
<td>±10%</td>
<td>4.077</td>
<td>±0.005</td>
</tr>
</tbody>
</table>

Total Systematic Error: ±0.0057

Table 6.7: This table is a summary of the results of the knob-turning study. Shown for each of the knobs are: the amount the knob was turned, the scaling factor by which we multiply the turn to get a ±1σ systematic, the efficiency calculated with the full (unscaled) turn, and the systematic error obtained. *For PHINEFF, the photon inefficiency knob, the 2% loss of signal photons is included in the efficiency column, but not in the systematic error column. The final row represents the sum of all the systematic errors contributed by the knob-turns, a total of ±0.057 out of 4.08, which is a ±1.4% relative error.
There were two main reasons why some photons were not found in the embedded event. First, some photons were thrown out because they formed a type-1 or type-2 match with a track. These were due to the overlap in the calorimeter of energy due to a charged particle and our signal photon. We found that this accidental overlap of photons with charged particles is higher in rate for MC by about 1.5%.

Second, the efficiency of the E9/E25 and shower mass cuts were different in MC and data. Since, propagating a large number of lower energy showers through the crystals slows down the simulation tremendously, the MC halts shower development below 1 MeV for electromagnetic showers in the calorimeter. The consequence of this “cutoff energy” is that data showers tend to be broader than simulated showers in MC. This difference shows itself in the distributions of our two shower shape variables which tend to be higher in MC than in data.

The efficiency for finding photons in data is 95.16% while in MC, the efficiency is 93.47%, a difference of 1.69%. Once a photon has been found in the pre- and post-embedded samples, the efficiency for keeping it after the E9/E25 and shower mass cuts have been applied is 93.90% in data and 95.17% in MC, a difference of −1.27%. The overall efficiency for finding and keeping candidate photons is 89%. The overall efficiency difference between the data and the MC is small at 0.41% and can be neglected. We take the relative error on the photon finding and keeping efficiency by combining the two differences in quadrature and dividing by the overall efficiency, obtaining a relative uncertainty of 2.4%.
<table>
<thead>
<tr>
<th># of γ after cut</th>
<th>Monte Carlo</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre-Embed</td>
<td>Post-Embed</td>
</tr>
<tr>
<td>$1.5 &lt; E_\gamma &lt; 3.5, \cos\theta &lt; 0.7$</td>
<td>1593.31</td>
<td>1489.27</td>
</tr>
<tr>
<td>E9/E25</td>
<td>1452.99 (97.56%)</td>
<td>1437.00 (96.49%)</td>
</tr>
<tr>
<td>Shower Mass</td>
<td>1440.40 (96.72%)</td>
<td>1417.33 (95.17%)</td>
</tr>
<tr>
<td>Overall Efficiency</td>
<td></td>
<td>88.95%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th># of γ after cut</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre-Embed</td>
</tr>
<tr>
<td>$1.5 &lt; E_\gamma &lt; 3.5, \cos\theta &lt; 0.7$</td>
<td>1551</td>
</tr>
<tr>
<td>E9/E25</td>
<td>1413 (95.73%)</td>
</tr>
<tr>
<td>Shower Mass</td>
<td>1395 (94.51%)</td>
</tr>
<tr>
<td>Overall Efficiency</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.8: Each column gives the number of photons that passes each cut. Cuts are applied in succession. The percentages given are the number of events passing the cut out of the total number of photons passing both the energy and the angular cuts in the post-embedded sample. The overall efficiency is the percentage obtained by dividing the number of photons that pass all the cuts in the post-embedded sample by the total number of photons that were found in the pre-embedded sample.
6.4.5 Correcting the TOF Radiation Length

The description of the time of flight system in CLEOG is incorrect [51]. Standard CLEOG uses a different radiation length for the scintillator than the correct radiation length. Code has been developed to to correct this error. While the correction will affect lower energy showers most, we check what it does to high energy photons.

We generated two samples of MC, one using the standard CLEOG and the other using the corrected CLEOG. We generated events of 2 GeV single photons within the good barrel (cosθ < 0.7), and examined these samples for differences. The overall difference between the number of photons passing all analysis cuts in the two MC samples is small, about 12 events out of 7444. We conclude that the correction to the TOF material in CLEOG does not affect high energy photons.

6.4.6 Errors from Imperfect Modeling of the “Other B”

Features of the “other B” will influence our analysis by affecting the distribution of energy in the event, hence the output of our shape variable neural net. In addition, the modeling of the “other B” will also influence pseudoreconstruction and our ability to find leptons. Incorrectly modeling the number or quality of the leptons in the non-signal B will have a negative impact on our analysis since we use leptons in the “other B” to distinguish between signal and continuum. Our efficiency also depends on the number of charged particles and π⁰s in the “other B”, so a careful comparison of the charged and neutral multiplicity in data and MC needs to be made.
We have investigated the possible errors in efficiency from modeling of the “other $B$” in three ways. In the first, we examined a mode with similar topology to \( b \to s\gamma \) events and treated a high momentum \((1.5 - 2.2 \text{ GeV/c})\) muon as if it were the high energy signal photon and compared On-Off subtracted data and $B\bar{B}$ MC. In the second, we did a knob-turning study of the number of secondary leptons. In the third investigation, we determined the dependence of efficiency on the multiplicity of the “other” $B$. Finally, while doing the $B \to X\mu\nu$ study, we noticed that there was poor agreement between data and MC on the electron momentum spectrum. This turned out to be a flaw in the way we identified electrons in MC. We compared electron spectra and MC to find the uncertainty in electron identification efficiency.

$B \to X\mu\nu$

Our MC prediction of the detection efficiency relies on the following three elements: 1) The topology of the $b \to s\gamma$ events produced by our event generator, 2) The topology of generic $B$ decays as produced by our event generator, and 3) The simulation of the events by CLEOG. By using a well understood $B$ decay mode with a topology similar to $b \to s\gamma$, we can test the accuracy of the generated topology for the “other $B$” and the accuracy of the detector simulation. To do this, we compare the MC and data efficiencies for $B \to X\mu\nu$. Treating a high momentum muon as the signal photon tests the correctness of the modeling of those features of the “other $B$” that influence $r$, the output of the shape variable neural net. This study will not address features of the “other $B$” that might influence pseudoreconstruction or the leftover lepton, but the other two studies will.

We select events containing a $\mu$ with momentum between 1.5 and 2.2 GeV/c. The topology of these events is similar to $b \to s\gamma$ events – a high energy particle
recoiling against the other products of the $B$ decay.\textsuperscript{9} Once the event passes the initial requirements, we treat the $\mu$ just as we did the candidate photon in the analysis and compute the eight shape variables and the shape net output, $r$. Our goal is to determine whether there is a difference in the features of the "other $B$" between data and MC. Since this particular method is sensitive to the energy distribution of the event, we compare the $r$ distributions of data and MC and quantify the difference. Finally, we translate this shift in $r$ into an efficiency correction.

For the data, we used 9.2 fb$^{-1}$ On data and 4.6 fb$^{-1}$ Off corresponding to 9.7 million $B\bar{B}$ pairs and carried out the usual On–Off subtraction to find the $r$ spectrum from $B$ decays. For the MC, we used a sample of 3.8 million $B\bar{B}$ pairs. We then looked at the $r$-distribution for On-Off subtracted data and MC split into the four different classes of events listed in Table 6.9. Although the distributions were very similar in shape, the MC distributions were shifted to positive $r$ relative to the data.

The overall shift in the $r$ distribution was 0.03 units of $r$, however, the high-$r$ region ($r > 0.5$) appeared shifted by only 0.006 units of $r$. We computed the means of the three $r$-distributions: all events, events with $r > 0$, and events with $r > 0.5$. Then, we calculated the differences in the means of the $r$ distributions between MC and data, $\langle r \rangle_{MC} - \langle r \rangle_{Data}$. The results are given in Table 6.9. The change in the means with the cuts of $r > 0$ and $r > 0.5$ underestimates the shifts because of the fixed lower edge. For a linearly falling spectrum, the shift is three times the change in mean.

\textsuperscript{9}For CLEOcs: to select good muon, we required DPTHMU $\geq 5$ and QUALMU $= 0$. 
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Table 6.9: The differences, \( \langle r \rangle_{MC} - \langle r \rangle_{Data} \) for the four event class types and for the three \( r \)-distributions: all \( r \) values, events with \( r > 0 \), and events with \( r > 0.5 \). The errors given are rough estimates. PR stands for pseudoreconstructed.

What effect does this shift in \( r \) have on our efficiency? Weights increase with increasing \( r \), and the vast majority of the summed weight comes from events with \( r > 0.5 \). The difference that will be most significant will be the MC-Data difference for events with \( r > 0.5 \). We take the difference to be \( 0.015 \pm 0.015 \). We shift \( r \) in MC down by that amount and find the efficiency changes by a factor of \( 0.97 \pm 0.03 \). We apply this correction to the final efficiency.

**SECLEP - Varying the number of secondary leptons**

The second investigation is a knob-turning study on the fraction of events having secondary leptons. It was motivated by a finding that seemed to indicate that the default \( B \bar{B} \) MC contained perhaps as much as 20% too large a secondary lepton contribution [47]. Such an overestimate would affect our analysis most significantly in those events with a leftover lepton. Since these events usually receive the heaviest weight, the overestimated secondary lepton contribution could significantly increase the efficiency of the MC over the data.
To determine the effect of having additional secondary leptons in the "other $B$", we ran on our usual samples of $b \rightarrow s \gamma$ MC ($K^*$ Sum and JETSET) and separated them into events containing one or more secondary leptons and events containing no secondary leptons. A secondary lepton is defined as any lepton produced by the decay chain $b \rightarrow c \rightarrow l$. We found that in the parent sample, 20% of the events had one or more secondary leptons and 80% of the events contained no secondary leptons.

We calculated the efficiency for the no-secondary sample and secondary sample separately. We found that the no-secondary sample had an efficiency of 4.02% while the secondary sample had an efficiency of 4.33%. The combination of the 80%/20% mix is 4.08%. A reassuring aspect of this result is that the secondary sample has a significantly higher efficiency than the nominal even though it represents a small fraction of the small sample. This is what we would expect given that having a lepton in the event makes our neural net believe the event is more likely to be $B\bar{B}$ than continuum and thus weight it more heavily.

To determine the effect of increasing the percentage of secondary leptons in our sample, we exaggerated the percentage of secondary leptons in our sample (originally at 20%) by ±25% of itself. The no-secondary/secondary mix of 85%/15% gives an efficiency of 4.07%, and the 75%/25% mix gives an efficiency of 4.10%. For a ±25% variation in the secondary lepton component of the $b \rightarrow s \gamma$ MC sample, the efficiency changes by ±0.016% out of 4.08%. This gives a relative error of ±0.4% which is negligible.
Efficiency as a Function of Multiplicity

Since the Monte Carlo prediction for our efficiency depends on how well we model the number of charged particles and π⁰s in the "other" B, we investigated the effect of these decay features of the "other" B on our efficiency.

We used a fully simulated sample of \( b \to s\gamma \) signal Monte Carlo with about 60,000 events, \( \langle m_b \rangle = 4783 \text{ MeV}/c^2 \), and \( p_F = 430 \text{ MeV}/c \). Since the efficiency of events from charged B mesons differs from the efficiency of neutral B mesons, it is possible that the multiplicity will also differ between events from charged Bs and neutral Bs, therefore we performed the entire analysis separately for events coming from charged B mesons and events coming from neutral B mesons. Because the topology and multiplicity of a given \( b \to s\gamma \) event varies with the presence or absence of primary and secondary leptons in the "other" B, we look at each of the following decay categories of the "other" B individually: 1) no semileptonic decay, 2) primary semileptonic decay, 3) secondary semileptonic decay, 4) both primary and secondary semileptonic decays.

To determine particle multiplicity, we counted the number of charged and neutral QQ particles in the "other" B. We defined the charged multiplicity as the number of \( e^\pm, \mu^\pm, \pi^\pm, K^\pm, p^\pm \), and charged hyperons that come from the decay of the "other" B as well as the number of π± from \( K_s^0 \) decays and the number of \( e^\pm \) and \( \mu^\pm \) from the semileptonic decays of charmed mesons. Similarly, we defined neutral multiplicity as the number of π⁰s and half the number of \( \gamma \)s (not from π⁰ decay) that come from the decay of the "other" B plus the number of \( \pi^0 \)s from \( K_s \) decay. The decay multiplicity is based on QQ information and does not include any particles produced through interactions with the detector or the material surrounding it.
For each of the four categories listed above, we determined the overall mean of the charged (neutral) multiplicity distribution. We then considered the events above the overall mean as their own category, the “high” charged (neutral) multiplicity region. Likewise, the events below the mean became the “low” charged (neutral) multiplicity region. We then calculated the mean and determined the efficiency for the events that fell into these regions. We calculated the efficiency in the usual way by dividing the flattened weighted sum of all events in a given category by the number of events in that category that had a signal photon with generated (QQ) energy in the rest frame of the signal $B$ meson greater than 2.0 GeV.

We are interested in the change in efficiency per unit change in charged (neutral) multiplicity for each of the four decay categories. We get $\Delta \varepsilon$ by subtracting $\varepsilon_{\text{low}}$ from $\varepsilon_{\text{high}}$. A similar prescription is used to get $\Delta \text{Mult}$: $\Delta \text{Mult} = \text{Mult}_{\text{high}} - \text{Mult}_{\text{low}}$. By dividing these two quantities, we get the change in efficiency per unit change in multiplicity, $\Delta \varepsilon/\Delta \text{Mult}$. The 50/50 average of the quantity $\Delta \varepsilon/\Delta \text{Mult}$ for charged and neutral $B$ mesons is shown in Table 6.10 for both charged and neutral multiplicities.

We determined the unit change in efficiency per unit change in multiplicity for each of the four decay categories, and the results for the four categories were combined in a weighted sum based on the fraction of the total number of events falling into each of the four categories. The unit change in efficiency per unit change in multiplicity for charged multiplicity is $0.195 \pm 0.044$. For neutral multiplicity, the unit change in efficiency per unit of multiplicity is $0.199 \pm 0.056$.

To find the difference in charged (neutral) multiplicity between Monte Carlo and data, we compared our results for the mean charged particle multiplicity of the “other” B from Monte Carlo, to the CLEO result for data [52]. We measured a
<table>
<thead>
<tr>
<th>&quot;Other&quot; B decay</th>
<th>Charged Multiplicity</th>
<th>Neutral Multiplicity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Δε/Δmult</td>
<td>Δε/Δmult</td>
</tr>
<tr>
<td>No semileptonic</td>
<td>0.262 ± 0.026</td>
<td>0.067 ± 0.033</td>
</tr>
<tr>
<td>Primary</td>
<td>0.114 ± 0.194</td>
<td>0.288 ± 0.239</td>
</tr>
<tr>
<td>Secondary</td>
<td>0.171 ± 0.065</td>
<td>0.090 ± 0.085</td>
</tr>
<tr>
<td>Both</td>
<td>-0.425 ± 0.535</td>
<td>2.421 ± 0.695</td>
</tr>
<tr>
<td>Weighted sum</td>
<td>+0.195 ± 0.044</td>
<td>+0.199 ± 0.056</td>
</tr>
</tbody>
</table>

Table 6.10: This table contains the fraction of the total sample that has primary leptons, secondary leptons, both primary and secondary leptons, or no semileptonic decays. For the corresponding category of "other B" decay, we give the change in efficiency per unit change in charged multiplicity and unit change in neutral multiplicity. Also shown is the fraction of total events that fall into the given category.

charged multiplicity mean of 5.090 for all events. The CLEO result for data is 5.36 ± 0.09. We are low by 0.27 ± 0.09. There is no CLEO result for the π^0 multiplicity so we assume that the data has half as much neutral as charged with the same error, or 0.135 ± 0.09 more units of π^0 than Monte Carlo.

Overall, our Monte Carlo multiplicity is low compared to the measured multiplicity for data. This means we must correct the efficiency upward by a factor that is the overall difference in multiplicity between data and Monte Carlo multiplied by the change in efficiency per unit multiplicity. For charged multiplicity, we must correct the efficiency upward by $0.195 \times (0.27 \pm 0.09) = 0.053 \pm 0.018$. For neutral multiplicity, we must correct the efficiency upward by $0.199 \times (0.135 \pm 0.09) = 0.027 \pm 0.018$. Added up, this gives an overall efficiency correction of 0.080 ± 0.040. Given the overall efficiency from this sample of events, $(4.158 \pm 0.049)\%$, we conclude that the efficiency must be shifted upward by 2.0% of itself. In the end, our $b \rightarrow s\gamma$ efficiency must be multiplied by a factor of $(1.02 \pm 0.01)$. 
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REID efficiency

While doing the $B \to X \mu \nu$ study, we noticed a discrepancy between data and MC in the $r$-distribution for event classes with a leftover lepton. We found that there was poor agreement between data and MC on the electron momentum spectrum that stemmed from the way we identified electrons with REID. Originally, we identified electrons using REID in combination with $dE/dX$ and ToF. Any track within $3\sigma$ of the electron hypothesis and not within $3\sigma$ of $\pi$, $K$, $p$, or $\mu$ hypotheses was treated as an electron. Given the bad agreement between data and MC, we dropped this approach and insisted that for a track to be called an electron, REID had to say it was an electron. We then decided to compare the electron momentum spectra for data and MC and quantify the difference.

Comparing data and MC electron spectra in the non-good barrel region ($\cos\theta > 0.7$), we noticed a spike in data at $0.6 - 0.8$ GeV/c that we attributed to kaon fakes, which occur with $\sim 30\%$ faking probability at this momentum in the non-good barrel region when ToF is not used [53]. Rather than include electron fakes (negligible except in this narrow interval) in the MC, we instead chose to impose a momentum requirement of $p > 0.8$ GeV/c for electrons in the non-good barrel region.

Given these two changes, the remaining differences between data and MC are covered by a $\pm 5\%$ uncertainty in electron identification efficiency as well as the knob-turning study of secondary leptons described above.
6.4.7 Corrections to our MC Sample

We apply several corrections to our MC measured efficiency based on known differences between the data and our MC sample. These corrections are listed below and summarized in Table 6.12.

• TOF

Based on a study of TOF calibration [53], TOF information is not used in ~25% of the runs. In MC however, we use TOF in all the runs. We correct for this by measuring the difference in efficiency with and without TOF. Based on the results of this study, we scale our efficiency by 1.0043.

• MIXING and \( \frac{f_{++}}{f_{00}} \)

Our original MC sample did not have the right mixing parameter of \( \chi_d = 0.174 \) [1] and did not have the correct charged to neutral ratio given by the recent CLEO result [50]. To correct for this, we first computed our MC efficiency for charged, neutral-unmixed, and neutral-mixed events separately. From that, we were able to determine the corrections to our standard sample. Based on this study, we scale our efficiency by 0.9985±0.0008 to correct the amount of mixing and by 0.999±0.002 to correct the value of \( \frac{f_{++}}{f_{00}} \).

• Mix of CLEO II and CLEO II.5 MC

Our MC did not have the right mix of CLEO II and CLEO II.5 MC, therefore we computed our efficiency for the two data-types separately and determined a correction factor. Based on this study, we scale our efficiency by 0.995±0.002.

• REID Efficiency
Our REID code mistakenly had 100% efficiency for electrons in MC. We measured our dependence on the REID efficiency in MC over a range of REID efficiency values from 25% to 100% efficient. We then fit this to a line, and took the true REID efficiency to be 90±5%. Based on this study, we scale our efficiency by 0.983 ± 0.009.

6.5 Efficiency Summary

From the best-fit to the Ali-Greub spectator model, we determined the efficiency for \( b \rightarrow s\gamma \) for photons with generated energy greater than 2.0 GeV to be \( 4.12 \times 10^{-2} \). This is only the starting point.

The final corrected efficiency is obtained by multiplying the starting efficiency by all of the MC Corrections listed in Table 6.12. These include the corrections due to \( r \) distribution shift, multiplicity, candidate vetoing, ToF, Mixing, Dataset, REID, and \( f_{+-}/f_{00} \). Together, these MC corrections combine to form an overall multiplicative factor of 0.9549. Multiplying the starting efficiency, \( 4.12\% \) by this factor, we obtain the final efficiency, \( \epsilon = 3.93\% \).

The final error on the efficiency is obtained by adding all of the errors in quadrature. There are three types of errors to be dealt with: absolute error, relative error, and error on the MC corrections. Added in quadrature, the three absolute errors listed in Table 6.11 combine to from the error due to modeling of the signal \( B \), \( \pm0.151 \times 10^{-2} \). The relative errors are reported as a percentage of the efficiency. To get the magnitude of the error, we multiply each relative error by the starting efficiency of \( \epsilon = 4.12 \times 10^{-2} \). The error on the MC corrections is also multiplied by the starting efficiency to calculate the magnitude of the error on the efficiency due
to the shift. The relative errors and the errors from the MC corrections, when added in quadrature, give the total error due to modeling of the "other" $B$ and detector simulation, $\pm 0.179 \times 10^{-2}$.

The starting efficiency, the multiplicative shifts, and the errors (added in quadrature) are given in Table 6.12. The final corrected efficiency and total error for $b \rightarrow s\gamma$ for generated $E_\gamma > 2.0$ GeV is

$$\epsilon = (3.93 \pm 0.23) \times 10^{-2}.$$
## Absolute Errors

<table>
<thead>
<tr>
<th>Item</th>
<th>Relative Error on $\epsilon$</th>
<th>Error on $\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\langle m_b \rangle$, $p_F$</td>
<td>—</td>
<td>0.00144</td>
</tr>
<tr>
<td>Hadronization</td>
<td>—</td>
<td>0.00037</td>
</tr>
<tr>
<td>$B\bar{B}$ subtraction</td>
<td>—</td>
<td>0.00025</td>
</tr>
<tr>
<td><strong>Total error from signal $B$ Modeling</strong></td>
<td></td>
<td>±0.00151</td>
</tr>
</tbody>
</table>

## Relative Errors

<table>
<thead>
<tr>
<th>Item</th>
<th>Relative Error on $\epsilon$</th>
<th>Error on $\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Secondary leptons</td>
<td>0.004</td>
<td>$1.65 \times 10^{-4}$</td>
</tr>
<tr>
<td>MC knob-turning</td>
<td>0.014</td>
<td>$5.76 \times 10^{-4}$</td>
</tr>
<tr>
<td>Candidate finding</td>
<td>0.024</td>
<td>$9.88 \times 10^{-4}$</td>
</tr>
<tr>
<td><strong>Sum of relative errors</strong></td>
<td></td>
<td>±0.00116</td>
</tr>
</tbody>
</table>

## Relative Errors from MC Corrections

<table>
<thead>
<tr>
<th>Item</th>
<th>Relative Error on $\epsilon$</th>
<th>Error on $\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$ Distribution</td>
<td>0.03</td>
<td>$0.124 \times 10^{-4}$</td>
</tr>
<tr>
<td>Multiplicity</td>
<td>0.010</td>
<td>$4.12 \times 10^{-4}$</td>
</tr>
<tr>
<td>Candidate vetoing</td>
<td>0.005</td>
<td>$2.06 \times 10^{-4}$</td>
</tr>
<tr>
<td>ToF</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Mixing</td>
<td>0.0008</td>
<td>$0.31 \times 10^{-4}$</td>
</tr>
<tr>
<td>Dataset</td>
<td>0.0020</td>
<td>$0.82 \times 10^{-4}$</td>
</tr>
<tr>
<td>REID</td>
<td>0.0085</td>
<td>$3.50 \times 10^{-4}$</td>
</tr>
<tr>
<td>$f_{+-} / f_{00}$</td>
<td>0.002</td>
<td>$0.82 \times 10^{-4}$</td>
</tr>
<tr>
<td><strong>Sum of errors from MC Corrections</strong></td>
<td></td>
<td>±0.00137</td>
</tr>
</tbody>
</table>

| **Total error from other $B$ Modeling** and detector simulation | 0.179 $\times 10^{-2}$ |

Table 6.11: Summary of absolute and relative errors. When added in quadrature, the absolute errors give the total error on the efficiency from modeling of the signal $B$. We add the errors on the efficiency due to the relative errors to find the total error from detector simulation and modeling of the other $B$. 
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### Starting efficiency for $E_\gamma > 2.0$ GeV

4.117 \times 10^{-2} \text{ (from best fit)}

### Errors

<table>
<thead>
<tr>
<th>Item</th>
<th>Error \text{ (absolute)}</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(m_0), p_F$</td>
<td>$0.144 \times 10^{-2}$</td>
<td>Variation in $\epsilon$ over Ali-Greub models within 1 unit of $\chi^2$ of best-fit.</td>
</tr>
<tr>
<td>Hadronization</td>
<td>$0.037 \times 10^{-2}$</td>
<td>JETSET vs. $K^*$ Sum</td>
</tr>
<tr>
<td>$\bar{B}B$ subtraction</td>
<td>$0.025 \times 10^{-2}$</td>
<td>$\epsilon$ change from fitting yield vs. fitting yield with $\pm 5% \bar{B}B$ backgrounds.</td>
</tr>
<tr>
<td>Secondary leptons</td>
<td>$0.4 \times 10^{-2}$ \text{ (relative)}</td>
<td>Effect on $\epsilon$ from varying the $#$ of secondary leptons.</td>
</tr>
<tr>
<td>MC knob-turning</td>
<td>$1.4 \times 10^{-2}$ \text{ (relative)}</td>
<td>Effect on $\epsilon$ from varying MC.</td>
</tr>
<tr>
<td>Candidate finding</td>
<td>$1.4 \times 10^{-2}$ \text{ (relative)}</td>
<td>Error from uncertainty in efficiency for finding the hard $\gamma$.</td>
</tr>
</tbody>
</table>

### Shifts - MC Corrections

<table>
<thead>
<tr>
<th>Item</th>
<th>Corr. Factor</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$ distribution shift</td>
<td>$0.97 \pm 0.03$</td>
<td>Data/MC differ in the distribution of $r$.</td>
</tr>
<tr>
<td>Multiplicity</td>
<td>$1.020 \pm 0.010$</td>
<td>Data/MC differ in event multiplicity.</td>
</tr>
<tr>
<td>Candidate Vetoing</td>
<td>$0.985 \pm 0.005$</td>
<td>Data/MC differ in probability of false signal $\gamma$ veto.</td>
</tr>
<tr>
<td>TOF</td>
<td>$1.0043 \pm 0.0000$</td>
<td>MC always uses TOF; data rejects TOF in runs known to be poorly calibrated.</td>
</tr>
<tr>
<td>Mixing</td>
<td>$0.9985 \pm 0.0008$</td>
<td>Some of our MC had an incorrect amount of mixing.</td>
</tr>
<tr>
<td>Dataset</td>
<td>$0.9950 \pm 0.0020$</td>
<td>The ratio of CLEO II to CLEO II.5 events in our MC sample does not match the data.</td>
</tr>
<tr>
<td>REID</td>
<td>$0.983 \pm 0.0085$</td>
<td>Our REID efficiency in MC was wrong.</td>
</tr>
<tr>
<td>$f_{+-}/f_{00}$</td>
<td>$0.999 \pm 0.002$</td>
<td>Our charged to neutral mix in MC differed from recent CLEO $f_{+-}/f_{00}$ result.</td>
</tr>
</tbody>
</table>

| Corrected efficiency for generated $E_\gamma > 2.0$ GeV | $3.931 \times 10^{-2}$ |
| Error due to signal-$B$ modeling | $0.151 \times 10^{-2}$ |
| Error due to other-$B$ modeling and detector simulation | $0.179 \times 10^{-2}$ |
| Total error on efficiency | $0.234 \times 10^{-2}$ |

Table 6.12: Summary of final efficiency determination.
CHAPTER 7

Results

The yield from $b \rightarrow s\gamma$, the number of $B$ mesons in the dataset, and the detection efficiency of the analysis are the three quantities required to compute $B(b \rightarrow s\gamma)$. Additional information can be extracted from the shape of the photon energy spectrum. The first and second moments can be related to HQET parameters which can then be used to determine several CKM matrix elements. This chapter will collect all of the numbers to obtain the branching fraction and present the final photon energy spectrum with its first and second moments.

7.1 Branching Fraction

The branching ratio for $b \rightarrow s\gamma$ is given by

$$B(b \rightarrow s\gamma) = \frac{Y}{\epsilon \times 2 \times \mathcal{L} \times \sigma}$$

where $Y$ is the yield, $\epsilon$ the efficiency, $\mathcal{L}$ the luminosity, and $\sigma$ is the $B\overline{B}$ cross section. The factor of two arises because the luminosity times the cross section gives the number of $B\overline{B}$ pairs.

The yield for a set of events is given by their flattened weighted sum. Table 7.1 summarizes the yield in three photon energy intervals and the section number where
Table 7.1: Yields (summed flattened weights) with statistical errors for three photon energy intervals. Given are the yields on the $\Upsilon(4S)$ resonance, scaled off resonance yields, and estimated backgrounds from $B$ decay processes other than $b \to s\gamma$ and $b \to d\gamma$. The yield represents the $b \to s\gamma$ plus $b \to d\gamma$ signal. Note that the yield in OFF data has been decreased by 0.5% of itself to account for the On—Off subtraction bias. The error on this bias is not included in the statistical error, but is included in the systematic error.

The details can be found. To measure the yield from $b \to s\gamma$, we obtain the yield from the On data and subtract the yield from the background processes. Our final yields are for events in which the candidate photon is between 2.0 and 2.7 GeV, although other energy ranges are listed for comparison and as a check of the results.

The measured values for the relevant quantities are

- $Y = 233.6 \pm 31.2 \pm 13.4$ weights
- $\epsilon = (3.93 \pm 0.15 \pm 0.17)\%$
- $N_{B\bar{B}} = \mathcal{L} \times \sigma = (9.7 \pm 0.2) \times 10^6$ events
We use the full CLEO dataset ($4s_2 - 4sT$) totaling 9.2 fb$^{-1}$ on resonance and 4.6 fb$^{-1}$ off resonance corresponding to $9.7 \times 10^6$ $B$ mesons, a value determined from cross section measurements for each dataset [54],[55]. We take a 2% error on this number based on a conservative estimate of the fits to the cross section. The first error on the yield is statistical, the second is systematic from the 5% uncertainty on the $B\bar{B}$ subtraction and a 0.5% uncertainty on the continuum subtraction. The first error on the efficiency is from the model dependence of the $b \rightarrow s\gamma$ decay and the second error is from detector simulation and model dependence of the decay of the other $B$. The systematic errors on the efficiency include the uncertainties in the modeling of the signal and non-signal $B$ mesons, the uncertainty due to hadronization, the systematic error on the $B\bar{B}$ subtraction, and an uncertainty due to the simulation of the detector performance including photon-finding, track-finding, and shower/track momentum resolutions.

Based on these numbers, we obtain branching fraction for photons with $E_{\gamma} > 2.0$ GeV:

$$B(b \rightarrow (s + d)\gamma) = (3.06 \pm 0.41 \pm 0.26) \times 10^{-4}.$$ 

To obtain the branching fraction for $b \rightarrow s\gamma$ alone extrapolated to the full spectrum, we must apply two "theory" corrections.

7.1.1 $b \rightarrow d\gamma$

Although we call this analysis $b \rightarrow s\gamma$, we actually make no distinction in the code between $b \rightarrow s\gamma$ and $b \rightarrow d\gamma$. We are sensitive to both and apply a correction to the yield to remove the $b \rightarrow d\gamma$ contribution to the branching fraction.
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Using a model for $b \rightarrow d\gamma$ that is similar to $b \rightarrow s\gamma$ we find that the efficiency for $b \rightarrow d\gamma$ is the same as that for $b \rightarrow s\gamma$. Although pseudoreconstruction favors $b \rightarrow s\gamma$ over $b \rightarrow d\gamma$, the shape variables and the photon energy spectrum favor $b \rightarrow d\gamma$, so the two effects pull the efficiency in opposite directions and effectively cancel. The expectation from the SM is that the $b \rightarrow d\gamma$ and $b \rightarrow s\gamma$ branching fractions are in the ratio $|V_{td}/V_{ts}|^2$ [1]. We take $|V_{td}/V_{ts}| = 0.20 \pm 0.04$ [1] which gives a downward correction to the branching fraction of $(4.0 \pm 1.6)\%$. After this correction, the value of the branching fraction for photons with energy in the $B$ rest frame above 2.0 GeV is $B(b \rightarrow s\gamma)_{E,>2.0} = (2.94 \pm 0.40 \pm 0.25) \times 10^{-4}$.

7.1.2 Extrapolating to Full Spectrum

Finally, we extrapolate the branching fraction to the full spectrum. The fraction of $b \rightarrow s\gamma$ decays with photon energies above 2.0 GeV is sensitive to the $b$ quark mass and Fermi momentum which means that the fraction depends on the model that is used to simulate the decay. We use the value of $0.915^{+0.027}_{-0.055}$ from Kagan and Neubert as the fraction of the spectrum above 2.0 GeV [19]. To extrapolate the branching fraction to the full energy range, we divide by 0.915. With these corrections, we get the final branching fraction for $b \rightarrow s\gamma$ over all energies:

$$B(b \rightarrow s\gamma) = (3.21 \pm 0.43 \pm 0.27^{+0.018}_{-0.010}) \times 10^{-4}$$

where the first error is statistical, the second is systematic, and the third (asymmetric) error is from the extrapolation to the full spectrum. The result is in good agreement with the Standard Model predictions. The SM prediction of Chetyrkin, Misiak, and Münz is $(3.28 \pm 0.33) \times 10^{-4}$ [18]. Recently, Gambino and Misiak argue that the charm-loop contribution is larger than previously thought and obtain a
value of \((3.74 \pm 0.30) \times 10^{-4}\) [22]. The result is also in good agreement with the CLEO collaboration's previously measured result of \((2.32 \pm 0.57 \pm 0.35) \times 10^{-4}\) [35].

7.2 Photon Energy Spectrum

The final photon energy spectrum with all of the corrections applied is shown in Figure 7.1. Useful information can be obtained from the first and second moments of the photon energy spectrum. To a good approximation, the mean of the photon energy distribution, \(\langle E_\gamma \rangle\) is equal to half of the b quark mass, \(m_b\). Likewise, the mean square width of the photon energy spectrum, \((E_\gamma^2) - (E_\gamma)^2\), depends on the momentum of the b quark within the \(B\) meson, \(p_F\).

7.2.1 Extraction of Moments

We have two methods for calculating the first and second moments of the spectrum for \(E_\gamma > 2.0\) GeV in the rest frame of the \(B\) meson. In the first method (which we creatively call "Method 1"), we correct the moments from the raw, measured spectrum for the energy dependence of the efficiency, calculate moments from that spectrum, and apply several corrections to obtain the moments of the spectrum in the rest frame of the \(B\) meson. In the second method, "Method 2", we use the best-fit values of \((m_b, p_F)\) and obtain an expression for the idealized moments as functions of \(m_b\) and \(p_F\) by expanding about the best-fit point.

Method 1

In the first method, we start by correcting the moments from the raw, measured spectrum for the energy dependence of the efficiency. Next, we obtain the moments
Figure 7.1: The observed laboratory frame photon energy spectrum (weights per 100 MeV) for On–Off data and with $B$ backgrounds subtracted. This represents the $b \to s\gamma + b \to d\gamma$ signal. Superimposed is the spectrum from MC simulations of the Ali-Greub spectator model with parameters $\langle m_b \rangle = 4690$ MeV/$c^2$ and $p_F = 410$ MeV/$c$. 
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from the efficiency-corrected spectrum, and apply several corrections to the first and second moments.

There is only one correction to be made for the first moment - scaling it down by the ratio of the energy of the $B$ meson in the lab frame to the $B$ meson mass, $5.29/5.28$. This takes the moment from the lab frame to the rest frame of the $B$ meson. For the second moment, we need to correct for several effects that will broaden the width of the measured spectrum. From the second moment, we subtract the mean square widths due to the bin width $(100 \text{ MeV}/\sqrt{12})^2$, Doppler broadening $(\langle E_\gamma \rangle \vec{p}_B/\sqrt{3M_B})^2$, and photon energy resolution $(0.026\langle E_\gamma \rangle)^2$.

Finally, we apply an empirical correction obtained from the Monte Carlo (both $K^*$ sum and JETSET samples). For each of the 48 $b \to s\gamma$ models, corresponding to the 24 ($m_b$, $p_F$) pairs times two methods of hadronization, $K^*$ sum and JETSET, we run the MC through the analysis code to obtain a “measured” spectrum based on flattened weighted events with detector resolution and detector efficiency effects included. We extract the true first and second moments from the MC obtained at the generator level for $E_\gamma > 2.0 \text{ GeV}$ in the $B$ meson rest frame. We compare the true moments (from MC) to the “measured” first and second moments (from MC).

The empirical correction is the difference between the true moment and the corrected moment. We apply the empirical correction associated with the best of the 48 $b \to s\gamma$ models, chosen by minimizing a $\chi^2$ determined by the measured first ($M_1$) and second ($M_2$) moments. The $\chi^2$ is calculated by taking the difference between the measured data and MC moments and normalized by the statistical error of the data:
Table 7.2: Results for First and Second Moments from Method 1. Given are raw moments (from data) as initially calculated, the true moments obtained from the best-fit MC, and the moments after the “empirical” correction, with empirical corrections taken from JETSET and $K^*$ sum determinations.

\[
\chi^2 = \frac{(M_{1\text{Data}} - M_{1MC})^2}{\sigma(M_{1\text{Data}})^2} + \frac{(M_{2\text{Data}} - M_{2MC})^2}{\sigma(M_{2\text{Data}})^2}
\]

Table 7.2 summarizes the results for the first and second moments from Method 1.

**Method 2**

In the second method, we take our best fit Monte Carlo model, in which $<m_b>$ and $p_F$ are determined from a fit to the measured photon energy spectrum, and obtain the moments given by that model. This method of fitting the measured spectrum to the MC spectrum and obtaining the 1σ error ellipse has already been described in Section 6.3. Only one step remains: obtaining the first and second moments given the best fit value of $<(m_b), p_F>$. 
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Table 7.3: Results for First and Second Moments from Method 2.

We obtain the true (QQ level) first and second moments for all 48 $b \rightarrow s\gamma$ MC models for $E_\gamma > 2.0$ GeV. This results in a set of points that define $\langle E_\gamma \rangle$ and $\langle (E_\gamma - \langle E_\gamma \rangle)^2 \rangle$ as functions of $\langle m_b \rangle$ and $p_F$. We fit these points to obtain the functions for the first and second moments. Since we only need the expression to be valid in the region bounded by the error ellipse, linear terms are sufficient to obtain an accurate expression for the moments. Using the spectrum obtained from the On–Off data, we obtain the best-fit $\langle m_b \rangle$ and $p_F$, as described in Section 6.3.

Given these expressions for the first and second moments, the central value of each is taken at the value of the best-fit point (obtained from data), and the statistical error on each is taken as half the difference between the high and low value as one travels around the error ellipse. Results for the first and second moments from Method 2 are given in Table 7.3.
Combining the Results

The central value is taken to be the average of the 4 nominal numbers such that
\[ \langle E_\gamma \rangle = 2.346 \text{ GeV} \] and
\[ \langle E_\gamma^2 \rangle - \langle E_\gamma \rangle^2 = 0.0226 \text{ GeV}^2. \] The statistical errors are taken to be the straight average of the statistical errors given on the 4 nominal numbers, or \( \pm 0.032 \text{ GeV} \) for the first moment, and \( \pm 0.0066 \text{ GeV}^2 \) for the second moment.

The first and second moments of the spectrum also need to be corrected for the \( b \rightarrow d\gamma \) component. We calculated the first and second moments for \( b \rightarrow d\gamma \) and \( b \rightarrow s\gamma \) MC samples and found that the first moment of \( b \rightarrow d\gamma \) is higher than the \( b \rightarrow s\gamma \) first moment, therefore we correct the first moment down by \( 0.001 \pm 0.005 \text{ GeV} \). The second moment of a mixed sample of 95% \( b \rightarrow s\gamma \) MC and 5% \( b \rightarrow d\gamma \) is larger than pure \( b \rightarrow s\gamma \), so we correct the second moment down by \( (7 \pm 4) \times 10^{-5} \text{ GeV}^2 \).

The systematic error includes the following contributions:

- **\( B \bar{B} \) subtraction** The systematic error is taken to be half the straight average of the four differences between \(-5\%\) and \(+5\%\), or \( \pm 0.010 \text{ GeV} \) for the first moment, \( \pm (1.44 \times 10^{-3}) \text{ GeV}^2 \) for the second moment.

- **Uncertainty in the On-Off subtraction bias** The error is determined by creating spectra with 2.5% over-subtraction and 2.5% under-subtraction, exaggerating the effect of this uncertainty by a factor of 5. We calculate the moments from the two spectra using Method 1, and take 1/10 of their difference as the systematic error. In this way, we find an error of \( \pm (1.1 \times 10^{-3}) \text{ GeV} \) for the first moment, and \( \pm (9.1 \times 10^{-4}) \text{ GeV}^2 \) for the second moment.
• **Hadronization** The systematic error is half the straight average of the two differences between the nominal $K^*$ sum and JETSET samples. It is $\pm(2.9 \times 10^{-3})$ GeV for the first moment and $\pm(6.5 \times 10^{-4})$ GeV$^2$ for the second moment.

• **Method** The systematic error due to method determined from the absolute values of the difference between Method 1 and Method 2 for all three spectra. The error is taken to be half the average of the 6 differences and is $\pm(2.8 \times 10^{-3})$ GeV for the first moment and $\pm(6.5 \times 10^{-4})$ GeV$^2$ for the second moment.

• **$b \to d\gamma$ Correction** The error on the correction to the first moment is $\pm(5 \times 10^{-3})$ GeV and to the second moment is $\pm(4 \times 10^{-5})$ GeV$^2$

The final values for our first and second moments are as follows (first error is statistical, second is systematic):

$$\langle E_\gamma \rangle = 2.35 \pm 0.03 \pm 0.01 \text{ GeV}$$

$$\langle E_\gamma^2 \rangle - \langle E_\gamma \rangle^2 = 0.023 \pm 0.007 \pm 0.002 \text{ GeV}^2$$
CHAPTER 8

Interpretation of Results

8.1 Standard Model Implications

Because the measurement and theoretical prediction for $B(b \rightarrow s\gamma)$ are in such good agreement, there is not much room for new physics. Physics beyond the SM affects the branching fraction and manifests itself in two ways. First, extensions to the Standard Model contribute additional Feynman diagrams (at the high energy scale) and modify the values of the Wilson coefficients in the effective theory (low energy scale). Second, new operators can appear that are not present in the Standard Model calculation of the branching fraction. There are over 100 references in SPIRES\textsuperscript{10} to the original $b \rightarrow s\gamma$ paper, most of them involving the implications of the branching fraction measurement on beyond-SM physics [23].

Our measurement of the branching fraction can be used to extract the magnitudes of the relevant Wilson coefficients, $C_{7,8}$. These values for the Wilson coefficients can be compared to various model predictions, and constraints can be placed on the parameters of several extensions to the Standard Model, for example, supersymmetry, left-right symmetric models, and multi-Higgs models [19]. To give the reader

\textsuperscript{10}http://www.slac.stanford.edu/spires/hep
an idea of what is possible with this measurement, we list several models that have, 
in the past, used $B(b \to s\gamma)$ to constrain them:

- **Two Higgs doublet Model**

  In the "Type II" Two Higgs doublet Model [56],[57], one doublet gives mass 
  to the up-type quarks, while the other gives mass to the down type quarks. 
  The presence of these charged Higgs particles would increase the branching 
  fraction through $\mathcal{C}_7$ and $\mathcal{C}_8$. Using their prediction for 
  $B(b \to s\gamma)$ for the Two 
  Higgs Doublet Model II, Gambino and Misiak have ruled out the possibility 
  of a charged Higgs boson lighter than 350 GeV [22].

- **Left-right supersymmetric model**

  This model introduces new neutral and charged gauge bosons, $Z_R$ and $W_R$, as 
  well as a right-handed gauge coupling, $g_R$. Because the $b \to s\gamma$ decay can be 
  mediated by left-handed and right-handed $W$ bosons as well as other supersymmetric particles, it is sensitive to the parameters of this model. Although 
  the model contains too many parameters to allow for a precise restriction on 
  any single one, some general constraints can be obtained [58],[59],[60].

- **Minimal Supersymmetric Model (MSSM)**

  The MSSM introduces a large number of superpartners of the Standard Model 
  particles. These supersymmetric partners can contribute to the $B \to X_s\gamma$ 
  branching fraction. Since the experimental value for the branching fraction 
  agrees so well with the theoretical predictions, limits can be placed on the con- 
 tributions of certain combinations of these supersymmetric partners [61],[62].
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• Constraining Fourth Generation with $B \to X_s \gamma$

If fourth generation fermions exist, the new quarks would enhance the $B \to X_s \gamma$ branching fraction. Together with a measurement of the CP asymmetry in $B \to X_s \gamma$, it is possible to constrain the parameter space of the fourth generation [63],[64].

8.2 HQET Parameters

Measuring the inclusive photon energy spectrum allows us to learn about the motion of the $b$ quark inside the $B$ meson. This knowledge leads to a better understanding of QCD, especially in the way that QCD affects the lepton spectrum in $b \to u\ell\nu$ decays. The moments of the $B \to X_s \gamma$ spectrum can be used to experimentally determine several nonperturbative HQET parameters which determine the quark pole mass and kinetic energy.

Inclusive semileptonic $B$ decays have been calculated using an operator product expansion (OPE). The OPE and the parton model predictions are equal in the heavy quark limit, $m_B \to \infty$. Observables can be written as the parton model expectation plus nonperturbative corrections, expansions in inverse powers of the $B$ meson mass, $M_B$.

At order $1/M_B$, the nonperturbative parameter $\Lambda$ appears, and at order $1/M_B^2$, two more parameters, $\lambda_1$ and $\lambda_2$ enter. These parameters may be thought of as the energy of the light quark and gluon degrees of freedom ($\Lambda$), the average momentum-squared of the $b$ quark ($-\lambda_1$), and the energy of the hyperfine interaction of the spin of the $b$ quark with the light degrees of freedom ($\lambda_2/M_B$). The parameter $\lambda_2 = 0.128 \text{ GeV}^2$ is determined from the $B^* - B$ mass difference. The parameters
\begin{align*}
\langle E_\gamma \rangle &= \frac{M_B}{2} \left[ 1 - \frac{.385 a_2}{\pi} - .620 \beta_0 \left( \frac{a_4}{\pi} \right)^2 - \frac{\bar{\Lambda}}{M_B} \left( 1 - \frac{.954 a_2}{\pi} - 1.175 \beta_0 \left( \frac{a_4}{\pi} \right)^2 \right) 
- \frac{13 \rho_1 - 3 \rho_2}{12 M_B^2} \right] + \mathcal{O}(1/M_B^3). 
\end{align*}

(8.1)

\begin{align*}
\langle (E_\gamma - \langle E_\gamma \rangle)^2 \rangle &= \frac{M_B^2}{12 M_B^3} \left[ \frac{\bar{\Lambda}}{M_B} + (0.00815 \frac{a_2}{\pi} + 0.01024 \beta_0 \left( \frac{a_4}{\pi} \right)^2) 
- \frac{2 \rho_1 - 3 \rho_2}{12 M_B^2} \right] + \mathcal{O}(1/M_B^4). 
\end{align*}

(8.2)

\rho_1, \rho_2, \mathcal{T}_1, \mathcal{T}_2, \mathcal{T}_3, \text{ and } \mathcal{T}_4 \text{ appear at order } 1/M_B^3 \text{ and are estimated, from dimensional considerations, to be } \sim (0.5 \text{GeV})^3. \text{ The expressions for the moments of the photon energy spectrum in } B \rightarrow X_s \gamma, \text{ for } E_\gamma > 2.0 \text{ GeV to order } \beta_0 a_2^2 (\text{where } \beta_0 \text{ is the one-loop QCD } \beta \text{ function}) \text{ and } 1/M_B^3 \text{ are given in Equations 8.1 and 8.2.}

The expression for the first moment converges rapidly in the $1/M_B$ expansion. Taking the values of $\mathcal{T}_i$ and $\rho_2$ to be $0.0 \pm (0.5 \text{ GeV})^3$ and the value of $\rho_1$ to be $1/(0.5 \text{ GeV})^3 \pm 1/(0.5 \text{ GeV})^3$, and taking $\lambda_2 = 0.128 \text{ GeV}^2$ the expression for the first moment combined with our measurement for the first moment defines a band in $\bar{\Lambda} - \lambda_1$ space and is shown in Figure 8.3. The calculation of the moments contains an error from the measurement as well as an error from the theoretical expression, in particular from the neglected $1/M_B^3$ terms, and the uncertainty of the scale to use for $\alpha_s$, which we take to range from $m_b/2$ to $2m_b$. We use $\alpha_s(m_b) = 0.220$, $\alpha_s(m_b/2) = 0.275$, $\alpha_s(2m_b) = 0.176$, $\beta_0 = (33 - 2n_f)/3$ and $n_f = 4$. We take the $B$ meson mass to be $M_B = 5.280 \text{ GeV}$, $C_2 = 1.11$, and $C_7 = -0.32$. 
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The expression for the second moment converges slowly in $1/M_B$, so we do not use the second moment for the extraction of expansion parameters. It is shown in Figure 8.1 only to illustrate the size of the error.

Using the equation for the first moment and the parameter values listed in Equation 8.1 and 8.2, we obtain $\bar{\Lambda} = 0.35 \pm 0.08 \pm 0.10$ GeV, where the first error is from the experimental error in the determination of the first moment, and the second error is from the theoretical expression, in particular from the neglected $1/M_B^3$ terms, and the uncertainty of the scale to use for $\alpha_s$.

Only $\bar{\Lambda}$ can be determined from the $b \rightarrow s\gamma$ spectrum alone. Although in theory we could extract $\lambda_1$ using the second moment, in practice, the errors are too large to allow an accurate determination of this parameter. However, it is possible to obtain $\lambda_1$ by using the first moment of the hadronic mass-squared distribution in $b \rightarrow c\ell\nu$ decays. CLEO recently measured the first and second moments of the distribution in the hadronic mass-squared in the inclusive semileptonic decay $b \rightarrow c\ell\nu$ for leptons restricted to the region $P_1 \geq 1.5$ GeV/c [65]. These moments are also related to the parameters $\bar{\Lambda}$ and $\lambda_1$. The expressions for the hadronic mass moments in $B \rightarrow X_c\ell\nu$ to order $\beta_0\alpha_s^2$ and $1/M_B^3$ subject to the restriction $P_1 \geq 1.5$ GeV/c are given in Equations 8.3 and 8.4. These expressions are only approximate, but are believed to be good to $\pm 50\%$. The values of $\lambda_2$, $\rho_1$, $\rho_2$, $\alpha_s$, and $\mathcal{T}_1 - \mathcal{T}_4$ are taken to be the same as before and the bands in $\bar{\Lambda} - \lambda_1$ space are shown in Figure 8.2.

The expression for the first moment converges rapidly in the $1/M_B$ expansion, and the second moment converges slowly in $1/M_B$. Consequently, the second moment is not used to define a band in $\bar{\Lambda} - \lambda_1$ space. It is shown in Figure 8.2 as an illustration of the size of the error.
Figure 8.1: Bands in $\bar{\lambda} - \lambda_1$ space allowed by our measurements of $\langle E_\gamma \rangle$ and $\langle E_\gamma^2 \rangle - \langle E_\gamma \rangle^2$. The dark bands indicate the error from the measurement while the light bands include the errors from the theory.
Figure 8.2: Bands in $\bar{\Lambda} - \lambda_1$ space defined by $\langle M^2_X - \bar{M}^2_X \rangle$ and $\langle (M^2_X - \langle M^2_X \rangle)^2 \rangle$, the measured first and second moments of hadronic mass-squared. The inner bands indicate the error bands from the measurement. The light grey extensions include the errors from the theory.
\[
\frac{(M^2 - M_0^2)}{M_B} = [0.0272 \alpha + 0.058 \beta_0(\alpha^2) + 0.207 \frac{\lambda_1}{M_B}(1 + 0.43 \alpha^2) \\
+ 0.193 \frac{\lambda_2}{M_B} + 1.38 \frac{\lambda_1}{M_B} + 0.203 \frac{\lambda_2}{M_B} + 0.19 \frac{\lambda_2}{M_B} + 3.2 \frac{\lambda_1}{M_B} + 1.4 \frac{\lambda_2}{M_B} \\
+ 4.3 \frac{\rho_1}{M_B} - 0.56 \frac{\rho_1}{M_B} + 2.0 \frac{\rho_1}{M_B} + 1.8 \frac{\rho_1}{M_B} + 1.7 \frac{\rho_1}{M_B} + 0.91 \frac{\rho_1}{M_B} + \mathcal{O}(1/M_B^4)]. \tag{8.3}
\]

\[
\frac{(M_C^2 - M_A^2)}{M_B^2} = [0.00148 \alpha + 0.0025 \beta_0(\alpha^2) + 0.027 \frac{\lambda_1}{M_B} + 0.0107 \frac{\lambda_2}{M_B} - 0.12 \frac{\lambda_2}{M_B} \\
+ 0.02 \frac{\lambda_2}{M_B} - 0.06 \frac{\lambda_2}{M_B} - 0.12 \frac{\lambda_2}{M_B} - 1.2 \frac{\rho_1}{M_B} + 0.23 \frac{\rho_1}{M_B} - 0.12 \frac{\rho_1}{M_B} - 0.36 \frac{\rho_1}{M_B} \\
+ \mathcal{O}(1/M_B^4)]. \tag{8.4}
\]

Even though we cannot trust the second moment of either individual measurement to give an accurate extraction of \( \lambda_1 \), we can use the two first moments together to obtain this parameter. The intersection of the two bands from the first moments determines \( \lambda \) and \( \lambda_1 \), and is shown in Figure 8.3 along with a \( \Delta \chi^2 = 1 \) error ellipse. The inner bands of Figure 8.3 represent the error bands from the measurement while the light grey extensions include the errors from the theory. The values obtained are

\[
\lambda = 0.35 \pm 0.08 \pm 0.10 \text{ GeV},
\]

\[
\lambda_1 = -0.236 \pm 0.071 \pm 0.0078 \text{ GeV}^2.
\]

Here, the first error is from the experimental error on the determination of the two moments, and the second error is from the theoretical expression. Specifically, the theory error on \( \lambda \) comes from \((1/M_B)^3, \pm 0.0039\), and from the scale uncertainty in \( \alpha_s, \pm 0.092\). The theory error on \( \lambda_1 \) also comes from \((1/M_B)^3, \pm 0.0065\), and from the scale uncertainty in \( \alpha_s, \pm 0.041\). The answers derived by using the first and
\[ \Gamma_{sl} = \frac{G_F^2 |V_{cb}|^2 M_B^5}{192\pi^3} \times 0.3689 \left[ 1 - 1.54 \beta_0 - 1.43 \beta_0 \left( \frac{2 \Lambda}{M_B} \right)^2 - 6.153 \frac{T_\pi}{M_B} - 7.997 \frac{T_\pi}{M_B} - 7.482 \frac{T_\pi}{M_B} - 7.482 \frac{T_\pi}{M_B} + O(1/M_B^4) \right]. \] (8.5)

second moments from both spectra to determine these parameters differ little both in central values and and in errors.

8.2.1 |V_{cb}|

Given the values of \( \bar{\Lambda} \) and \( \lambda_1 \), we can improve the determination of the CKM matrix element \( |V_{cb}| \) from the measured \( B \rightarrow X_c \ell \nu \) semileptonic width. The expression for the semileptonic width to order \( \beta_0 \alpha_s^2 \) and \( 1/M_B^3 \) is given in Equation 8.5.

For the experimental determination of \( \Gamma_{sl} \), we use: \( M_B = 5.280 \) GeV, \( B(B \rightarrow X_c \ell \nu) = (10.39 \pm 0.46)\% \) [66], \( \tau_{B^\pm} = (1.548 \pm 0.032) \) ps [1], \( \tau_{B^0} = (1.653 \pm 0.028) \) ps [1], \( f_+/f_{00} = 1.04 \pm 0.08 \) [50], giving \( \Gamma_{sl} = (0.427 \pm 0.020) \times 10^{-10} \) MeV.

Combining the measured semileptonic width with the theoretical expression for it, and using the determination of \( \bar{\Lambda} \) and \( \lambda_1 \) from the first moments, we find

\[ |V_{cb}| = (4.04 \pm 0.09 \pm 0.05 \pm 0.08) \times 10^{-2}, \]

where the errors are from experimental determination of \( \Gamma_{sl} \), from experimental determination of \( \bar{\Lambda} \) and \( \lambda_1 \), and from the \( 1/M_B^3 \) terms and scale uncertainty in \( \alpha_s \), in that order [65]. This gives a determination of \( |V_{cb}| \) from inclusive processes, with an accuracy of \( \pm 3.2\% \). Breaking the theory errors down, \( \pm (3.5 \times 10^{-4}) \) comes from \( (1/M_B)^3 \) and \( \pm 7.2 \times 10^{-4} \) from scale uncertainty in \( \alpha_s \).
Figure 8.3: Bands in $\bar{\Lambda} - \lambda_1$ space defined by $\langle M_X^2 - \overline{M}_D^2 \rangle$, the measured first moment of hadronic mass-squared, and $\langle E_\gamma \rangle$, the first moment of the photon energy spectrum in $b \rightarrow s\gamma$. 
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Other important parameters, such as the CKM matrix element $V_{ub}$, can be expressed in terms of the HQET parameters $\bar{\Lambda}$ and $\lambda_1$. By measuring the lepton yield in the endpoint region of the $b \to u\ell\bar{\nu}$ spectrum and combining it with the information obtained from the shape of the $b \to s\gamma$ spectrum, one can determine the CKM matrix element $V_{ub}$ without incurring large model dependence [67],[19].

There are two problems associated with the interpretation of measured inclusive properties, one associated with the convergence of the expansion, and another with the validity of the assumptions underlying the expansion. The inclusive observables are expansions in powers of $1/M_B$ and at each order, more nonperturbative parameters appear. By order $1/M_B^2$ there are three parameters and at order $1/M_B^3$ another six parameters, $\rho_1$, $\rho_2$, $T_1 - T_4$. Without good estimates for the additional parameters we must rely on the rapid convergence of the expansion. The other problem is the validity of the assumption of parton-hadron duality implicit in this approach. This error is unquantifiable and not included in our estimates. The experimental determination of $\bar{\Lambda}$ and $\lambda_1$ with several different methods is necessary to support the validity of parton-hadron duality.

8.3 Conclusion

We have measured the branching fraction and photon energy spectrum of $b \to s\gamma$ for photons with $E_\gamma > 2.0$ GeV, a significant improvement over previous measurements [35]. The branching fraction, $B(b \to s\gamma) = (3.21 \pm 0.43 \pm 0.27^{+0.018}_{-0.010}) \times 10^{-4}$, is in good agreement with SM predictions and can be used to place limits on beyond-SM physics. We used the moments of the photon energy spectrum ($\langle E_\gamma \rangle = 2.35 \pm 0.03 \pm 0.01$ GeV and $\langle E_\gamma^2 \rangle - \langle E_\gamma \rangle^2 = 0.023 \pm 0.007 \pm 0.002$ GeV$^2$) to extract the HQET
parameters $\bar{\Lambda}$ and $\lambda_1$ ($\bar{\Lambda} = 0.35 \pm 0.08 \pm 0.10$ GeV and $\lambda_1 = -0.236 \pm 0.071 \pm 0.0078$ GeV$^2$), which can be used to extract $V_{cb}$. In addition, the shape of the spectrum can also be used in combination with the lepton yield in the endpoint region of the $b \to u\ell\nu$ spectrum to obtain $V_{ub}$ without large model dependence. This is very useful for doing precision CKM measurements.

Future efforts at CLEO will be aimed at reducing the systematic error especially in the 1.5 – 1.8 GeV region. Improvements to this part of the spectrum will come at a small sacrifice in yield, but will allow us to more precisely measure the shape of the spectrum, something which is drawing significant attention among theorists because of the potential for precisely determining $V_{ub}$ and constraining the Standard Model.
APPENDIX A

Track/Photon Selection and Particle Identification

A.1 Track Selection

The charged tracks used in the shape analysis and pseudoreconstruction must pass the following standard track quality cuts:

- Pass TRKMNG
- KINCD ≥ 0
- $|PQCD| \leq 5.5$ GeV/c
- $0.0 < |CZCD| < 0.9$
- $0.0 < |DBC\bar{D}| < 0.01$
- $0.0 < |Z0CD| < 0.05$
- $0.0 < |RESICD| < 0.001$
- Must be able to assign a reasonable particle type to the track.
There is a second list of tracks with the same requirements above except that the track is allowed to fail Z0CD and/or DBCD. These are tracks from neutral particles that decayed in flight so their tracks do not come from the origin. This second track list, used to form composite particles such as $K^0_s \rightarrow \pi^+\pi^-$, must fulfill the following requirements:

- Pass TRKMNG
- $KINCD \geq 0$
- $|PQCD| \leq 5.5 \text{ GeV/c}$
- $0.0 < |CZCD| < 0.9$
- $0.0 < |RESICD| < 0.001$
- Must be able to assign a reasonable particle type to the track.

These tracks are required to come from the origin and must pass passing the CLEO track quality package, TRKMNG (TRKMAN the Next Generation) [42]. When a charged particle passes through the drift chambers, it generates a set of hits to which the tracking programs will fit a track. Unfortunately, more than one track can be generated from a single set of hits generated by one particle. The purpose of TRKMNG is to appropriately discard the extra tracks so that one particle results in only one track that is the best description of its matching particle. The requirement that $KINCD$ be greater than or equal to zero flags the track as good based on the CLEO tracking package. It means that the track did not have too many missing hits or bad residuals and it is not believed to be the back end of a curler. Eliminating tracks with $PQCD$ greater than $5.5 \text{ GeV/c}$ is equivalent to
rejecting tracks with an unphysical momentum resulting from a bad fit to the hits. CZCD is the $z$-direction cosine and a value of 0.9 ensures that the particle that caused the track did not escape down the beam pipe. DBCD is the signed radial distance between the interaction point and the beam line. Z0CD is the $z$-coordinate at that point, the point of closest approach to the origin. Together these last three requirements constrain the track to come from the origin; they allow the track to originate from a point that is radially within 50 cm of the beam line and within 10 cm of the interaction point in $z$. RESICD is the mean square residual per degree of freedom for the hits assigned to the track. It is the RMS distance between the fit track and the position of the track’s wire chamber hits and is a measure of the quality of the fit.

A.2 Photon Selection

The full list of cuts used to select candidate photons is given below. The description of these cuts use CLEO-specific vocabulary and is intended for the reader who is well-versed in CLEO analysis and wants the nitty gritty.

A.2.1 Shower selection

We use these showers to perform our $\pi^0/\eta$ veto with the photon candidate and in the pseudoreconstruction of the event. In order to be considered a good shower caused by a neutral particle, a cluster in the calorimeter must fulfill the following requirements:

- $E_\gamma > 50$ MeV
- $|\cos\theta| < 0.95$
• Must not be matched to a charged track (no type-1 or type-2 match)

• Unfolded E9/E25 (LP5SH) \( \geq 0.95 \)

• Must pass BADSH requirement

• Must pass SPLITF

A.2.2 Candidate Photon Selection

The following is a full list of the cuts used to select a candidate photon:

• \( 1.5 \text{ GeV} < E_\gamma < 5.0 \text{ GeV} \)

• \(|\cos\theta| < 0.7\)

• Must not be matched to a charged track (no type-1 or type-2 match)

• E9/E25 (LP5SH) \( \geq 0.95 \)

• \((\text{LP2SH} \times E_{\text{candidate}}/\text{RADSH}) \leq 0.035 + (E_{\text{candidate}} - 0.5) \times 0.028\)

• BADSH = 0

• Must pass SPLITF

• Must pass \( \pi^0 \) and \( \eta \) vetoes

The shower mass cut, which requires that \( m_{\text{shr}} < 0.035 + E_{\text{candidate}} - 0.5 \times 0.028 \), was evaluated for the original analysis and details about how it was evaluated can be found in reference \([40]\).

A candidate photon is rejected if it can be combined with another shower in the event to form a \( \pi^0 \) with \( 110 < m_{\pi\pi} < 150 \text{ MeV}/c^2 \). Requirements on the sibling photon for the \( \pi^0 \) veto are as follows:
• $E_\gamma > 30$ MeV for $|\cos\theta| < 0.708$

• $E_\gamma > 50$ MeV for $0.708 < |\cos\theta| < 0.95$

A candidate photon is rejected if it can be combined with another shower in the event to form an $\eta$ with $515 < m_{\gamma\gamma} < 575$ MeV/$c^2$. Requirements on the sibling photon for the $\eta$ veto are as follows:

• $E_\gamma > 200$ MeV for all sibling photons

### A.3 Particle Identification

Our strategy is to treat the track as a pion unless we find that it is better suited to some other particle. This selection process is as follows.

The information provided from the time of flight (TOF) counters and the $dE/dx$ measurements is given in the form of four variables for a given track. These are the standard deviation of the measurement from that expected for a $\pi^\pm, K^\pm, p/\bar{p}$, and $e^\pm$. Whether we use information from TOF, $dE/dx$, or both to determine the particle type depends on whether these devices are reporting reliable data. If a track fails any of the conditions below, we do not use time of flight information to identify the particle:

• $|CZCD| < 0.7$

This requirement ensures that the tracks pass through the TOF counters in the barrel. These counters give the cleanest measurement because they are not obstructed by endcap material.

• $\text{TFIDQL} \neq 8$
TFIDQL is the quality word returned by the CLEO time of flight analysis package. A value of 8 indicates that the pulse-height from a photo-tube used in the TOF measurement for this track has been saturated. This value assures that the time of flight information is of good quality.

- **NTUBTF = 2**

A value of NTUBTF = 2 means that the time of flight measurement was determined from the barrel.

- **Adam Lyon’s ISRUNTOFBAD routine determines that the TOF info for this run is bad [68].**

- If all four of the time of flight standard deviations \((e, \mu, \pi, K, p)\) are greater than three, then the TOF values are flaky, and the time of flight information for this track is ignored.

If a track fails the following condition, we do not use \(dE/dx\) information:

- **IQALDI \neq 0**

IQALDI is the quality of the track as reported by the CLEO \(dE/dx\) subroutines. A value of zero means that there is no \(dE/dx\) information available for that track.

Once we have determined which device has reliable data, we calculate sigmas based on the available TOF and \(dE/dx\) information. If the track has no reliable information from either time of flight or \(dE/dx\), then it won’t get any type at all. If only \(dE/dx\) is good, then we calculate the chi-square probability per degree of freedom for each hypothesis \((e/\mu/\pi/K/p)\) for this track. This is then converted to
a sigma. If only the time of flight is good, then we consider it a bad track and don’t
give it any type at all. If both $dE/dx$ and the TOF information are good, then we
use both pieces of information by combining them to form an effective sigma, one
for each of the four particle type hypotheses.

A.3.1 Identifying hadrons

The charge of the particle is determined from the the direction of curvature of
the track (the sign of PQCD). To assign a particle type to a given track, we examine
the the sigmas for the hypotheses in the following order:

- If $\sigma_{\text{proton}} \leq 3.0$ then particle is a proton
- If $\sigma_K \leq 3.0$ then particle is a kaon
- If $\sigma_\pi \leq 3.0$ then particle is a pion

In each case the particle is identified as the hypothesis that is within $3\sigma$ of the
expected value. If a particle is within $3\sigma$ of a $\pi$, then it will be a $\pi$ no matter what
the other sigmas are. Next, we override these hadron type settings if the particle
passes our muon or electron id criteria.

A.3.2 Identifying leptons

We use the Rochester electron ID package (REID) to determine whether a given
track is an electron or not. The REID package combines $E/p, dE/dx, E9/E25$, and
other variables using a likelihood fit to produce a variable that discriminates between
electrons and hadrons at various momenta in different regions of the detector.

The following conditions must be met if a track is to be called an electron:
• \(|PQCD| \geq 600\text{ MeV/c}\)

Since REID works best for stiffer tracks, we do not attempt an electron identification if the track has a momentum of less than 600 MeV/c.

• \(IRANGE \neq 0\) and \(IRANGE \neq -2\)

IRANGE is a variable that indicates where in the calorimeter the track hit: good barrel, bad barrel, overlap barrel, good endcap, bad endcap. A value of \(-2\) means that the track went into the bad endcap while a value of zero indicates that there was no hit at all in the calorimeter for this track. We only attempt an electron identification if the track went into the barrel or the good endcap.

Next, we look at the LIKERB variable in the good and bad barrel and for different track momenta to determine whether the track is likely to be an electron. A track is called an electron if any of the following sets of conditions is true:

• Good Barrel (\(IRANGE = 1\))

If a track hits the calorimeter in the good barrel and has \(|PQCD| > 250\) MeV/c, we consider it an electron if \(LIKERB > 3\).

• Not good barrel (\(IRANGE = 1, 2, 3, -1\))

  – If a track hits the calorimeter outside the good barrel and has a momentum in the range 0.8-1.8 GeV/c (\(|PQCD| > 0.8\) GeV/c and \(|PQCD| < 1.8\) GeV/c, then it is called an electron if \(LIKERB > 0.6\).
- If a track hits the calorimeter outside the good barrel and has a momentum greater than 1.8 GeV/c ($|PQCD| > 1.8$ GeV/c), then it is an electron if LIKERB > 0.4.

Muon identification relies on the fact that only muons can penetrate through one or more layers of the iron return yoke to reach the muon chambers within. A track is considered a muon if the following conditions are satisfied:

- **MUQUAL = 0**

  MUQUAL is the muon track quality flag. A value of zero implies that there are muon hits everywhere along the track that muon hits were expected.

- **DPTHMU > 5**

  DPTHMU is the maximal depth in absorption lengths at which the track correlates to good quality hits in the muon detector. A good quality muon requires at least two layers hit in the muon chambers. A DPTHMU of five is 75% efficient for muons [43].

Once we have determined whether the given track can be identified as a muon or electron, we override all previous particle type settings. First we check to see if it has been classified as an electron. If yes, we assign it an electron particle type. Next, we check to see if it has been classified as a muon. If yes, then we override all previous type settings and call it an electron.

Finally, we determine alternate particle types for each of these tracks. For example, if a particle was previously called a pion, then we assign the next likely particle type (proton or kaon).
Cuts 1 and 2 are applied as soon as we have a list of candidate photons. Cut 3 requires only that the eight shape variables are calculated. Once the shape variables are determined, cut 3 is applied and events are rejected. Cuts 4 and 5 require the use of all of the particles in the event and are not applied until after we have attempted to pseudoreconstruct the event. Cut 5 is applied after the shape variables have been calculated, after the neural net values are calculated, and after the final-judgment variables are determined. Here is a list and a description of these loose shape cuts.

- **CUT 1**: The event must have at least one candidate photon.

- **CUT 2**: We select hadronic events by requiring KLASGL = 10. We reject events that have a track with momentum greater than 2.5 GeV/c. (Since $B$ mesons are produced nearly at rest, they will rarely contain a track with such high momentum whereas continuum events often will). We also do not allow more than one good shower over 2.4 GeV.

- **CUT 3**: Loose cuts on shape variables. These cuts were defined in the previous analysis [40], and have the virtue of cutting out very little signal while removing some background.
- $0.0 < R_2 < 0.55$
- $0.1 < S_\perp < 0.8$
- $0.0 < R'_2 < 0.35$
- $0.45 < \cos \theta' < 1.0$
- $0.5 < R_2 + S_\perp < 1.0$
- $-0.7 < R_2 - S_\perp < 0.7$

- **CUT 4:** If we cannot reconstruct any $B$ meson candidate at all, even by performing the trivial reconstruction in which we identify the highest momentum $\pi$ and $K$ recoiling against the photon as a $B$ candidate, then we discard the event. Only 1 in 200 events fails to make a trivial reconstruction.

- **CUT 5:** This cut is used to throw out pathological events in which we cannot calculate the shape variables. A handful of these events were investigated and found to be cases in which we tried to compute $R_2$ with only two tracks that were almost back-to-back. Only about 1 in 3000 events fails this cut.
APPENDIX C

Other Backgrounds

Several modes capable of producing high energy photons were not included in our default $B\bar{B}$ MC sample. We describe them here and summarize their contributions to each energy bin in Tables C.4 and C.5. In general, our procedure for obtaining a correction was to generate a sample of MC for the missing process, select high energy photons and run the $b \rightarrow s\gamma$ analysis code on the sample to obtain the number of weights contributed by the missing process.

C.1 FSR Subtraction

Generic $b \rightarrow c$ MC does not include final state radiation, photons radiated from the $B$ meson prior to decay. We generated a sample of generic $B\bar{B}$ MC events and required that the event have a photon with energy above 1.5 GeV and that its parent be a $B$ meson.

C.2 $\eta'$ Yields

Our default MC sample underestimated the $\eta'$ yield. Since $\eta' \rightarrow \gamma\gamma$, a discrepancy in the $\eta'$ yield will correspond to a discrepancy in the photon yield. We...
<table>
<thead>
<tr>
<th>Mode</th>
<th>Branching Fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B \rightarrow D^{*+}\omega\pi^-$</td>
<td>$0.29 \times 10^{-2}$</td>
</tr>
<tr>
<td>$B \rightarrow D^{*0}\omega\pi^-$</td>
<td>$0.45 \times 10^{-2}$</td>
</tr>
<tr>
<td>$\bar{B} \rightarrow D^+\omega\pi^-$</td>
<td>$0.28 \times 10^{-2}$</td>
</tr>
<tr>
<td>$B \rightarrow D^0\omega\pi^-$</td>
<td>$0.41 \times 10^{-2}$</td>
</tr>
<tr>
<td>$\bar{B}^0 \rightarrow D^0\omega$</td>
<td>$5.1 \times 10^{-4}$ (Upper Limit)</td>
</tr>
<tr>
<td>$\bar{B}^0 \rightarrow D^{*0}\omega$</td>
<td>$7 \times 10^{-4}$ (Upper Limit)</td>
</tr>
<tr>
<td>$B^{-} \rightarrow D^{(*)-}\omega$</td>
<td>$0$</td>
</tr>
<tr>
<td>$\omega \rightarrow \pi\gamma$</td>
<td>$8.5%$</td>
</tr>
</tbody>
</table>

Table C.1: Branching fractions for the recently observed $B \rightarrow D^{(*)}\omega\pi$ decays [3],[4].

generate additional MC so that the sum of our exclusive $\eta'$ modes in the MC add up to the measured inclusive rate for $\eta'$, $6 \times 10^{-4}$ for $2.0 < P_{\eta'} < 2.7$ GeV/c [69].

C.3 $\omega$ Yields

Decays such as $\omega \rightarrow \pi\gamma$ can produce photons with a high enough energy to be considered a background to the analysis. Several $\omega$ producing processes are not accurately represented in our default MC. These are given in Table C.3 with the branching fraction/upper limit with which they were included in our MC. From our $\omega$ MC sample, we selected events containing a photon with an energy of at least 1 GeV and obtained the number of weights contributed to the background.

C.4 Radiative $\psi$ Decays

The $\psi$ meson is composed of a $c\bar{c}$ quark pair and can decay to lighter mesons by radiating a photon. Some of these transitions can produce a photon spectrum that could contribute above 1.5 GeV. The default $b \rightarrow c$ MC does not include any
radiative decays of the $\psi$ meson, so we generate a Monte Carlo sample that includes several two-body and three-body decays of the $\psi$ meson. The modes we included and their branching fractions are listed in Tables C.2.

The sum of the branching fractions of the modes included in our MC is $1.94\% \approx 2\%$. The $\psi \to \gamma e^+e^-$ mode is not included in our MC because the photon spectrum it produces is too soft to contribute to the region above 1.5 GeV. We split up the contributions into two-body and three-body modes and list the results in Table C.5.

### C.5 $a_1 \to \pi \gamma$ and $\rho \to \pi \gamma$

The default MC does not include the radiative decays of $a_1$, $\rho$, and several others. We generated the decays $a_1^\pm \to \pi^\pm \gamma$ with a branching fraction of $2 \times 10^{-3}$, $\rho^\pm \to \pi^\pm \gamma$ with a branching fraction of $5 \times 10^{-4}$.
C.6 Non-$B\bar{B}$ decays of the $\Upsilon(4S)$

Only a small fraction of $\Upsilon(4S)$ decays are expected to decay into non-$B\bar{B}$ final states. For the $\Upsilon(4S)$, some of these decays will be cascades to lower $b\bar{b}$ bound states, which may then decay to $ggg$ or $gg\gamma$. The decays to $e^+e^-$, $\mu^+\mu^-$, and $\tau^+\tau^-$ will be relatively small in comparison, as will the decays of $\Upsilon(4S) \rightarrow b\bar{b} \rightarrow gg, g\gamma$. To estimate this background, we generated some MC and found that the ratio of $\Upsilon(4S) \rightarrow g\gamma$ to $\Upsilon(4S) \rightarrow ggg$ is about 2.1%.

We checked the literature to see how our results in MC (both the rates of $\Upsilon(4S) \rightarrow g\gamma, ggg$ and the photon energy spectrum these decays produced) compared to measured results. A measurement of the direct photon spectrum in $\Upsilon(1S)$ decays found the ratio of the decay rates from $g\gamma$ and $ggg$ in data to be $(g\gamma)/(ggg) = 2.75\%$ rather than the 2.1% that our MC predicts [70]. Second, the study showed that the photon energy spectrum in data did not match the spectrum produced by our MC. We scale the MC to take these differences into account [71].

C.7 Noise from Random Crossings

A possible source of background to $b \rightarrow s\gamma$ is the overlap of a hadronic event and stale energy clusters in the calorimeter from a few crossings earlier. These random events represent, on average, the background level readings in the detector that are superimposed on the events of our dataset. These backgrounds include random noise in the electronics, cosmic rays, beam-wall and beam-gas interactions, and stale information in the electronics leftover from a previous collision.

The $B\bar{B}$ MC simulates the noisy conditions in the detector by embedding random events in the MC. We searched for hard photons in the "noise" files used in the $B\bar{B}$
Table C.3: This table lists the number of events with an embedded 2.45 GeV "noise" shower that passed each of our analysis cuts. PR stands for Pseudoreconstructed.

<table>
<thead>
<tr>
<th>“Noise” clusters passing analysis cut</th>
<th>PR</th>
<th>Not PR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total # of events in sample</td>
<td>4826</td>
<td>2593</td>
</tr>
<tr>
<td># of events passing loose cuts</td>
<td>54</td>
<td>2539</td>
</tr>
<tr>
<td>Average weight</td>
<td>0.064</td>
<td>0.037</td>
</tr>
<tr>
<td>Average weight (all events)</td>
<td>0.037</td>
<td></td>
</tr>
</tbody>
</table>

MC and found that none of the “noise” events pass our shower selection cuts, so we conclude that the clusters caused by noise would probably not make it into our analysis and would contribute no weight. In addition, we compare random trigger data to the “noise” files and find that either the “noise” file is deficient in high energy clusters or the random trigger data has an above-average number of high energy clusters.

To estimate the effect of having a high energy noise cluster in our $B\bar{B}$ MC, we created a 2.45 GeV cluster at a fixed angle in the good barrel and embedded it in generic $B\bar{B}$ MC events and did the rest of the analysis. The number of events that passed each stage of the analysis and the average weight given to each event category are listed in Table C.7.

The “noise” file that has actually been used in the MC suggests a considerably lower noise level than do the random trigger events we have processed. We take the claimed background as half of that listed, with an error equal to the claimed background. The final background is given in Table C.4.
C.8 Sneak-Through Electrons

It is possible that electrons from semileptonic $B$ decay or from any $B\bar{B}$ events are a source of background to $b \rightarrow s\gamma$. Electrons deposit almost all of their energy in the calorimeter, and we usually veto them by requiring that a candidate cluster not be matched to a track in the drift chamber. Occasionally, electrons can cause a shower in the calorimeter and escape the track match veto. If the number of electrons that sneak through in data and MC is different, then this is a potential background that needs to be corrected. These electrons fall into one of two (admittedly broad) categories: 1) The electron radiates, and it is a $\gamma$ that enters the crystals, and 2) the electron itself enters the crystals.

The first category is properly included in the generic $B\bar{B}$ MC if the amount of material in the MC is the same as the amount of material in the detector. A comparison of the amount of material in CLEO II MC compared to the actual detector concluded that the accuracy was good to $\pm10\%$ indicating that we can take the MC as is for our central value [72].

The second category deals with clusters caused by electrons that actually enter the crystals, but fail to find a type-1 or type-2 match. An electron may "sneak through" and be considered a candidate cluster if its track is not found, poorly measured overall, or poorly measured in $z$. We developed code to identify sneak-through electrons in which the track is well-measured in $r-\phi$ but poorly measured in $z$, and we make a correction based on differences between the yields of these electrons in On-Off subtracted data and $B\bar{B}$ MC. For tracks that are not found or poorly measured, we use TOF information to derive the remaining electron contamination to our data and to our MC. The corrections are listed in Table C.5.
<table>
<thead>
<tr>
<th>Energy Range (GeV)</th>
<th>1.5 – 1.8</th>
<th>1.8 – 2.0</th>
<th>2.0 – 2.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other B modes</td>
<td>30.58 ± 1.00</td>
<td>13.45 ± 0.72</td>
<td>6.97 ± 0.56</td>
</tr>
<tr>
<td>Missed electrons</td>
<td>4.95 ± 2.82</td>
<td>1.79 ± 1.72</td>
<td>2.07 ± 1.34</td>
</tr>
<tr>
<td>FSR</td>
<td>14.92 ± 1.40</td>
<td>3.60 ± 0.76</td>
<td>1.65 ± 0.60</td>
</tr>
<tr>
<td>Random</td>
<td>0.38 ± 0.38</td>
<td>0.13 ± 0.13</td>
<td>0.20 ± 0.37</td>
</tr>
<tr>
<td>$K_L^0$ in MC</td>
<td>13.96 ± 1.22</td>
<td>3.00 ± 0.60</td>
<td>1.27 ± 0.40</td>
</tr>
<tr>
<td>$\pi$ in MC</td>
<td>4.52 ± 0.57</td>
<td>1.52 ± 0.38</td>
<td>0.32 ± 0.13</td>
</tr>
<tr>
<td>$K_L^0$ and $\pi$ “measured”</td>
<td>65.82 ± 25.17</td>
<td>0.00 ± 8.89</td>
<td>0.00 ± 11.36</td>
</tr>
<tr>
<td>Total</td>
<td>98.16 ± 25.42</td>
<td>14.45 ± 9.14</td>
<td>9.30 ± 11.48</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Energy Range (GeV)</th>
<th>2.0 – 2.7</th>
<th>2.1 – 2.7</th>
<th>2.2 – 2.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other B modes</td>
<td>8.95 ± 0.63</td>
<td>4.41 ± 0.43</td>
<td>1.98 ± 0.29</td>
</tr>
<tr>
<td>Missed electrons</td>
<td>5.03 ± 1.51</td>
<td>3.81 ± 1.09</td>
<td>2.96 ± 0.70</td>
</tr>
<tr>
<td>FSR</td>
<td>1.68 ± 0.60</td>
<td>0.22 ± 0.15</td>
<td>0.03 ± 0.02</td>
</tr>
<tr>
<td>Random</td>
<td>0.70 ± 0.70</td>
<td>0.60 ± 0.65</td>
<td>0.50 ± 0.59</td>
</tr>
<tr>
<td>$K_L^0$ in MC</td>
<td>1.33 ± 0.41</td>
<td>0.41 ± 0.26</td>
<td>0.06 ± 0.06</td>
</tr>
<tr>
<td>$\pi$ in MC</td>
<td>0.38 ± 0.13</td>
<td>0.14 ± 0.05</td>
<td>0.06 ± 0.04</td>
</tr>
<tr>
<td>$K_L^0$ and $\pi$ “measured”</td>
<td>0.00 ± 14.77</td>
<td>0.00 ± 12.40</td>
<td>0.00 ± 9.44</td>
</tr>
<tr>
<td>Total</td>
<td>14.65 ± 14.90</td>
<td>8.49 ± 12.47</td>
<td>5.35 ± 9.49</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Energy Range (GeV)</th>
<th>2.7 – 3.0</th>
<th>3.0 – 4.0</th>
<th>4.0 – 5.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other B modes</td>
<td>0.14 ± 0.02</td>
<td>0.46 ± 0.02</td>
<td>0.17 ± 0.01</td>
</tr>
<tr>
<td>Missed electrons</td>
<td>-0.16 ± 0.17</td>
<td>-0.45 ± 0.45</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td>FSR</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td>Random</td>
<td>0.19 ± 0.19</td>
<td>0.35 ± 0.35</td>
<td>0.96 ± 0.96</td>
</tr>
<tr>
<td>$K_L^0$ in MC</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td>$\pi$ in MC</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td>$K_L^0$ and $\pi$ “measured”</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td>Total</td>
<td>0.17 ± 0.25</td>
<td>0.35 ± 0.57</td>
<td>1.13 ± 0.96</td>
</tr>
</tbody>
</table>

Table C.4: B backgrounds other than the corrected B decay Monte Carlo given in Table 5.6. The “other B modes” listed here are further broken down in Table C.5. Note “$K_L^0$ and $\pi$ in MC” in this table is subtracted from the backgrounds, since it is replaced by “$K_L^0$ and $\pi$ measured.”
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<table>
<thead>
<tr>
<th>Energy Range (GeV)</th>
<th>1.5 – 1.8</th>
<th>1.8 – 2.0</th>
<th>2.0 – 2.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1 \to \pi \gamma$</td>
<td>3.11 ± 0.36</td>
<td>2.31 ± 0.32</td>
<td>1.88 ± 0.27</td>
</tr>
<tr>
<td>$\rho \to \pi \gamma$</td>
<td>0.99 ± 0.11</td>
<td>0.76 ± 0.19</td>
<td>0.46 ± 0.16</td>
</tr>
<tr>
<td>$\eta'$ 1</td>
<td>0.55 ± 0.04</td>
<td>0.11 ± 0.02</td>
<td>0.01 ± 0.00</td>
</tr>
<tr>
<td>$\eta'$ 2</td>
<td>0.17 ± 0.02</td>
<td>0.01 ± 0.00</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td>radiative $\psi$ (2-body)</td>
<td>5.69 ± 0.39</td>
<td>2.89 ± 0.28</td>
<td>1.81 ± 0.26</td>
</tr>
<tr>
<td>a1 $D^{**}$</td>
<td>0.81 ± 0.04</td>
<td>0.50 ± 0.04</td>
<td>0.11 ± 0.01</td>
</tr>
<tr>
<td>non-$B^0 T(4S)$</td>
<td>0.04 ± 0.01</td>
<td>0.05 ± 0.01</td>
<td>0.05 ± 0.01</td>
</tr>
<tr>
<td>radiative $\psi$ (3-body)</td>
<td>3.91 ± 0.42</td>
<td>0.83 ± 0.29</td>
<td>0.03 ± 0.01</td>
</tr>
<tr>
<td>$D^{(*)}\omega$</td>
<td>15.31 ± 0.72</td>
<td>5.99 ± 0.46</td>
<td>2.62 ± 0.38</td>
</tr>
<tr>
<td>Total</td>
<td>30.58 ± 1.00</td>
<td>13.45 ± 0.72</td>
<td>6.97 ± 0.56</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Energy Range (GeV)</th>
<th>2.0 – 2.7</th>
<th>2.1 – 2.7</th>
<th>2.2 – 2.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1 \to \pi \gamma$</td>
<td>2.45 ± 0.32</td>
<td>1.44 ± 0.26</td>
<td>0.56 ± 0.17</td>
</tr>
<tr>
<td>$\rho \to \pi \gamma$</td>
<td>0.72 ± 0.21</td>
<td>0.49 ± 0.19</td>
<td>0.26 ± 0.13</td>
</tr>
<tr>
<td>$\eta'$ 1</td>
<td>0.02 ± 0.01</td>
<td>0.01 ± 0.00</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td>$\eta'$ 2</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td>radiative $\psi$ (2-body)</td>
<td>2.47 ± 0.31</td>
<td>1.32 ± 0.23</td>
<td>0.65 ± 0.18</td>
</tr>
<tr>
<td>a1 $D^{**}$</td>
<td>0.11 ± 0.01</td>
<td>0.02 ± 0.01</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td>non-$B^0 T(4S)$</td>
<td>0.22 ± 0.02</td>
<td>0.19 ± 0.01</td>
<td>0.16 ± 0.01</td>
</tr>
<tr>
<td>radiative $\psi$ (3-body)</td>
<td>0.03 ± 0.01</td>
<td>0.01 ± 0.01</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td>$D^{(*)}\omega$</td>
<td>2.95 ± 0.39</td>
<td>0.92 ± 0.16</td>
<td>0.35 ± 0.08</td>
</tr>
<tr>
<td>Total</td>
<td>8.95 ± 0.63</td>
<td>4.41 ± 0.43</td>
<td>1.98 ± 0.29</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Energy Range (GeV)</th>
<th>2.0 – 2.7</th>
<th>2.1 – 2.7</th>
<th>2.2 – 2.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1 \to \pi \gamma$</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td>$\rho \to \pi \gamma$</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td>$\eta'$ 1</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td>$\eta'$ 2</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td>radiative $\psi$ (2-body)</td>
<td>0.01 ± 0.01</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td>a1 $D^{**}$</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td>non-$B^0 T(4S)$</td>
<td>0.13 ± 0.01</td>
<td>0.46 ± 0.02</td>
<td>0.17 ± 0.01</td>
</tr>
<tr>
<td>radiative $\psi$ (3-body)</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td>$D^{(*)}\omega$</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
</tr>
<tr>
<td>Total</td>
<td>0.14 ± 0.02</td>
<td>0.46 ± 0.02</td>
<td>0.17 ± 0.01</td>
</tr>
</tbody>
</table>

Table C.5: Yields in various energy bins for specific $B$ modes that we added to the MC. Totals from this table are the "other $B$ modes" in Table C.4.
APPENDIX D

Flattening the Weights

Table 6.3 shows how many photons lie between 2.0 and 2.7 GeV for the eight different $K^*$ modes. The fraction of events with photons between 2.0 and 2.7 GeV drops as the mass increases. The the shape of the $X_s$ decay affects how heavily the event will be weighted. A lighter resonance such as $K^*(890)$ recoiling against a higher energy photon will produce $X_s$ decay products that are collimated in a narrow jet matching the signature for $b \rightarrow s\gamma$ very well. A heavier resonance, however, will usually have a lower momentum and broader decays that look less like the “typical” $b \rightarrow s\gamma$ events. Heavier $K^*$ events will be weighted less heavily than the lighter $K^*$ events, contributing to the dependence of the efficiency on $X_s$ mass. If our measured values of the weight depend on the $X_s$ mass, then our overall efficiency will depend on the $X_s$ mass distribution as well. A dependence on the $X_s$ mass implies a dependence on the parameters of the model, hence model dependence.

There is a way out of this predicament. If we know how the weights depend on $X_s$ mass, then we can adjust the weight value for each reconstructed event based on its $X_s$ mass. Once we have made this correction, we expect that the average weight for reconstructed events will be independent of $X_s$ mass. Our overall efficiency will be less dependent on the model parameters that determine the $X_s$ mass distribution.
Knowing that the average weight depends on $X_s$ mass in the simple way shown in Figure D.1, we adjust the weight value for each event based on its $X_s$ mass. Our procedure is to fit the dependence in Figure D.1 to a straight line, and then scale the weight value for each reconstructed event based on its measured $X_s$ mass. Specifically, the weight is scaled by

$$\frac{0.15}{0.22 - 0.082 \times (M - 0.8)}.$$

The straight line that fits the dependence of the $X_s$ mass is also shown in Figure D.1 along with its inverse. For events that are not reconstructible, we cannot apply this correction procedure and are stuck with the mass-dependence contributed by those events. Once we have made the correction, we expect that the average weight for reconstructed events will be independent of $X_s$ mass to the extent that we have good measures of $X_s$ mass. The effect of this correction is shown in Figure D.2. This should then translate into our overall efficiency being less dependent on the model parameters that determine the $X_s$ mass distribution. This is demonstrated in Table 6.3.

We will refer to the adjust weight value as $w_{flat}$. We can choose any weight we want for each event without bias, but as we stray from the optimum value, we will pay a price in statistical precision. Based on MC, we expect that using $w_{flat}$ will result in an error on $B(b \to s\gamma)$ to be $0.21 \times 10^{-4}$. 
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Figure D.1: The average weight \( w \) as a function of the reconstructed \( X_s \) mass for events that were pseudoreconstructed. The average \( w \) (the effective efficiency) value decreases as \( X_s \) mass increases, introducing a model dependence. The dotted line is a fit to the \( X_s \) mass dependence, while the rising line (solid) is the inverse of the dotted line. The dotted line is the factor by which we scale \( w \) to “flatten” the weights for a given \( X_s \) mass.
Figure D.2: The upper plot shows the average value of $w$ as a function of generated $X_s$ mass for reconstructed events. Similarly, the lower plot shows $\langle w \rangle$ as a function of generated $X_s$ mass for all events. The flattening works very well for the reconstructed events (top plot), but the effect is diluted with the addition of non-reconstructible events in the lower plot. This procedure leaves some mass dependence, but it is significantly reduced.
APPENDIX E

Knob-Turning Studies

Here, we describe the knob-turning studies we did to evaluate the systematic error due to detector modeling. We define the "Nominal" efficiency as the reference point for the knob-turning study. It is the efficiency (defined as sum of flattened weights between 2.0 - 2.7 GeV and with |\cos\theta| < 0.7 divided by total number of \( b \rightarrow s \gamma \) events generated) for the MC with no change. The central value for the inclusive efficiency is taken to be \( m_b = 4783 \text{ MeV}/c^2 \) and \( p_F = 350 \text{ MeV}/c \). We take the average of the efficiency calculated from the \( K^\ast \) sum sample and the efficiency calculated from the JETSET MC sample to be our nominal efficiency: \( \epsilon = 4.08\% \). This value is not the same as the central value that we eventually obtain as our final efficiency, but as long as we determine the percentage difference of each turn of the knob relative to the nominal, we can apply the results to the final efficiency regardless of what that nominal value actually is. The sum total of the systematic error obtained from the knob-turning studies is \( \pm 0.057\% \) out of a nominal efficiency of \( \epsilon = 4.08\% \). The combined knob-turn error of \( \pm 0.057 \) out of 4.08 is a relative error of 1.4\%.
E.1 CHINEFF - Charged Track Inefficiency

This is a study of the charged particle detection efficiency, determining the effect of not detecting an existing charged particle track. The uncertainty in tracking efficiency is expected to be about 1%. The loss of tracks will affect the event's energy distribution and hence the shape variables. In addition, it will also affect our ability to accurately pseudoreconstruct the event and find leftover leptons. To test the impact of charged track inefficiency, we discard at random 2% of the tracks from the standard set of signal MC and measure the change in efficiency and obtain a $b \rightarrow s\gamma$ efficiency of $\epsilon = 3.95\%$. The difference between this efficiency and the nominal is 0.131%. Since we have doubled the effect of this knob by pitching tracks with a probability of 2% instead of 1%, we cut this number in half for a systematic error of $\pm 0.033$.

E.2 PHINEFF - Photon Inefficiency

This is a study of the photon identification efficiency. About 2% of the time, we do not detect an existing high energy cluster. This will affect not only our ability to find and identify candidate photons, but secondarily, it will change the energy distribution of the event, affecting our shape variables. Since we need to find both the candidate and sibling clusters in order to perform the $\pi^0/\eta$ veto, the shower inefficiency will also decrease the efficiency of the $\pi^0/\eta$ vetoes increasing the likelihood that a $\pi^0/\eta$ daughter will sneak through the veto and fake a candidate photon. To measure the effect of this photon inefficiency on our $b \rightarrow s\gamma$ efficiency, showers are thrown out randomly with a 2% probability per shower giving a $b \rightarrow s\gamma$ efficiency of $\epsilon = 3.96\%$. The difference between this efficiency and the nominal
is 0.12%. We expect our signal efficiency to drop by 2% due to the fact that the random photon we pitch could be our candidate photon. Subtracting 2% of the nominal (0.08%) from the efficiency difference gives an overall change of 0.041. This adds a systematic error of ±0.021.

E.3 NOTMNG - Tracking Package not used

The purpose of the second generation track quality package, TRKMNG, is to get rid of bad tracks and to associate each particle with one and only one track without vetoing too many good tracks. Since it is not always possible to accomplish these goals with perfect accuracy, we determine whether using TRKMNG biases our $b \rightarrow s\gamma$ efficiency in some way by running the analysis without using the TRKMNG track quality package. Without TRKMNG, we obtain a $b \rightarrow s\gamma$ efficiency of $\epsilon = 4.23\%$. This differs from the nominal by 0.1509. Since turning TRKMNG off entirely is a drastic change, we take the systematic error to be ±1/5 of the difference, or ±0.030.

E.4 NOSPLITF - Splitoff Package not used

The purpose of the splitoff package, SPLITF, is to reject splitoff showers caused by hadrons interacting strongly in the crystals. We need to correctly identify the sources of the splitoff showers in the calorimeter or else we may falsely assume that they are candidate photons. We run the analysis with the SPLITF package turned off and obtain a $b \rightarrow s\gamma$ efficiency of $\epsilon = 4.22\%$. This differs from the nominal by 0.140. Not using the splitoff package at all is a significant change and we believe that it overestimates the effect by at least a factor of 5. We take the systematic error to be ±1/5 of the difference, or ±0.028.
E.5 MISTRA - Error in Track Momentum Measurement

The track momentum in our QQ generated MC is smeared out by CLEOG in such a way as to match the resolution of the momentum measurement in data. To determine how sensitive we are to the magnitude of this smearing, we run the analysis again and increase the error in track momentum measurement by 10% of itself. We obtain a $b \to s\gamma$ efficiency of $\epsilon = 4.08\%$. This differs from the nominal by 0.0058. We take the 10% track momentum measurement error to be a conservative estimate of the systematic error, so the systematic error is ±0.006.

E.6 MISPHO - Error in Photon Momentum Measurement

The photon momentum in our QQ generated MC is smeared out by CLEOG in such a way as to match the resolution of the momentum measurement in data. We test our sensitivity to the magnitude of this smearing by running the analysis again and increasing the error in shower momentum measurement by 10% of itself. We obtain a $b \to s\gamma$ efficiency of $\epsilon = 4.08\%$. This differs from the nominal by 0.0049. We take the 10% shower momentum measurement error to be a conservative estimate of the systematic error, so the systematic error is ±0.005.

E.7 RNENRG - Effect of shifts in $E_{beam}$

The uncertainty in the beam energy can contribute to uncertainty in the efficiency. Poor knowledge of $E_{beam}$ will affect our pseudoreconstruction as well as our neural net analysis. To quantify the effect that this uncertainty has on our efficiency, we have made shifts in the beam energy, generating signal MC with one value of
<table>
<thead>
<tr>
<th>Energy Shift</th>
<th>Efficiency, $\epsilon$ (%)</th>
<th>$\delta\epsilon$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>+3 MeV</td>
<td>4.0872</td>
<td>+0.0047</td>
</tr>
<tr>
<td>+2 MeV</td>
<td>4.0861</td>
<td>+0.0036</td>
</tr>
<tr>
<td>+1 MeV</td>
<td>4.0855</td>
<td>+0.0030</td>
</tr>
<tr>
<td>0 MeV</td>
<td>4.0825</td>
<td>0.0000</td>
</tr>
<tr>
<td>-1 MeV</td>
<td>4.0818</td>
<td>-0.0007</td>
</tr>
<tr>
<td>-2 MeV</td>
<td>4.0795</td>
<td>-0.0030</td>
</tr>
<tr>
<td>-3 MeV</td>
<td>4.0764</td>
<td>-0.0061</td>
</tr>
</tbody>
</table>

Table E.1: The nominal value for the efficiency is listed in the middle of this table with a shift of 0 MeV. We shifted the value of $E_{\text{beam}}$ up and down in 1 MeV increments up to ±3 MeV. The resulting efficiency and change in efficiency from the nominal is shown.

$E_{\text{beam}}$ and analyzing it with a shifted value. The results of these shifts is summarized in Table E.1.

The most conspicuous feature of the data is the linear behavior. We expected that the data would form a parabola about 0 MeV, with the efficiency dropping as we moved farther away from the actual value of $E_{\text{beam}}$. Instead, we saw a linear behavior, a change of 0.0018 per 1 MeV, and no evidence for quadratic behavior. We write the efficiency as a function of change in $E_{\text{beam}}$:

$$\epsilon(\Delta E_{\text{beam}}) = 4.0825 + 0.0018\Delta E_{\text{beam}} \pm 0.0001(\Delta E_{\text{beam}})^2.$$  

We assume that the energy corrections bring the beam energy to within $\Delta E_{\text{beam}} = \pm 1/2$ MeV of the correct value, giving us an error to efficiency of ±0.0009. We also believe that the mean square width of the beam is $(\Delta E_{\text{beam}})^2 = 9$ MeV², giving us ±0.0009. Combining these two gives a total error from beam energy of ±0.0012 out of $\epsilon = 4.0825$, a ±0.03% error.
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