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Abstract

In many areas of science and engineering, both problem and dataset sizes are increasing rapidly due to technological advances that enable generation and storage of such data. Many of the datasets generated are irregular, in the sense that no immediately observable or predictable pattern exists among data elements. Lack of such patterns makes it difficult to find simple, effective and efficient mechanisms to partition data for scalable parallel processing. Moreover, the hierarchy of the parallel processing systems becomes more complex with the drastic increase in system sizes. Thus, a scalable partitioning and mapping data and tasks to processors has become critical to application performance. In the literature, this problem is referred as the mapping problem.

Computational tasks in scientific computing are modeled either by using spatial information (geometric model) or connectivity based topological information (such as the graph/hypergraph models). The mapping problem is usually solved with a two-phase approach; in the first phase, a load-balanced partitioning of the tasks (data) is found, while in the second phase, each part is mapped to a physical processor. In this work, two-phase mapping problems are investigated. The load-balancing problem is studied in the contexts of both spatial (geometric) partitioning problems and
connectivity-based (hypergraph) partitioning, and task mapping methods are proposed using spatial and connectivity-based (graph) models.

For the applications with spatial information, spatial partitioning is used for the load-balancing purposes. In this work, parallel spatial partitioning methods are investigated on distributed systems, and a parallel multi-jagged algorithm (MJ) is proposed and implemented. In contrast to the traditional recursive coordinate bisection algorithm (RCB), which recursively bisects subdomains, the proposed parallel algorithm does recursive multi-sections in each dimension. It concurrently computes multiple cuts in the dataset, therefore it reduces the recursion depth with respect to RCB. Moreover, it implements wise algorithms to predict the cost of the data movements, and avoids data movements when the gain is predicted not to amortize the data movement cost. This reduces the data movements throughout the execution, and significantly improves the scalability of the algorithm compared to the efficient implementations of RCB. Once the load-balance is achieved, further optimizations are exploited with task mapping using spatial models. Using the proposed geometric partitioner MJ, a geometric mapping algorithm is proposed. The proposed mapping algorithm judiciously assigns the interdependent tasks to the nearby cores, and hence, lowers the distances the messages need to travel and the congestion in the network.

The spatial models have a major drawback as they do not provide an exact model for the actual communication requirements. This becomes problematic especially for the applications that have irregular communication patterns. In such applications,
the load distribution to the processors with minimized the inter-processor communication overhead, which is crucial for parallel application performance, is achieved with connectivity-based models and partitioners adapting these models. In this work, a novel directed hypergraph model that allows the optimization of multiple communication metrics (such as maximum communication volume, maximum number of messages, total number of messages as well as the traditional total communication volume) is proposed. A multi-objective and k-way hypergraph partitioning algorithm that improves multiple communication metrics in a single phase is studied. The proposed model and algorithm are implemented under a software tool, UMPa. In order to improve the scalability, parallelization of hypergraph coarsening and matching methods on multicore architectures are examined. Moreover, since the matrices and hypergraphs are expected to be bigger and more complex in future, efficient compression and sparsification techniques are investigated to reduce processing time. Further optimizations for the communication overhead minimization are investigated by using graph models in task mapping problem for the applications with connectivity information. As the spatial models do not provide an exact model for the communication requirements of unstructured applications, graph mapping algorithms that accurately addresses various communication metrics are proposed and the effect of these communication metrics on the actual communication time is investigated.
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Chapter 1: Introduction

Due to the technological advances in recent decades, the sizes of data in scientific computing is increasing exponentially. This is forcing scientific computing experts to execute their tasks in parallel not only to overcome the data storage limitations of single node computers, but also to achieve higher performance. However, the computational tasks in scientific computing usually have complex interaction patterns. A good distribution of the computational tasks to the processing units is crucially important for a better utilization of the computation and communication units, less energy usage and shorter execution times. In addition, as the number of processors in new supercomputers grows from $O(100K)$ to $O(1M)$ and beyond, the supercomputers get larger and hierarchical networks. Many users concurrently submit jobs with different sizes, and processor allocations become sparse and spread further in the network. This causes the communication messages to travel long routes, and network links to be congested due to the heavy traffic. Therefore not only a good partitioning of the computational tasks, but also a good assignment of them to the
supercomputers’ cores is crucial to obtain a high performance. This problem is called 
*Mapping Problem* in the literature.

The computational tasks in scientific computing can be represented using different 
models. Graph/hypergraph models use the connectivity-based information, whereas 
the geometric models use the spatial information. In the literature, the mapping 
problem is solved using either model, usually with a two-phase approach [26,27,49,89]. 
In the first phase, a load balanced partition of the tasks is found, then, in the second 
phase the obtained parts are mapped to cores of a supercomputer. On the other hand, 
one-phase approaches [68,115,116,143] solve the partitioning and mapping problems 
concurrently. In this work, our focus is on the two-phase approaches.

The applications using geometric models are those for which the geometric locality 
is important, such as particle simulations, crash simulations, and parallel volume 
rendering. For example, particle simulations simulate dynamic system of particles 
under the influence of the gravitational forces, which are calculated by using the 
locations of the particles [92,122]. Crash simulations simulate the transformation of 
a vehicle’s kinetic energy into deformation energy in order to evaluate the safety of the 
vehicle [32]. They use the geometric information of the elements for collision detection. 
Similarly, by using the geometry information, volume rendering applications calculate 
the projection of a 3D dataset on 2D display [98]. Such applications model their data 
using the geometric models, and most of the time there is no connectivity information 
on hand. When such applications are run in parallel, they require mapping methods to
preserve the data locality in order to reduce either the inter-processor communications or the data duplications. Therefore, mapping methods that are to be used by these applications need to adapt the geometric models.

On the other hand, the applications such as linear solvers, preconditioners, electrical circuit simulations, finite element methods have more irregular interactions between their tasks [40, 74, 77, 147]. They model their data using connectivity-based models, since their communication interdependencies are represented by those, rather than geometry. Effective parallelization of these applications requires mapping methods with connectivity-based models. Therefore, there is not a single model and a mapping method that meets the needs of all scientific applications. For these reasons, in this work, the load-balancing problem and task mapping problems are studied using both connectivity-based and spatial (geometric) models and methods.

Table 1.1: Overview of this work. The load-balancing and task mapping problems, that are first and second phases of the mapping problem respectively, are studied using both geometric and connectivity-based models from Chapter 3 to Chapter 7.

<table>
<thead>
<tr>
<th>Models</th>
<th>Load-Balancing</th>
<th>Task Mapping</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometric</td>
<td>Chapter 3 [62]</td>
<td>Chapter 6 [63]</td>
</tr>
<tr>
<td>Connectivity-Based</td>
<td>Chapter 4, 5 [44, 45, 57, 61]</td>
<td>Chapter 7 [60]</td>
</tr>
</tbody>
</table>

Table 1.1 gives the overview of the rest of this dissertation. Below we briefly describe contributions of this work in the context of the-state-of-the-art, where the
details of these are presented in Chapters 3 to 7. In Chapter 2, background information about the models as well as the load-balancing and task mapping problems is presented. In Chapter 3 and 4, the load-balancing problem has been studied in the contexts of geometric and connectivity-based (hypergraph) models. Chapter 5 presents parallelization (Section 5.1) and sparsification techniques (Section 5.2) to improve the running time of the hypergraph partitioning problem. Similarly, Chapter 6 and 7 study the task mapping problem using geometric and connectivity-based (graph) models. Finally, Chapter 8 presents the conclusion and plans for future work for the dissertation.

1.1 Load-Balancing

A good partitioning should divide the load among the processors as evenly as possible, while minimizing the inter-processor communications. In the literature, algorithms have been proposed using connectivity-based information [36, 37, 42, 84, 145]; and geometric information [10, 16, 109, 119, 126, 139] to solve the partitioning problem. Also, a hybrid algorithm that uses both geometric model and connectivity-based models have been studied in [133]. Yet the partitioning problem remains NP-Hard [101], making it challenging to develop effective and scalable solutions.

1.1.1 Partitioning using Geometric Models

Geometric (spatial) partitioning is fast and effective for load-balancing dynamic applications that require geometric locality of data. While there exist several works
that study the serial spatial partitioning methods [10, 16, 109, 119, 120, 126, 139] in the literature, there exist fewer efforts to parallelize the spatial partitioning process. For example, Zoltan package [65] provides a distributed parallel implementation of Recursive Coordinate Bisection (RCB) [16] algorithm, in which a cutting plane perpendicular to a coordinate axis is computed such that the total weight of data on each side of the cutting plane is equal; the resulting two subregions are then recursively divided until the desired number of parts is obtained. This algorithm recursively bisects the dataset, and migrate the data after each bisection so that a data locality in the processors is obtained and further partitionings can be performed by a subset of the processors on a subset of the data. Therefore, depending on the initial data distribution, it might cause significant data movement which is in the order of $O(k)$, where $k$ is the number of the parts. In Chapter 3, we present, to our knowledge, the first hybrid parallel (MPI+OpenMP) geometric partitioning algorithm. The algorithm computes multiple cut planes concurrently. This reduces the number of recursion levels, therefore the worst-case cost of the data movements. Moreover, smart heuristics to predict the cost of the data movement are studied, such that the algorithm decides whether to migrate or not during run time. The experiments that are run on variety of the datasets (e.g., synthetic and real datasets with different initial distributions) show that the proposed algorithm performs and scales better than the existing RCB method without degrading the load balance. The implementation computes 65,536
parts of 24 billion points within a few seconds and exhibits near perfect weak scaling up to 6144 cores.

1.1.2 Partitioning using connectivity-based models

The connectivity-based partitioning problem, specifically the hypergraph models and hypergraph partitioning methods, is studied in Chapter 4. To solve this partitioning problem, several graph [84, 145] and hypergraph models have been proposed [36,37,42] in the literature. These models transform the partitioning problem such that the balance restriction on part weights corresponds to the load balance in a parallel environment, and the minimization objective relates to the minimization of the communication between the processing units. Graphs models [93,117,124] usually minimize the edge-cut which is an approximation to total communication volume, where as hypergraph models [38,64,95,142] can accurately model the total communication volume metric. However, other communication metrics such as the total number of messages, the maximum amount of data transferred by a processor, or a combination of them are equally, if not more, important. Unlike most of the previous graph and hypergraph partitioners, the main objective in Chapter 4 is to minimize multiple communication cost metrics, while preserving the load-balance of the processing units. Although there exist studies addressing the minimization of multiple communication cost metrics (such as [25,136]), they work in separate phases where each phase is concerned with disjoint subsets of communication cost metrics,
possibly at the expense of other phases. Unlike these multi-phase studies, in one-phase approach the aim is to concurrently minimize multiple communication metrics in a single partitioning phase. Chapter 4 shows that the existing graph/hypergraph models are not suitable for the other communication metrics, and proposes a directed hypergraph model that allows the optimization of multiple communication metrics, such as maximum communication volume, maximum number of messages, total number of messages as well as the traditional total communication volume. Also, since the minimization of the per-processor communication cost metrics requires a global view of the partition, the use of direct \( K \)-way partitioning heuristics are suggested instead of traditional recursive bisection algorithm; and new multi-objective \( K \)-way refinement heuristics are proposed. The proposed model and the methods are implemented a under software tool, UMPa. We show that, on average, UMPa produces 24\%, 17\%, 20\% better partitions (than the best state-of-part hypergraph partitioner) in terms of the maximum communication volume, maximum send message and total message, respectively.

1.1.3 Runtime improvements for Hypergraph Partitioning

Although high quality partitions can be obtained with the connectivity-based methods, their run times can be expensive due to their computational complexities. This problem is addressed in Chapter 5. The parallelization techniques to speed-up the hypergraph partitioning process are investigated in Section 5.1, whereas the sparsification techniques to reduce the size of the problems are studied in Section 5.2.
Most of the current-state-of-the art hypergraph partitioners are designed and implemented before the advancements in multi-core computing. Thus, utilization of such advancements have become important in such tools for reducing the cost of the partitioning process. Hypergraph partitioners follow the multi-level approach, which consists of three phases: coarsening, initial partitioning, and uncoarsening. The coarsening phase is the first phase and it corresponds to the clustering of the highly connected vertices in the hypergraph. It iteratively reduces the hypergraph size, and obtains smaller and similar hypergraphs to the original hypergraph. At the initial partitioning phase, an initial solution is found for the coarsest hypergraph, and this solution is iteratively refined and back-projected to the original hypergraph in uncoarsening phase. A parallelism can be exploited in all of these three phases. However, only the parallelization of the coarsening step is studied in Section 5.1, since the coarsening phase is the most time consuming phase of a traditional recursive bisection based multi-level partitioning, and its worst case time complexity is quadratic, while the other phases have linear time complexities in most of the implementations. Moreover, it is the most important phase of the partitioning. The quality and runtime of the following phases and the overall partitioning process highly depends on the quality obtained in the coarsening phase. Therefore, we present three efficient multi-threaded clustering algorithms for the hypergraph coarsening in Section 5.1. Their performance are compared with that of the ones currently used in today’s hypergraph partitioners. Experiments on a large number of hypergraphs show that the
proposed parallel algorithms achieve good speedups without any harm on the quality of the partitioning.

The runtime of hypergraph partitioning process can be further improved by data compression and sparsification techniques regardless of the underlying architecture properties. There exist a few works that partially study the hypergraph compression techniques in the literature. For example, a compression technique that removes the identical nets has been used in [11, 38, 64], however, the effectiveness of the sparsification is not studied in detail. In addition, some of the state-of-art hypergraph Partitioners PaToH and Zoltan, have some implementations for hypergraph compression but not sparsification. The cost of the identical net removal methods does not amortize in PaToH, therefore it is disabled. On the other hand, Zoltan offers some sorting based compression techniques, which has room for further improvements. Novel hypergraph compression and sparsification techniques and the problem of handling the large data in partitioning problem are investigated in Section 5.2. A set of compression and sparsification techniques is presented and these techniques are implemented under UMPa [45, 57] for the hypergraph partitioning problem. Experiments on a large set of hypergraphs from various classes show that these techniques significantly reduce the cost of the partitioning process with a minimal harm on the partitioning quality.
1.2 Task mapping

The first phase of the mapping problem is completed once the desired number of parts are obtained via load-balancing. Mapping parts, and hence applications’ tasks, to the cores of a parallel computer is performed in the second phase of the mapping problem. This becomes crucial for obtaining high performance, since the number of processors in new supercomputers is growing from $O(100K)$ to $O(1M)$. The supercomputers have larger and more complex networks, and more users are using them concurrently. Most of the supercomputers allow sparse processor allocations for the user jobs (e.g., Cray, clusters). Users concurrently submit jobs with various sizes, thus most of the time, processor allocations become sparse, and communicating tasks are potentially placed farther in the network. This causes communication messages to travel longer routes, furthermore, network links to be congested with heavy traffic. Thus communication stalls might occur more often on the communication links, which can be an important obstacle to obtain a better performance on large supercomputers. This increases the importance of the task mapping algorithms, that place the heavily communicating tasks to the nearby cores, so that the distances that messages must travel and the amount of congestion in the network are lowered. Chapter 6 and Chapter 7 address this task mapping problem.
1.2.1 Task mapping using geometric models

Most of the research on task mapping are carried out for the block-based allocations (e.g., IBM’s BlueGene systems) [5, 20, 80, 148]. Unlike these works, the focus of the mapping algorithms presented in Chapter 6 are the non-contiguous sparse allocations. However, mapping strategies developed for general allocations can be used automatically for the more restricted case of block allocations. Regardless of the allocation type, the mapping problem can be modeled using either connectivity-based or spatial models. In the literature, most of the research carried out are based on the graph models [26, 28, 49, 50, 100]. Unlike most of the previous research, in this work the mapping problem is formulated using the geometric models as will be presented in Chapter 6. The proposed geometric mapping algorithm [63] is used to reorder the tasks and processors using their geometric information. This reordering is later used to map the tasks that are close to each other to the nearby processors. The experiments on two different regular applications show that the proposed mapping method reduced the total execution time up to 34% on average on 65,536 cores of a Cray XE6. The mapping algorithm is also compared to the existing mapping methods, and shown that it obtains better performance results. In addition, we evaluate mapping metrics using performance counter information from the Cray Gemini routers.

1.2.2 Task mapping using graph models

Geometric models to perform task mapping are not applicable when the applications have no geometry information, or the communication pattern is irregular.
Moreover, some of the new interconnection networks (e.g., DragonFly Network) cannot be accurately represented with the geometric models. In Chapter 7, we propose novel graph-based task mapping algorithms for sparse allocations.

Using the graph models, we show accurate representation of mapping the application onto the interconnection network so that various communication overhead metrics are captured correctly. Using this model, efficient mapping algorithms that obtain high quality mappings have been proposed. We show that these mapping methods accurately minimize various communication overhead metrics. On the experiments on two irregular application, we show improvements on the overall execution time of the applications up to 23% and 43% by just performing an accurate placement of the tasks on the allocated processors.

1.3 Summary of contributions of this dissertation

This dissertation has contributions on the two-phase mapping problem on both geometric models and connectivity-based models, which improve the state of art in terms of various aspects. This contributions are summarized below.

- **New algorithms for parallel geometric load-balancing:** To our knowledge, first hybrid (MPI+OpenMP) parallel geometric partitioning algorithm has been proposed. Techniques that significantly improve overall partitioning time by minimizing data movement has been studied.
• **New algorithms for geometric task mapping:** Using the proposed geometric partitioning algorithm and geometric models, a geometric task mapping algorithm has been proposed.

• **Novel directed hypergraph model:** The lack of the existing models on modeling the applications’ communication requirement for multiple communication metrics has been shown, and a directed hypergraph model that accurately models various communication metrics has been proposed.

• **New algorithms and tools for connectivity-based load-balancing and mapping:** Partitioning and mapping algorithms that can handle multiple communication metrics have been proposed.

• **New hypergraph compression and sparsification techniques:** In order to speed up the methods adapting connectivity-based models, compression and sparsification techniques that are used to represent the large hypergraphs in smaller and similar ways have been proposed.

• **Novel parallel matching and clustering algorithms:** In order to speed up the hypergraph partitioning process, novel parallel algorithms have been proposed for hypergraph matching and clustering.
Chapter 2: Background

The mapping problem can be defined as the combinatorial optimization problem that aims to reduce the overall execution time of a parallel application by assigning its tasks to a parallel computer’s processors in which the computational load is distributed evenly to the processors with a good inter-processor communication pattern. Finding the optimal solution to mapping problem is NP-Complete [52, 107]. Therefore, various sub-optimal heuristics have been proposed in the literature.

A mapping method models the underlying computational structure of the tasks using two general models: geometric models, connectivity-based models. Regardless of the model that has been used, mapping methods both partition and map the tasks to the processors. They achieve the computational load-balance of the processors and inter-processor minimization by partitioning the tasks to the processes, and further improvements on the communication pattern (e.g. reducing the distance messages travel, or the physical link contentions) are addressed by mapping of the partitions to the physical processors. Existing mapping heuristics can be divided into two classes: single-phase and two-phase methods. The algorithms in the former class perform
simultaneous partitioning and mapping [68, 115, 143], whereas those in the latter partition the tasks in the first phase and map these partitions to the processors in the second one. In this work, we focus on the two-phase approaches, and below we explain the load-balancing and task mapping, which are the first and second phases of a two-phase mapping method, respectively.

2.1 Preliminaries

In scientific computing, the models that have been used to represent the computational tasks and their interactions can be broadly divided into two categories: geometric and connectivity-based. Below we define these models.

2.1.1 Geometric Data

Geometric models represent the computational tasks by their physical coordinates (e.g., (x,y,z) in 3D). Each task is associated with a weight representing the computation cost of the task. They leverage the assumption that computations which are close by in the space are more likely to share data than computations that are far in the space. Therefore, rather than an exact model for the communication requirement of the application, they provide an estimate model on the applications’ communication. They are widely used for applications such as contact detection and particle methods for which geometric locality of data is important. Moreover, they can be used in applications where connectivity information is unavailable, such as particle methods or visualization.
2.1.2 Connectivity-Based Models

Connectivity-based methods model the tasks and their interaction as a graph or a hypergraph with computation weights on the nodes and communication volumes on the edges or hyper edges. They provide a more accurate model for the communication requirements, however, they are usually computationally expensive and require to build an accurate graph (or hypergraph) model of the computation. These models suit well for the applications in which the interactions between tasks are irregular.

2.1.2.1 Graph Models

An undirected graph $G = (V, E)$ is defined as a set of vertices $V$, and a set of edges $E$. Each edge $e \in E$ connects a two distinct vertices, and the number of edges adjacent to a vertex $v \in V$ is called the degree of $v$. The vertices and edges of the graph can be associated with weights and costs, respectively. Graph models model an application by representing its tasks with vertices, and their interactions with edges. The weights associated with the vertices correspond to the computational weights of the tasks, while the costs associated with the edges correspond to the communication cost between these tasks. Graph models are useful and accurate when modeling interactions that are exactly between two tasks, however, it has some deficiencies when modeling more complex interactions that could involve more than two tasks.
### 2.1.2.2 Hypergraph Models

A hypergraph $\mathcal{H} = (\mathcal{V}, \mathcal{N})$ is defined as a set of vertices $\mathcal{V}$ and a set of nets (hyperedges) $\mathcal{N}$ among those vertices. A net $n \in \mathcal{N}$ is a subset of vertices and the vertices in $n$ are called its *pins*. The number of pins of a net is called the *size* of it, and the *degree* of a vertex is equal to the number of nets it belongs to. We use $\text{pins}[n]$ and $\text{nets}[v]$ to represent the pin set of a net $n$, and the set of nets containing a vertex $v$, respectively. Vertices can be associated with weights, denoted with $w[\cdot]$, and nets can be associated with costs, denoted with $c[\cdot]$. Hypergraph models model an application by representing its tasks with vertices, and their interactions with nets. The weights associated with the vertices correspond to the computational weights of the tasks, while the costs associated with the nets correspond to the communication cost between these tasks. Hypergraphs can be considered as generalization of graph models which allows to represent complex interactions that could involve more than two tasks.

### 2.2 Load Balancing Problem and Models

The basic aim of the load-balancing is to distribute the workloads evenly across multiple processors. The methods adapting geometric models are called spatial partitioning methods, while those adopting graph and hypergraph connectivity-based models are called graph and hypergraph partitioning methods, respectively. Below we formally describe spatial partitioning, and hypergraph partitioning.
2.2.1 Spatial partitioning

Spatial partitioners use only geometric information from the application to compute partitions. They have several advantages over graph- or hypergraph-based methods. Spatial partitioners typically have lower runtimes to compute partitions. They assign physically close objects together within a processor; this feature is important for applications such as contact detection and particle methods for which geometric locality of data is important. And they can be used in applications where connectivity information is unavailable, such as particle methods or visualization.

The input to spatial partitioners includes a set of physical coordinates (e.g., $(x, y, z)$ in 3D) and, optionally, weights associated with each point. Additionally, desired part sizes can be provided; the algorithmic details of handling nonuniform part sizes are straightforward. The output of spatial partitioners is a list of part numbers to which the input points are assigned.

Formally, given the coordinates $C_{i,j}$ and weights $W_j$ of $N$ data points in $d$ dimensional space ($0 \leq i < d$ and $0 \leq j < N$), and the number of parts $\kappa$ and maximum allowed imbalance ratio $\varepsilon$, the spatial (coordinate) partitioning problem can be defined as finding $\kappa$ non-overlapping bounding boxes $B_k = \{b_{1-}, b_{1+}, b_{2-}, b_{2+}, \ldots, b_{d-}, b_{d+}\}$ for all parts $1 \leq k \leq \kappa$ that covers all the data points. A data point $j$ is said to be in part $k$, i.e., $\mu_j = k$, if and only if it is inside the bounding box $B_k$, i.e., $b_{i-} < C_{i,j} < b_{i+}$ for all $0 \leq i < d$. The goal is to achieve balanced parts defined as:
\[ \sum_{j, 0 \leq j < N \land k = \mu_j} W_j \leq (1 + \varepsilon) W_{avg} \]

for all parts \(1 \leq k \leq \kappa\), where \(W_{avg}\) is the average ideal weight defined as \(W_{avg} = \frac{\sum_j W_j}{\kappa}\).

### 2.2.2 Hypergraph partitioning

A \(K\)-way partition of a hypergraph \(\mathcal{H} = (\mathcal{V}, \mathcal{N})\) is a partition of its vertex set, which is denoted as \(\Pi = \{\mathcal{V}_1, \mathcal{V}_2, \ldots, \mathcal{V}_K\}\), where

- parts are pairwise disjoint, i.e., \(\mathcal{V}_k \cap \mathcal{V}_\ell = \emptyset\) for all \(1 \leq k < \ell \leq K\),

- each part \(\mathcal{V}_k\) is a nonempty subset of \(\mathcal{V}\), i.e., \(\mathcal{V}_k \subseteq \mathcal{V}\) and \(\mathcal{V}_k \neq \emptyset\) for \(1 \leq k \leq K\),

- the union of \(K\) parts is equal to \(\mathcal{V}\), i.e., \(\bigcup_{k=1}^{K} \mathcal{V}_k = \mathcal{V}\).

Let \(W_k\) denote the total vertex weight in \(\mathcal{V}_k\), that is \(W_k = \sum_{v \in \mathcal{V}_k} w[v]\), and \(W_{avg}\) denote the weight of each part when the total vertex weight is equally distributed, that is \(W_{avg} = \frac{\sum_{v \in \mathcal{V}} w[v]}{K}\). If each part \(\mathcal{V}_k \in \Pi\) satisfies the balance criterion

\[ W_k \leq W_{avg}(1 + \varepsilon), \quad \text{for } k = 1, 2, \ldots, K \quad (2.2.1) \]

we say that \(\Pi\) is \(\varepsilon\)-balanced where \(\varepsilon\) is called the maximum allowed imbalance ratio.

For a \(K\)-way partition \(\Pi\), a net that has at least one pin (vertex) in a part is said to connect that part. The number of parts connected by a net \(n\) is called its connectivity and denoted as \(\lambda_n\). A net \(n\) is said to be uncut (internal) if it connects exactly one part (i.e., \(\lambda_n = 1\)), and cut (external), otherwise (i.e., \(\lambda_n > 1\)). Given a
partition $\Pi$, if a vertex is in the pin set of at least one cut net, it is called a *boundary vertex*.

In the text, we use $\text{part}[v]$ to denote the part of vertex $v$ and $\text{prts}[n]$ to denote the set of parts net $n$ is connected to. Let $\Lambda(n, p) = |\text{pins}[n] \cap \mathcal{V}_p|$ be the number of pins of net $n$ in part $p$. Hence, $\Lambda(n, p) > 0$ if and only if $p \in \text{prts}[n]$.

There are various cutsize definitions [101] for hypergraph partitioning such as:

\[ \chi(\Pi) = \sum_{n \in \mathcal{N}} c[n] \]  
\[ \text{conn}_H(\Pi) = \sum_{n \in \mathcal{N}} c[n](\lambda_n - 1) . \]

In (2.2.2) and (2.2.3), each cut net $n$ contributes $c[n]$ and $c[n](\lambda_n - 1)$ to the cutsize, respectively. The cutsize metric given in (2.2.2) will be referred to here as *cut-net metric* and the one in (2.2.3) will be referred as *connectivity metric*. The *connectivity* metric is widely used in the literature and shown to accurately model the total communication volume of parallel sparse matrix-vector multiplication [37]. Given $\varepsilon$ and an integer $K > 1$, the hypergraph partitioning problem can be defined as the task of finding a balanced partition $\Pi$ with $K$ parts such that $\text{conn}_H(\Pi)$ is minimized. The hypergraph partitioning problem is NP-hard [101].

The total amount of data transfer throughout the execution of the tasks is called the total communication volume (TV). Given an application with interacting tasks, in the traditional hypergraph model, the tasks, interactions, and processors correspond to vertices, nets, and parts, respectively. In this model, when a net $n$ is connected to
multiple parts, a communication of size $c[n]$ from one of those parts to others (i.e., to $\lambda_n - 1$ parts) is required, hence resulting in a communication cost of $c[n](\lambda_n - 1)$. Hence, the connectivity-1 metric (2.2.3) corresponds exactly to the total communication volume [47]. Note that this metric is independent from the direction of the interactions.

The traditional undirected hypergraph model is used for circuit partitioning in VLSI layout design [101]. It is also widely used to model various scientific computations such as the sparse-matrix vector multiplication (SpMxV) [36,37,42,142]. There are three basic models for partitioning a matrix by using a hypergraph: column-net, row-net, and fine-grain. In the column-net model, the rows and the columns are represented with vertices and nets, respectively [37]. It is vice versa for the row-net model. In the fine grain model, the nonzeros of the matrix correspond to the vertices and the rows and columns correspond to the nets [39]. A one-dimensional row (column) partitioning is applied when the matrix is modeled with a column-net (row-net) hypergraph. For the fine-grain model, a 2D partitioning of the nonzeros is employed. We refer the reader to [42,47] for further information and comparative evaluation of these models.

2.3 Task Mapping

Task mapping aims to improve the execution time of a parallel application with the assignment of a parallel application’s tasks to the processors of a parallel computer.
2.3.1 Problem Definition and Mapping Metrics

Let $G_t = (V_t, E_t)$ be a directed MPI task graph, where $V_t$ is the task set, and $E_t$ is the edge set modeling task-to-task communications, i.e., $(t_1, t_2) \in E_t$ if and only if $t_1 \in V_t$ sends a message to $t_2 \in V_t$. Let $G_m = (V_m, E_m)$ be the network topology graph where $V_m$ is the set of computing nodes equipped with many processors/cores, and $E_m$ is the edge set modeling the physical communication links between the nodes, i.e., $(m_1, m_2) \in E_m$ if and only if $m_1 \in V_m$ and $m_2 \in V_m$ have a link in between. Let $V_a \subseteq V_m$ be the set of computing nodes reserved for the application. The topology-aware mapping problem can be defined as finding a mapping function $(\Gamma : V_t \rightarrow V_a)$ that minimizes the parallel execution time. For a task set $S \subseteq V_t$, we use $\Gamma[S]$ to denote the node set to which the tasks in $S$ are mapped to.

There are two well-received metrics to model the network communication overhead. The total hop count (TH), which is the total length of paths taken by communication packets, is a latency-based metric. The maximum message congestion (MMC), which is the maximum number of messages sent across a link. We assume that the messages are not split and sent through only a single path via static routing.

Let $\Gamma$ be a given mapping where $m_1 = \Gamma(t_1)$ if and only if $t_1$ is assigned to one of node $m_1$’s processors. Then

$$\text{TH}(\Gamma) = \sum_{(t_1, t_2) \in E_t} \text{dilation}(t_1, t_2),$$

where

$$\text{dilation}(t_1, t_2) = \text{SPL}(\Gamma(t_1), \Gamma(t_2), G_m)$$
which is the shortest-path length between $\Gamma(t_1) \in V_m$ and $\Gamma(t_2) \in V_m$.

Let the congestion on a network link $e \in E_m$ be

$$\text{Congestion}(e) = \sum_{(t_1, t_2) \in E_t} \text{inSP}(e, \Gamma(t_1), \Gamma(t_2), G_m), \quad (2.3.1)$$

where, $\text{inSP} = 1$ if and only if $e$ is on the shortest path between $\Gamma(t_1)$ and $\Gamma(t_2)$, and 0 otherwise. Therefore, a link’s congestion is equal to the number of messages that passes through it. Hence, the maximum message congestion is

$$\text{mmc}(\Gamma) = \max_{e \in E_m} \{\text{Congestion}(e)\}.$$

The above metrics assume unit communication costs and link capacities. In order to handle heterogeneous costs and bandwidths, the task and topology graph models are extended as follows. Each edge $e' \in E_t$ in the task graph is associated with a cost $c(e')$ that corresponds to the communication volume sent/received between the tasks. Similarly, each link $e \in E_m$ in the topology graph is associated with a communication capacity $bw(e)$ that corresponds to the link bandwidth. Moreover, for further heterogeneity support, each node $m \in V_m$ is associated with a computation capacity $w(m)$ that corresponds to the number of available (allocated) processors in $m$. All the nodes that are not in $V_a$ have zero capacity. Based on these attributes on the edges, the weighted hop (WH) metric, i.e., the total number of hops taken by each packet, is

$$\text{WH}(\Gamma) = \sum_{(t_1, t_2) \in E_t} \text{dilation}(t_1, t_2)c(t_1, t_2).$$

We define the volume congestion (VC) of a link $e \in E_m$ as

$$\text{VC}(e) = \frac{\sum_{(t_1, t_2) \in E_t} \text{inSP}(e, \Gamma(t_1), \Gamma(t_2), G_m)c(t_1, t_2)}{bw(e)}.$$
which is the ratio between the overall volume of the communication passing from $e$ and its bandwidth. Then, the max volume congestion ($mc$) metric is the congestion of the bottleneck link in the network with the maximum VC value.

A communication-bounded parallel application can be either latency-bounded or bandwidth-bounded depending on the communication pattern. For example, applications with frequent communication steps and small messages are likely to be latency-bounded, while those with larger messages are likely to be bandwidth-bounded. For latency-bounded applications, TH and WH metrics can better correlate with the communication overhead. On the contrary, MMC and MC are better choices for the bandwidth-bounded applications. Depending on the communication pattern, it might be better to minimize MC (MMC) in the expense of an increase on WH (TH), or vice versa. However, it is indeed difficult to find a consensus between these metrics. Therefore, here we define average message congestion (AMC) and average congestion (AC) metrics to account for both number of hops and congestion. Let $E_m^t$ be the set of the links that are used throughout the execution of the parallel application. The message and volume based average link congestions over the used links can be defined as

$$AMC(\Gamma) = \frac{\sum_{e \in E_m^t} \text{Congestion}(e)}{|E_m^t|},$$

$$AC(\Gamma) = \frac{\sum_{e \in E_m^t} \text{VC}(e)}{|E_m^t|}.$$ 

Since $TH = \sum_{e \in E_m} \text{Congestion}(e)$, AMC is the ratio of TH to the total number of links used during the application. Similarly, AC is related to the ratio of WH to the number
of links used during the execution (they are equal only when the communication links have unit bandwidths).

2.3.2 Targeted Computing Environment

Six of the top ten supercomputers in the Top500 list (June 2014), have torus networks (one 3D, four 5D, one 6D). In this work, our target computing environment are Cray XE6’s 3D torus supercomputers, specifically, Cielo and Hopper. In the Cray XE6’s 3D torus, the network has Gemini routers directly connected to two computing nodes. Each router is associated with a coordinate on $x$, $y$, and $z$ dimensions, and connected to all six neighbor routers (see Figure 2.1). Messages’ routes between nodes can be represented as a path of “hops” along network links in $x$, $y$ and $z$. The torus network provides wrap-arounds, and the messages between the nodes are statically routed following the shortest paths. Differences in bandwidth along the various dimensions can exist depending on the physical connections (e.g., backplane, mezzanine, cable) used in each dimension.

![Figure 2.1: Layout of a Cray Gemini router](image-url)
In mesh- and torus-based systems, “coordinates” of the routers within the network are often made available by calls to a system library. A router with 3D coordinates \((i, j, k)\) can communicate with a router with coordinates \((i + 1, j + 1, k + 1)\) via a three-hop path, with one hop in each of the \(x\), \(y\) and \(z\) dimensions. The torus provides wrap-around, so that messages take the shortest path (i.e., proceed in the positive or negative direction) along each dimension. In the Cray XE6, these coordinates are available from Resiliency Communication Agent (RCA) tool through calls to `rca.get_meshcoord`. Each MPI process can obtain the coordinates of the router to which its compute node is attached. Moreover, the topology information of the whole machine, e.g., the routers’ coordinates and connections, as well as link bandwidths, can be captured using system calls (`rtr`), and a static topology graph can be obtained. During runtime, each MPI process can obtain its node id, and the vertices in the topology graph can be associated with the computational units. We use the coordinate information of each processor is in our geometric task mapping method in Chapter 6, while the static graph information is used in Chapter 7.

Each router in a mesh/torus network is typically connected to one or more multicore compute nodes. In the Cray XE6, for example, each router connects two nodes (hosts). The two Cray platforms we used (DOE’s Cielo and NERSC’s Hopper) have 16 and 24 cores per node, respectively. Parallel applications can use from one MPI process per node (with threading providing parallelism within the node) to one MPI process per core (with shared-memory message passing within the node). In the latter
case, co-locating interdependent MPI processes within a node reduces communication over the network, and, thus, reduces execution time.

One practical difference between Cray XE and IBM BlueGene systems is the way compute nodes are allocated to jobs. In IBM systems, jobs are given a contiguous “partition” or block of nodes within the network; each dimension of this block must be a power of two. In contrast, on Cray systems, jobs are given non-contiguous node allocations of any size requested by the user. Available nodes are selected according to a space-filling curve algorithm in the ALPS scheduler [4]. Thus, while the scheduler attempts to assign nearby nodes to jobs, no guarantees of locality are provided. As a result, task-mapping algorithms for Cray systems need to accommodate non-block, non-contiguous allocations. While our methods are designed for non-contiguous allocations, they could be applied to contiguous allocations as well.

In Hopper, the network latencies for the nearest and farthest node pairs are 1.27 µs and 3.88 µs, respectively. The link bandwidths vary from 4.68 to 9.38 GB/sec. Ideally, reducing the hop counts between the communicating tasks lowers the overhead. But when there are many communicating tasks, a link can be congested due to the communication pattern, which might cause communication stalls and harm the performance. Still, thanks to static routing, the congestion can be measured and optimized accurately.
2.3.3 Related Work

Existing mapping algorithms can be divided into two classes: single-phase and two-phase methods. The algorithms in the former class perform simultaneous partitioning and mapping using the task and topology graphs, whereas those in the latter partition the task graph in the first phase and map the parts to the processors in the second one.

Pellegrini and Roman [116] proposed a single-phase recursive-bipartitioning algorithm for various topologies. Wallshaw and Cross [143] proposed a multilevel partitioning algorithm which performs mapping in the initial partitioning and refinement phases.

The two-phase mapping methods make an abstraction of the partitioning phase and work with a pre-partitioned task set. These studies can be divided into two based on the task-dependency model and network topology. The first set adapts geometric task-interaction models, e.g., [17, 19] on IBM’s BlueGene systems with block-based node allocations and on sparse allocations [63]. Still, most of the work focuses on the connectivity-based models, specifically graph models. This problem is shown to be NP-complete [26,89], and many heuristics exist in the literature, e.g., [18,28,49,50,60]. In this work, we investigate two-phase approaches using both graph and geometric models.
2.4 Multi-level framework and partitioning

The multi-level approach has been shown to be the most successful heuristic for various graph/hypergraph partitioning problems [11, 13, 34, 37, 85, 134]. Although, it has been first proposed for recursive-bisection based graph partitioning, it also works well for hypergraphs [37, 95]. In the multi-level approach, a given hypergraph is successively (i.e., level by level) coarsened to a much smaller one, a partition is obtained on the smallest hypergraph, and that partition is successively projected to the original hypergraph while being improved at each level. These three phases are called the coarsening, initial partitioning, and uncoarsening phases, respectively. In a coarsening level, similar vertices are merged into a single vertex, reducing the size of the hypergraph at each level. In the corresponding uncoarsening level, the merged vertices are split, and the partition of the coarser hypergraph is refined for the finer one using Kernighan-Lin (KL) [96] and Fiduccia-Mattheyses (FM) [71] based heuristics.

Most of the multi-level partitioning tools used in practice, such as the sequential partitioning tools like PaToH [38] and hypergraph partitioning implementation of Mondriaan [142], and parallel hypergraph partitioning implementation of Zoltan [64], are based on recursive bisection. In recursive bisection, the multi-level approach is used to partition a given hypergraph into two. Each of these parts is further partitioned into two recursively until $K$ parts are obtained in total. Hence, to partition a hypergraph into $K = 2^k$, the recursive bisection approach uses $K - 1$ coarsening,
initial partitioning, and uncoarsening phases. A direct $K$-way partitioning approach within the multi-level framework is also possible. Given the hypergraph, the partitioner gradually coarsens it in a single coarsening phase and then partitions the coarsest hypergraph directly into $K$ parts in the initial partitioning phase. Starting with this initial partition, at each level of the uncoarsening phase, the partitioner applies a $K$-way refinement heuristic after projecting the partition of the coarser hypergraph to the finer one. Hence, to partition a hypergraph, a $K$-way partitioner has only one coarsening, one initial partitioning, and one uncoarsening phase, where an RB-based partitioner has $K - 1$ of them. On the other hand, the initial partitioning and uncoarsening phases are much cheaper for RB since a $K$-way partitioner needs a $K$-way partition in the initial partitioning scheme and a $K$-way refinement at each level of the uncoarsening phase. Several works show that, the direct $K$-way approach can be successfully used within a multi-level framework [11, 45, 134] and it can produce higher quality results. The only caveat is that the partitioning time of a direct $K$-way approach increases more rapidly with increasing $K$, in comparison to the RB-based partitioner.
Chapter 3: Load-Balancing via Geometric Models

In many areas of science and engineering, both problem and dataset sizes are increasing rapidly due to technological advances that enable generation and storage of such data. This growth is fueled by our urge to better understand more complex phenomena. Many of the datasets generated are irregular, in the sense that no immediately observable or predictable pattern exists among data elements. Lack of such patterns makes it difficult to find simple, effective and efficient mechanisms to partition data for scalable parallel processing, as well as indexing and storage. Some data, like interaction networks (e.g., gene/protein interaction networks, social networks, task dependency networks) are defined only by interactions among entities. Another significant portion of the data is defined by spatial coordinates together with some governing rules about how the elements interact based on those spatial coordinates. This chapter deals with efficient partitioning of the latter datasets for parallel processing.

With the drastic increase in system sizes, scalable partitioning for distributing data and tasks to processors has become critical to application performance. Researchers
have been developing partitioning techniques for interaction-based datasets, in the form of graph and hypergraph partitioning ([37, 64, 84, 85, 93, 96, 127]) and for spatial datasets ([16, 82, 109, 120, 126]) for more than four decades. Yet the complexity of the problems (many are NP-hard) makes it challenging to develop both effective and scalable solutions. For many applications for which spatial information about data elements is available, spatial partitioning is preferred over interaction-based (also called connectivity-based) methods because of its speed, despite the fact that spatial partitioners do not provide an exact model for the communication cost of most applications. Scalability is crucial especially when growing dataset sizes and architectural changes require applications to use massively parallel machines to obtain effective solutions. The scalability of the partitioner is an important part of the applications’ scalability, especially in applications with a need for dynamic load balancing. In the context of partitioning for load balancing, massively parallel machines require both the number of parts needed by the application and the number of processors available to the partitioner scale at the same rate.

Doing partitioning in parallel is a chicken-and-egg problem. We assume the data is already distributed in the memory of the parallel machine by the application and there is no replication. This initial data distribution directly affects at least the execution time of the partitioner, and in some implementation might affect the partition quality. The obvious example is that if the initial data distribution is not load balanced, some of the processors may have significantly more work than others, leading
to load imbalance while computing the partition. Some successful parallel partitioners, such as recursive coordinate bisection (RCB) [16] implementation in Zoltan, migrate data while partitioning, which aims to improve the load imbalance during partitioning and also helps to create data locality. As its name implies, RCB obtains a partition of a dataset by recursively bisecting the domain into two parts with cutting planes orthogonal to a coordinate axis, so that the weight of data on each side of the cutting plane is equal. Migration happens after each bisection, and hence, depending on the initial data distribution, it could result in significant data movement during partitioning.

In this chapter, an efficient parallel geometric partitioning algorithm is proposed for multi-dimensional datasets. In simple terms, the algorithm achieves a final partition by recursively multi-sectioning the dataset. Hence, the proposed algorithm can be viewed as generalization of two-dimensional jagged partitions (also called Semi Generalized Block Distribution) [106, 119, 139] to multiple dimensions. There are many efficient heuristics and optimal, sequential algorithms [106, 119, 126] to compute the two-dimensional partitions, when the workload is given by a dense two-dimensional array, where each element represents load of its respective object in two-dimensional space. We aim to partition objects where their real-valued coordinate information is given in a multi-dimensional space. The algorithm can be also viewed as a generalization of RCB such that in each level of recursion, instead of doing bisection, we perform multi-sections where the number of sections can be given by the user.
(or computed by us). Hence, one can use the proposed algorithm to perform RCB. However, as shown in [126], by considering multiple cut-lines concurrently, heuristic jagged partitioning generally yields better load balance, especially for workloads with non-uniform weights, than a greedy recursive bisection algorithm which assumes that a good bisection at each level yields a good final partition. As we will further show, in a parallel environment, the proposed algorithm also scales better than RCB due to reduced data movement.

We have implemented our algorithm in the Zoltan2 [30] framework, which is the revision of Zoltan library [75], that exploits recent advances in compiler technology and software design principles. Zoltan2 is also our platform for delivering current research in combinatorial scientific computing. We have experimentally evaluated our implementation of the new algorithm against Zoltan’s robust RCB implementation, which has been successfully used in many large scale applications [53, 54, 76]. The experiments on real and synthetic datasets show that the proposed algorithm performs and scales better than the existing RCB method in terms of run-time without degrading the load balance. We also compare the communication patterns of the resulting partitions, and show that, although the multi-sectioning has a larger theoretical upper-bound, the two methods have similar communication patterns in practice.
The rest of the chapter is organized as follows. Background and related work are presented in Section 3.1. Section 3.2 includes the details of our proposed parallel multi-dimensional jagged algorithm, multi-jagged. Experimental evaluation is presented in Section 3.3. We conclude in Section 3.4. Refer to Section 2.2.1 for the problem formulation.

3.1 Background

The complexity of spatial partitioning increases with the number of dimensions in the data, the existence of weights for the data, and the data’s density/sparsity. For dense one-dimensional (1D) partitioning (also known as chains-on-chains partitioning), Pınar and Aykanat [120] provide an extensive theoretical and experimental comparison of 1D algorithms. For dense two-dimensional partitioning (2D), Saule et al. [126] present a survey of existing methods and introduce new, more effective variants. For example, rectilinear partitioning (also known as general block distribution [10]) partitions 2D space into a $P \times Q$ mesh with non-uniform mesh spacing such that the load of each part is balanced. This problem is NP-hard [78], and, hence, efficient heuristics are proposed [109]. $P \times Q$ jagged-partitioning [119, 139] relaxes rectilinear partitioning such that space is first partitioned into $P$ row (or column) stripes, and then each stripe is partitioned independently into $Q$ parts. In another variant called $m$-way Jagged partitioning [126], the number of parts while partitioning $P$ stripes is decided based on the load of each stripe. Octrees [104, 108] and space-filling curves [112, 118, 146] have been used for two- and three-dimensional spatial
partitioning; both produce partitions with similar quality. Each point is assigned an octant or a space-filling curve key, respectively, based on its position in space; a 1D traversal of the octree or space-filling curve is then partitioned into equally weighted parts.

Figure 3.1: A partition of size 16 using (left) RCB, (middle) Multi-Jagged with no migration for $4 \times 4$ configuration, and (right) Multi-Jagged with migration. The order the cuts are computed are indicated by colors red first, then blue, green, orange, and purple and line thickness (from thickest to thinnest).

The most popular techniques for spatially partitioning dense or sparse data arguably are variants of recursive bisection. In Recursive Coordinate Bisection (RCB) [16], a cutting plane perpendicular to a coordinate axis is computed such that the total weight of data on each side of the cutting plane is equal; the resulting two subregions are then recursively divided until the desired number of parts is obtained. (When the number of desired parts is not a power of two, parts can be obtained by simply adjusting split ratios in each bisection.) Figure 3.1(left) shows an example using RCB to find 16 parts. The thick, red line represents the initial bisection; progressively thinner
blue, green, and orange lines represent subsequent cuts in the recursion. Several alternatives for selecting the dimension \((x, y, \text{ or } z)\) of each cutting plane [126] are possible, such as alternating dimension or longest dimension. The most common implementations are based on the longest dimension approach; as its name implies, the longest dimension of the bounding box including the data is chosen to be cut. The dimension is selected independently for each bisection, with the intent that subdomains’ aspect ratios approach one. Principal axes of the geometric data can be used instead of the coordinate axes; this variant is called Recursive Inertial Bisection [129,132].

The main kernel of RCB is finding the cutting plane. Zoltan’s parallel implementation uses a binary-search approach to finding the median. The minimum and maximum data coordinates in the cut direction are found, and the initial cutting plane is taken as the average of the minimum and maximum. The weight of points to the left and right of the cut is computed via a parallel reduction operation, and the cut is moved left or right depending on whether the left side’s load is heavier or lighter, respectively, than the right’s. This process repeats until the left and right side are equally weighted. Information about points closest to the cut is included in the reduction operations to allow small amounts of weight to be shifted between parts and, potentially, avoid additional iterations by satisfying the balance criterion immediately.
Once the median is found, data is reorganized into left and right subgroups for recursion. The algorithm recursively partitions the subgroups each with its own new bounding box and a new cut dimension.

In serial implementation, points are not moved when the left and right subgroups are formed; instead, an index array points to the data in each subgroup. But in the parallel implementation, points are migrated into subgroups based on their positions relative to the cutting plane. The processors are divided into two sets; points to the left of the cut are sent to processors in one set while points to the right are sent to processors in the other. Only the coordinate information is sent, not all the application data associated with the points. The amount of data to be sent depends on the input distribution of the data. While doing dynamic partitioning to correct small imbalances or changes in locality, the migration cost is expected to be small. Static partitioning with arbitrarily distributed data, however, can result in significant migration costs.

Once the data is migrated, multiple cuts can be computed independently and in parallel by using different subcommunicators for the processors in different sets. Reduction operations to compute bounding boxes and accumulate weights on each side of a cutting plane during the median-finding routine are performed within the subcommunicators. When the subcommunicator size is one, the implementation reverts to the serial algorithm. There are some similarities between this implementation of
RCB and our implementation of multidimensional jagged algorithm. The next section describes our algorithm and the implementation details.

### 3.2 Multi-jagged: A Multi-dimensional Jagged Algorithm

The Multi-dimensional Jagged algorithm (MJ) is a geometric partitioning method in which a $P_l$-way multi-sectioning is applied recursively to partition a domain into $\kappa = P_0 \times P_1 \times \ldots \times P_{d-1}$ parts. Figure 3.1 (middle) shows a 16-part decomposition of a 2D domain generated by MJ with $P_0 = P_1 = 4$. Thick red lines show the first four-way multi-section; each of the four subdomains is then divided into four, as shown by the thinner horizontal lines.

The goal for MJ is to improve upon parallel RCB to make a scalable algorithm for very large data sets and for large numbers of parts. MJ has several key differences from RCB.

First, MJ reduces the depth of recursion by doing multi-section instead of bisection. To multi-sect, say, the $x$-dimension into $P_l$ parts, the initial cut lines are spaced evenly between the minimum and maximum $x$-coordinates of the input data. The weight of points in the parts between pairs of adjacent cut lines is computed, and the cut lines are moved in order to adjust the weight in the parts. This process iterates until the parts all have the same weight.

Second, to improve scalability, MJ has several options that allow trade-offs between computation and data migration. MJ has the ability to avoid entirely the data migration costs that are inherent in parallel RCB. All processors cooperate to
compute cuts at all levels of the recursion; subcommunicators are not used as in RCB. This mode is illustrated in Figure 3.1(middle), where the horizontal cuts in each subdomain are computed in sequence by all processors. Alternatively, MJ can migrate data to intermediate subdomains as in RCB to allow concurrent computation of cuts during the recursion; in Figure 3.1(right), the horizontal cuts are computed concurrently in subcommunicators. Each mode has advantages, depending on the distribution of the input. In addition, MJ can perform “smart” migration, switching between modes based on the imbalance of the partitioner, predictions of the number of global reductions needed during partitioning and estimations on the future communication-computation bounds. We describe below the basic MJ algorithm, and then discuss variations to compute cuts lines of multiple parts and migrate data.

Third, unlike Zoltan’s RCB which uses only MPI for parallelism, MJ is implemented using a hybrid MPI+OpenMP paradigm. This implementation allows MJ to fully exploit multicore architectures to provide dynamic load balancing to applications running with MPI+threads.

3.2.1 The Basic MJ Algorithm

Algorithm 1 gives the overall description of the MJ algorithm. In order to avoid data movement, MJ maintains a permutation array \((Permuted)\) of length \(n\), where \(n\) is the number of input coordinates on the local processor. Coordinate data is not rearranged during partitioning; instead, \(Permuted\) stores the indices of the coordinates,
and part assignments are made by reordering \textit{Perm}ute. \textit{xPerm} maintains the beginning and end indices of each part in \textit{Permute}. Initially, there is a single part with all coordinates. Then, \( P \) (an array of number of parts required in each dimension) is traversed, and the dimension on which the partitioning will occur (\( i \)) is determined in a round-robin fashion. \textsc{1DPart} is then called for all available parts, i.e., for \( \kappa \) which is initially 1, and partitioning information is stored in \( \mu \). \textsc{updatePerm} (not shown) updates the \textit{Perm}ute array, and stores the beginning indices of new parts in \textit{newxPerm} according to the part assignment information. Once all parts are partitioned along a dimension, the number of parts increases by factor of \( P_i \). At this point, the algorithm estimates whether migrating the coordinates is good for the execution time or not by using \textsc{CheckAndMigrate} where, if needed, the actual migration operation is also performed and the sub communicators are created. After this point, the partitioning continues in the next dimension.

The pseudocode of \textsc{1DPart} is given in algorithm 2. \textsc{1DPart} finds \( P_i \) part assignments with \( \varepsilon \) imbalance for the given single dimensional coordinates associated with weights \( W \). As the first step, \textsc{getInitial} (not shown) finds the minimum and maximum coordinate together with the total weight of the part \((C_i^{\text{min}}, C_i^{\text{max}}, W_{\text{tot}})\) by using a single parallel reduction \textsc{reduceAll}. Initial cut coordinates are assigned as uniform slices between \( C_i^{\text{min}} \) and \( C_i^{\text{max}} \). Moreover initial parts are assigned with following formula:

\[
\mu_j = \left\lfloor \frac{(C_i,j - C_i^{\text{min}}) \times P_i}{C_i^{\text{max}} - C_i^{\text{min}}} \right\rfloor
\]
Algorithm 1: Parallel MULTI-JAGGED Algorithm (MJ)

Data: $d, n, C_{d,n}, W_n, \varepsilon, d', P_d$

for $j$ from 0 to $n - 1$ do
  $
  \text{Perm}ute_j \leftarrow j; // \text{Initialize permutation}
  $
  \kappa \leftarrow 1; // \text{All of } C \text{ is in one part}
  \text{xPerm}_0 \leftarrow 0;
  \text{xPerm}_1 \leftarrow n;

  for $l$ from 0 to $d' - 1$ do
    $i \leftarrow l \mod d; // \text{Dimension to partition}$
    // Compute $P_l$ parts within each current part
    for $k$ from 0 to $\kappa - 1$ do
      $pBegin \leftarrow xPerm_k$;
      $pEnd \leftarrow xPerm_{k+1}$;
      $\mu \leftarrow 1\text{DPart}(C_{i,*}, W, \text{Perm}ute, pBegin, pEnd, \varepsilon, P_l)$;
      $\text{newxPerm} \leftarrow \text{UPDATEPERM}(\text{Perm}ute, pBegin, pEnd, \mu)$;
      $\kappa \leftarrow \kappa \times P_l$;
      \text{CHECKANDMIGRATE} $(n, C_{*,*}, W, \mu, \text{newxPerm}, \kappa)$;
      $xPerm \leftarrow \text{newxPerm}$;

1DPart maintains two arrays ($hiBounds, loBounds$) to store the upper and lower coordinates bounds of each cut. The information whether a cut position is finalized or not is saved in done array. After initialization, the iteration at line 1 continues until all cut positions are fixed. In every step, the part weights ($pWeights$) are calculated by calling GETPARTWEIGHTS; then according to this part weight information, GETNEWCUTS either fixes a position of a cut, or makes a new estimate for the new cut position.

The most computationally expensive portion of our algorithm is deciding the part to which all coordinates belong. This is a $O(n)$ operation in RCB. However, it is
Algorithm 2: 1DPart

**Data:** $C_i, W, \text{Permute}, \text{pBegin}, \text{pEnd}, \varepsilon, P_l$

// Get initial weights, min, max across all parts;
// requires one REDUCEALL operation
$(\text{cuts}, \mu, W_{\text{tot}}, C_{i}^{\text{min}}, C_{i}^{\text{max}}) \leftarrow \text{getInitial}(C_i, W, \text{Permute}, \text{pBegin}, \text{pEnd}, P_l)$;
$\text{cutCnt} \leftarrow P_l \text{−} 1$;

for $k$ from 0 to cutCnt do

| hiBounds$_k$ $\leftarrow$ $C_{i}^{\text{max}}$; |
| loBounds$_k$ $\leftarrow$ $C_{i}^{\text{min}}$; |
| done$_k$ $\leftarrow$ False |

$\text{leftCutCnt} \leftarrow \text{cutCnt}$;

// Find $P_l - 1$ cut positions
1 while $\text{leftCutCnt} > 0$ do

| $pW\text{eights} \leftarrow \text{getPartWeights}(C_i, W, \text{Permute}, \text{pBegin}, \text{pEnd}, \text{cuts}, \text{cutCnt}, \mu)$; |
| $(\text{cuts}, \text{cutReduction}) \leftarrow \text{getNewCuts}(W_{\text{tot}}, pW\text{eights}, \varepsilon, \text{cuts}, \text{cutCnt}, \text{hiBounds}, \text{loBounds}, \text{done})$; |
| $\text{leftCutCnt} \leftarrow \text{leftCutCnt} - \text{cutReduction}$; |

return $\mu$;

a $O(n \log(P_l))$ operation when using multi-section as each point has to be placed in one of the $P_l$ parts, which can be done in a binary-search-like fashion. Even though computation cost is slightly increased, finding multiple cuts at once in each iteration reduces the needed communication cost, hence yields faster execution. Algorithm 3 outlines getPartWeights. getPartWeights initializes the part weights of non-fixed parts to 0. It computes the part assignment for all coordinates by traversing all of the coordinates and comparing them to the cut lines. To reduce the computational cost even further, the part information from the previous iteration is used as an initial part estimate for the binary search. Once the correct part is found, the part weight and part assignment of the coordinate are updated accordingly. If the left and right
cut lines of the part in which the coordinate lies are fixed, no further calculation is
done for the coordinate. During these iterations, we also keep the left and right closest
coordinates to each cut line. This detail is omitted in the psuedocode for simplicity.
This information is used later in getNewCuts to be able to skip any huge holes in
the input domain.

Once the part weights are known in each process, a prefix-sum operation is per-
formed on the pWeights and a single reduceAll operation is used to compute the
global part weights. MJ can then evaluate each cut position independently of other
cut positions; each cut can be evaluated by comparing the weight on its left and right.

Once the global part weights are known, the getNewCuts function (Algo-
4
rithm 4) determines whether the cut positions are final. If the cuts are to be moved,
it makes a new guess for the new cut coordinates. getNewCuts traverses all the
cuts and skips the ones that are already finalized. For cuts that are not finalized it
computes the expected weight (ew) and the imbalances for the left and right of the cut
(l_i, r_i). If they are both smaller than \( \varepsilon \), the position of the cut is fixed. Otherwise, a
better upper or lower bound is computed and the new cut position is estimated using
them.

In order to compute a better upper or lower bound, let us consider the case where
the weight on the left side of a cut is less than the expected weight; the operations
are just flipped when the weight on the right side is less than its expected weight.
When the weight on the left side of a cut is less than the expected weight, the lower
Algorithm 3: getPartWeights

Data: \( C_i, W, \text{Permute}, \text{pBegin}, \text{pEnd}, \text{cuts}, \text{cutCnt}, \text{done}, \mu \)

for \( k \) from 0 to cutCnt do
  if not \( \text{done}_k \) and \( \text{done}_{k-1} \) then
    \( \text{pWeights}_k \leftarrow 0; \)
  for \( j \) from pBegin to pEnd - 1 do
    \( j \leftarrow \text{Permute}_j; \)
    \( k \leftarrow \mu_j; \)
    if \( \text{done}_k \) and \( \text{done}_{k-1} \) then
      continue;
    uc \leftarrow \text{cutCnt} - 1;
    lc \leftarrow 0;
    while \( uc \geq lc \) do
      distance \leftarrow C_{i,j} - \text{cuts}_k;
      if distance \leq 0 then
        onRightSide \leftarrow \text{False};
        leftCutDistance \leftarrow C_{i,j} - \text{cuts}_{k-1};
        if leftCutDistance > 0 then
          break;
        uc \leftarrow k - 1;
      else
        onRightSide \leftarrow \text{True};
        rightCutDistance \leftarrow C_{i,j} - \text{cuts}_{k+1};
        if rightCutDistance \leq 0 then
          break;
        lc \leftarrow k + 1;
        \( k \leftarrow (uc + lc)/2 \)
      if onRightSide then
        \( \text{pWeights}_{k+1} \leftarrow \text{pWeights}_{k+1} + W_j; \)
        \( \mu_j \leftarrow k + 1; \)
      else
        \( \text{pWeights}_k \leftarrow \text{pWeights}_k + W_j; \)
        \( \mu_j \leftarrow k; \)
  for \( k \) from 1 to cutCnt do
    \( \text{pWeights}_k \leftarrow \text{pWeights}_{k-1} + \text{pWeights}_k; \)
  reduceAll(\text{pWeights});
return \text{pWeights};
bound for where the cut could be is set to the cut’s position, as that position is our
best estimate so far. In order to compute a better position for the cut, the cuts on
the right side of the current cut are traversed. If a right-side cut \((cuts_{k'})\) with an
equal weight to the expected weight is found, the new cut coordinate is set to \(cuts_{k'}\).
If the weight of a right-side cut is greater than the expected weight while it is less
than the current upper bound, the upper bound is tightened to this position. When
the weight of a right-side cut is lower than the expected weight, it is a better lower
bound than before.

After the new upper and lower bounds are determined, the function estimates a
new position for the cut. While doing that, the weights of the upper and lower bounds
are used (omitted in the algorithm because of the simplicity), and an estimation is
done by assuming the uniform distribution of the weights between the upper and the
lower bounds. If the new estimated cut position is same the previous cut position,
the imbalance tolerance cannot be achieved; therefore, the cut coordinate is finalized.
This situation occurs when there are coordinates with a total weight more than unit
weight exactly on the cut line position. To achieve a balanced partition, some of the
coordinates must be placed on the left side of the cut, while the rest of the coordinates
must be placed on the right side.
Algorithm 4: getNewCuts

Data: $W_{\text{tot}}$, pWeights, $\varepsilon$, cuts, cutCnt,
       hiBounds, loBounds, done
cutReduction ← 0;
for $k$ from 0 to cutCnt − 1 do
  if done$_k$ then
    continue;
  $ew ← (k + 1) * W_{\text{tot}}/(\text{cutCnt} + 1)$;
  ($li$, $ri$) ← imbalanceOf(pWeights$_k$, $k$, $W_{\text{tot}}$);
  if $li < \varepsilon$ and $ri < \varepsilon$ then
    done$_k$ ← True cutReduction ← cutReduction + 1;
    continue;
  else
    if pWeights$_k < ew$ then
      loBounds$_k$ ← cuts$_k$;
      for $k'$ from $k + 1$ to cutCnt − 1 do
        if pWeights$_{k'} = ew$ then
          newCuts$_k$ ← cuts$_{k'}$;
          break;
        else if pWeights$_{k'} > ew$ then
          if hiBounds$_k > $cuts$_{k'}$ then
            hiBounds$_k$ ← cuts$_{k'}$;
            break;
          else
            loBounds$_k$ ← cuts$_{k'}$;
        else
          hiBounds$_k$ ← cuts$_{k'}$;
      end
    end
    else
      hiBounds$_k$ ← cuts$_k$;
      for $k'$ from cutCnt − 1 to $k + 1$ do
        if pWeights$_{k'} = ew$ then
          newCuts$_k$ ← cuts$_{k'}$;
          break;
        else if pWeights$_{k'} < ew$ then
          if loBounds$_k > $cuts$_{k'}$ then
            loBounds$_k$ ← cuts$_{k'}$;
            break;
          else
            hiBounds$_k$ ← cuts$_{k'}$;
        else
          hiBounds$_k$ ← cuts$_{k'}$;
      end
    end
  end
  newCuts$_k$ ← getNewCut(loBounds$_k$, hiBounds$_k$);
  if newCuts$_k = $cuts$_k$ then
    done$_k$ ← True cutReduction ← cutReduction + 1;
end
return (newCuts, cutReduction);
3.2.2 Migration of the Coordinates

After a partition along a dimension is completed, the coordinates in each part can be localized in a smaller number of processors by performing migration. However, the volume of the migration operation is linear with the total number of coordinates; hence, the migration might become a bottleneck for the partitioning algorithm. Therefore, MJ tries to avoid migration. Note that when MJ does not migrate data, all MPI processes participate in computing the position of each cut. This requirement might reveal two problems.

Load Imbalance: MPI processes might have different numbers of coordinates in parts computed during the execution of MJ. Therefore, the MPI processes will have different loads in further partitioning of these parts. The worst case occurs when an MPI process does not have any points in a part. Even though the process does not have any points, it will participate in the computation and communication. Taking such considerations into account, CHECKANDMIGRATE calculates the imbalance of the processors in each part. The function performs a single REDUCEALL to find the total number of coordinates in each part \( N_{i,*} \), and another REDUCEALL to calculate the imbalance which is defined as:

\[
imbalance = \frac{\sum_{i=0}^{\rho} \sum_{j=0}^{\kappa} \frac{|N_{avg,j} - N_{i,j}|}{N_{avg,j}}}{\rho \times \kappa}
\]

where \( \rho \) is the number of processors, \( N_{avg,j} = \frac{N_{j}}{\rho} \) is the average number of coordinates over the processors in part \( j \), and \( N_{i,j} \) is the number of local points of processor \( i \) in part \( j \). The minimum value for imbalance is 0, and as the imbalance of the
processors over parts increases this value also increases. Note that, if MJ does not perform migration, all subsequent partitions are computed one after the other, with each subsequent partition taking less time if the work is balanced. As the imbalance increases, the cost of subsequent partitioning will also increase and, hence, yield slower execution. On the other hand, as the imbalance increases, migration becomes cheaper, as it suggests that the data has already been localized, which reduces the volume of the migration. Therefore, MJ performs migration only when this imbalance value is greater than a specified threshold. We choose this threshold empirically as 30% as a result of our initial experiments.

**High Number of Global Messages:** In a single call of the 1DPart function, the number of global messages $m = 1 + it$, where $it$ is the iteration count of the loop in line 1 of Algorithm 2. Assuming that $it'$ is the average iteration count, and $t$ is the total number of calls to 1DPart, the total number of messages becomes $t \times (it' + 1)$, in which $t$ can be computed as follows:

$$t = 1 + \sum_{l=0}^{d'-2} \prod_{l'=0}^{l} P_{l'}$$

For example, while partitioning 3D space into $32 \times 32 \times 32 = 32,768$ parts, $t = 1057$. Although this is a small number, it might become problematic as the number processors and the number of partitioning dimensions $d'$ increases. Therefore, throughout its execution, MJ maintains the number of future reduceAll operations $red_{opt}$, and performs migration when $red_{opt} * \rho$ is greater than a specified value. We choose this threshold empirically as $1.5M$ as a result of our initial experiments.
Communication Bounded Last Dimension Partitioning: Even if the imbalances of the processors are very low, avoiding migration might cause problems during the last dimension partitionings, since last steps may become communication bounded. Note that there are $P_{d-1} = \prod_{t=0}^{d-2} P_t$ parts at the beginning of the last step. In the best case (when there is no imbalance between the processors), each processor owns $N' = \frac{N}{P_{d-1}}$ in each part. Processors will perform a REDUCEALL operation after comparing $N'$ coordinate againsts $P_{d-1} - 1$ cuts, and this will be repeated for all $P_{d-1}$ parts. If $N'$ is a very small number, this will make the execution heavily communication bounded (For example, when $N = 500K$, and $K = 32 \times 32 \times 32$, each processor will own 500 coordinates in their parts at the beginning of last dimension (best case)). Therefore, MJ keeps track of $N'$ during its execution, and forces to migrate coordinates if it is smaller than $1K$.

The algorithm of the CHECKANDMIGRATE initially checks the above three conditions, and decide whether to do migration or not. When doing the migration, there are two cases that might occur. When $\rho < \kappa$, one processor can be given several parts. To minimize migration volume, a part is greedily assigned to the available processor with the largest number of coordinates in that part. When $\rho > \kappa$, several processors will be assigned to a single part. As before, the processors are greedily chosen according to their availability and the number of coordinates they have in that part. Since there are several processors assigned to a single part, the processors will perform communication operations in the further iterations. Therefore, another idea
is to assign a part to the set of processors that are close to each other. Although this might increase the volume of the migration, it might be beneficial since it decreases the cost of the future communication operations. However, the performances of these variants are architecture dependent. Although MJ supports both of these processor assignment heuristics, we only use the first one in the experiments of this chapter, since the cost of the data movement on the second one is more expensive and the reduced communication time for the further iterations does not amortize this cost on the architecture used in the experiments of this chapter.

After the processors determines the which processor it should send its data, the migration operation is performed, and the processors obtain their new local coordinates. A part might be assigned to a single processor, and the processors might own more than one part. In this case, further partitionings of these parts are executed sequentially by the owner processor. On the other hand, if a part is assigned to a set of processors, a smaller sub communicator is created and the further partitioning of that part is performed in this smaller subset of processors. Depending on the number of parts assigned to the processor the function updates newPerm, xPerm, κ, and finishes its execution.

### 3.2.3 Partitioning into Arbitrary Part Numbers

For simplicity reasons, section 3.2.1 explains a limited partitioning into \( \kappa = P_0 \times P_1 \times \ldots \times P_{d-1} \) parts. However, MJ algorithm does not necessarily require
κ to be multiple of integers, instead κ can be any number, possibly a prime number. Therefore, MJ can be defined in a more general way: MJ partitions the set of coordinates into a desired number of parts (κ) in a given number of steps called the recursion depth (d′). For example, the leftmost partitioning in Figure 3.2 can be considered as MJ partitioning into κ = 16 in d′ = 4 steps, while the other two figures can be considered partitioning into κ = 16 in d′ = 2 steps.

When a possible prime κ and d′ is given, MJ tries to choose multi-section counts in each dimension as close as possible. Firstly, MJ partitions the data into $P_0 = \lceil \kappa^{\frac{1}{d'}} \rceil$ along the first dimension. Then, for each of the parts that will be obtained at the first level, the future number of partitions is calculated, and this is assigned to part as its expected weight. For example, Figure 3.2 shows an example of MJ used to partition a dataset (with total area -weight- as 460) into κ = 23 parts in d′ = 2 steps. Initially, MJ determines the number of sections that will be applied to partition the data along the first dimension, that is $partArray_0 = \lceil 23^{1/2} \rceil = 5$. Then, MJ determines how many future partitions will be obtained from each part. In this case, the first three part will be partitioned into 5, while the last two parts are found to be partitioned into 4. The weights for the partitons are adjusted according to the future number of partitions, and MJ multisects the data that yields a partitioning into 5 parts with areas (weights) 100, 100, 100, 80 and 80, respectively. After the first partitioning, d′ is decremented by 1, and the future number of partitions is used to determine the section count along
the second dimension. The first three parts the last two are partitioned into 5 and 4 parts, respectively, yielding a partitioning into 23 with each part area is 20.

### 3.2.4 Properties of partitions from Multi-Jagged

In this subsection, we will reuse some definitions used to analyze the properties of RCB [16]. The definitions are restated here for clarity. Each partition line in Figure 3.1 is subdivided into a number of segments by the incidence of other partition lines. For example, the first (red) cut line using RCB in Figure 3.1(left) is subdivided into seven segments. The graph of a partition is the dual graph obtained by representing each part by a vertex, and adding an edge between two nodes if and only if the corresponding regions share a segment.

For the analysis of spatial partitions, assume that each part is assigned to different processors. As a result, there are two metrics to analyze the quality of the partition: the maximum degree of a vertex in the partition graph and the total number of edges
in the partition graph. The analysis in this section is restricted to partitioning in two dimensions \( p \times q \), even though the multi-jagged algorithm works for arbitrary number of dimensions. To simplify the discussion, we will call the regions corresponding to parts in the first dimension as *stripes*. For example, Figure 3.1 (middle) has four vertical stripes. Each stripe is further partitioned into \( q \) parts with \( q - 1 \) cut lines.

The upper bound for the maximum degree of a vertex in the partition graph is \( 2 \times q + 2 \). This arises from the case when for any one part in stripe \( i \) (\( 1 < i < p \)) shares its perimeter with all the \( q \) parts of each of the two neighboring stripes \( i - 1 \) and \( i + 1 \). This has been observed previously in Manne [106]. If \( p = q = 2^{k/2} \) for computing \( 2^k \) parts, the upper bound for the maximum degree of a vertex in the partitioning graph is \( 2 \times 2^{k/2} + 2 \) which is worse than the upper bound for RCB which is \( 2^{k/2} + 2^{k/2-1} + 3 \) (when \( k \) is even and \( k \geq 4 \)). The difference between the two upper bounds is \( 2^{k/2} \) − 1; however, we will show that MJ and RCB behave similarly in practice. When \( k \) is odd, we can reach the same upper bound by using \( p = 2^{\lfloor k/2 \rfloor} + 1 \) and \( q = 2^{\lfloor k/2 \rfloor} \). Instead of using \( p = q \) we can increase \( p \) to obtain a better bound in practice.

The total number of edges in the partition graph can be derived using a simple constructive argument. Within any one stripe \( i \), there are \( q \) regions (or \( q \) vertices in the partition graph) and \( q - 1 \) cut lines (or \( q - 1 \) edges in the partition graph). There are \( p \) such stripes, resulting in \( p \times (q - 1) \) edges corresponding to the cut lines in the second dimension (A).
The number of edges corresponding to the cut lines in the first dimension is the number of segments that could be created by joining \( p \) stripes. Consider the case with two stripes \((p = 2)\). The least number of segments \((q)\) on the cut line between the two stripes is obtained if for any \( j, 1 \leq j \leq q \), the \( j^{th} \) cut lines inside both stripes are collinear. Moving any one of the cut lines in the second dimension up/down increases the number of segments by at most two. There are \( q - 1 \) such cut lines, which gives us \( 2 \times (q - 1) \) as the maximum number of segments between two stripes. There are \( p - 1 \) such cut lines (or \( p \) stripes) giving us \((p - 1) \times (2 \times q - 1)\) segments. Adding the number of segments from the second dimension\((A)\), the upper bound for the total number of edges in the partition graph is \( p \times (q - 1) + (p - 1) \times (2 \times q - 1) \). When \( p = q = 2^{k/2}\), the upper bound is \( 3 \times 2^k - 2^{k/2+2} + 1 \), the same as the upper bound for RCB (when \( k \) is even).

3.3 Experimental results

We evaluated the performance of the proposed MJ algorithm on various real and synthetically generated datasets. We compared the run-time and the quality of the partitioning results with RCB algorithm.

All experiments were carried out on the Hopper supercomputer, a Cray XE6 at the National Energy Research Scientific Computing Center. Each compute node on Hopper has two twelve-core AMD “MagnyCours” processors (24 cores per node), running at 2.1GHz, with 32 GBs of memory (slightly more than 1 GB of memory per core). Hopper has a Cray “Gemini” interconnect for internode communication.
We used Zoltan and Zoltan2 [75] to test the RCB and MJ algorithms, respectively. Zoltan (hence, RCB) is implemented in C; Zoltan2 (hence, MJ) is in C++. We used the gcc compiler (version 4.7.1) with -O3 optimization flag. For the MPI library, we used Open MPI (version 1.4.5).

The experiments were run on four synthetic datasets and three real datasets. The properties of the datasets are given in Table 3.1. Uniform and Normal are 2D datasets whose coordinates are randomly distributed with uniform and normal distribution, respectively. 2D ANorm is generated with absolute normal distribution, where the dataset contains a circle hole (Fig. 3.3). 3D Anorm is obtained with the application of 2D ANorm function in three-dimensional space. Two of the real datasets (huge-bubbles and europe.osm) are from the University of Florida sparse matrix collection [55]. The tetraMesh dataset is a real 3D dataset representing the artic ice sheet modeling of Greenland [91].

Figure 3.3: 2D Anorm dataset: Absolute normal distribution with a hole.
Table 3.1: Properties of datasets for the experiments.

<table>
<thead>
<tr>
<th>Name</th>
<th>Coordinates</th>
<th>$d$</th>
<th>RCB Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthetic Datasets</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uniform</td>
<td>4M/proc or 50M</td>
<td>2</td>
<td>95.958</td>
</tr>
<tr>
<td>Normal</td>
<td>4M/proc or 50M</td>
<td>2</td>
<td>114.869</td>
</tr>
<tr>
<td>2D ANorm</td>
<td>4M/proc or 50M</td>
<td>2</td>
<td>114.252</td>
</tr>
<tr>
<td>3D ANorm</td>
<td>4M/proc or 50M</td>
<td>3</td>
<td>120.155</td>
</tr>
<tr>
<td>Real Datasets</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hugebubbles-0020</td>
<td>21,198,119</td>
<td>2</td>
<td>35.694</td>
</tr>
<tr>
<td>europe_osm</td>
<td>50,912,018</td>
<td>2</td>
<td>96.762</td>
</tr>
<tr>
<td>tetraMesh</td>
<td>94,732,680</td>
<td>3</td>
<td>102.005</td>
</tr>
</tbody>
</table>

3.3.1 Weak Scaling

![Weak scaling results on synthetic datasets with 4M points per process. The points are randomly generated and scattered all over the space for all processors.](image-url)

Figure 3.4: Weak scaling results on synthetic datasets with 4M points per process. The points are randomly generated and scattered all over the space for all processors.
Weak scaling experiments were performed using the synthetic datasets. Every processor was given 4M coordinates, and the number of processors was increased up to 6,144. Since the number of points per process, and hence, the work, was kept constant, the ideal result would be a flat line. We expect some small increase in the execution time with the increase in the number of processes used. In this experiment, 2D datasets were partitioned into 65,536 parts, whereas the 3D dataset was partitioned into 32,768. MJ partitioned the space into $256 \times 256$ and $32 \times 32 \times 32$ parts in the 2D and 3D datasets, respectively.

The execution time of the partitioning algorithm highly depends on the initial distribution of the data. Thus, we have studied weak scaling on datasets with different distributions of the coordinates over the processors. For example, Figure 3.4 shows the weak scaling results with the execution time of the algorithms normalized with respect to the sequential run-time of RCB on the corresponding dataset. For these generated datasets, each processor generates points across the entire domain according to the specified distribution; thus, each processor has points from across the entire domain. Therefore, after partitioning along a dimension, if further partitionings are to be localized via migration, the migration volume becomes very large. On the other hand, if localization is avoided, and further partitionings are also done with all processors, the workloads of the processors become close to each other, since the processors have close number of coordinates along the parts.
As seen in the figure, execution time of RCB algorithm drastically increases with the increasing number of processors due to the cost of migration, since it performs migrations regardless of the data distribution. Since the points owned by a processor can be from any region of the domain, a significant portion of the data (roughly half) needs to be migrated between subsets of processors after each bisection. On the other hand, in most of these instances, MJ tries to avoid migration as it is predicted to be expensive. As seen in the figure, there is a difference between MJ’s sequential performance and parallel performances, but the increase of MJ’s parallel execution times is much lower than RCB. Note that, even though the migration is expensive in these datasets, MJ performs migration starting from 6144 (1536) processors in these experiments, in order to avoid 256 × it' (1024 × it') REDUCEALL operation among large number of processors on 2D (3D) datasets. Although performing migration on such big set of processor in these datasets harms the performance, the cost of the migration is not as high as in RCB, since it is performed only once. Even in the 3D datasets, the migration is performed only after the first partitioning along the first dimension, which reduces the migration cost w.r.t. RCB.

Figure 3.5 shows weak scaling results with the execution time of the algorithms for the same datasets for which processors have localized coordinates. In this experiment, the processors generate their coordinates randomly, then, unlike the previous experiment, the RCB algorithm is used to partition the datasets into the given number of processors. All of the coordinates that are found to be in the same part by this initial
Figure 3.5: Weak scaling results on synthetic datasets with 4M points per process. The points are randomly generated then prepartitioned using RCB algorithm into given number of processors. Each processors owns a unique area in the space.

RCB partitioning are migrated to a single processor. After this pre-partitioning MJ and RCB is called to partition the dataset into the 32,768 or 65,356 parts, as in previous experiment. Therefore, at the beginning of the execution, each processor has localized coordinates that are in between discrete intervals. Note that, the algorithms may still need to migrate some of their coordinates. Basically, MJ might require migration of the some of the local coordinates, since pre-partitioning is done with RCB. On the other hand, RCB might require migration since the pre-partitioning and the actual partitioning have different number of target parts.
In this experiment, we also studied the effect of perturbation of the input after pre-partitioning step. In the Figure 3.5, the given noise value refers to the percentage of perturbed points in each processor. If the noise value is given as 0.05, this means that 5% of the local data points in each processor (after pre-partitioning) is regenerated using uniform distribution. Each processor chooses the intervals for its uniform distribution by doubling the minimum and maximum coordinate distance to the processor centroid. In Figure 3.5, Noise = 0 represents the execution time of the algorithms after the pre-partitioning, while Noise = 0.05 represents how much the execution time increases when the data perturbation is applied. Adding noise changes the total execution time, because it may either change the communication time (an increase in the migration volume), or the computation time (changes global coordinate intervals which results differences in the execution time to find the cut position).

In this experiment, the processors have localized data, and the migration volume is expected to be lower than the previous experiment. Since the processors have localized data, the workloads of the processors over the parts are uneven. Therefore MJ algorithm chooses to perform migration in all instances in this experiment, including the ones with noise. As seen in Figure 3.5, we observe that the execution times of algorithms increase with the increasing number of processors. MJ performs better than RCB in most of the instances, although the pre-partitioning is done with RCB.
and the migration volume of MJ is expected to be larger than that of RCB algorithm. This is mainly because the smaller number of migration occurrences in MJ. For example, on 2D datasets, the migration is performed only once after partitioning the dataset into 256 parts, regardless of the number processors used. The migration cost of MJ increases with the increasing number of processors, because the migration volume and the processors participating to the migration increases. In addition to these, for RCB, the number of migration occurrences also increases with the increasing number of processors in RCB. Therefore, a slight increase in the migration volume drastically increases the cost of the migration in RCB. We also observe this when a noise is added to the datasets. For example in Figure 3.5, when 5% noise is added to the 3D Anorm dataset on 6,144 processors, the execution time of RCB increases to 92.08 seconds from 57.11 seconds, while the execution time of MJ increases to 17.50 seconds from 13.42 seconds. Therefore, RCB experience a drastic increase in the execution time on high number of processors with the addition of noise, while its effect is much lower for MJ algorithm.

A surprising result in this figure is that, there exists a drastic decrease in the MJ’s execution time after 24 processors. Note that this is because of the imbalance of the workload among the processors. 2D (3D) datasets are partitioned into 256 (32) along the first dimension, and after the migration, 16 (8) of the processors are assigned to partition 11 (2) of the result parts, while 8 (16) of the processors are assigned to 10 (1) parts. Therefore, after a very early step, the processors have different workloads,
which causes the execution time to increase because of the heavier loaded processors. This is not a case as the processor number increases, because either the workloads are equal among the processors, or they become different at later steps.

In the weak scaling experiments, we observe that the execution time of both MJ and RCB are smaller when the data is pre-partitioned for almost all instances compared to their counterparts in Figure 3.4. This is mainly due to the fact that the localization via migration makes the algorithms faster for the further steps, and this localization can be done in lower costs due to the lower migration volume in the latter experiment. There are several instances for which the algorithms run slower on the experiment where the data is pre-partitioned with 5% noise. For example, MJ performs migration in both experiments on 2D Anorm Dataset with 6,144 processors (or RCB on Normal Dataset). Even though the migration volume of the former experiment is smaller, the execution time for the latter one with noise is observed to be higher. Note that, these results are because of the increase in the computation times in the latter ones, since with the addition of noise, the global intervals changes, and the computation time to find the cut positions increases.

3.3.2 Strong scaling

Strong scaling experiments were carried out for all synthetic and real datasets in Table 3.1. The synthetic dataset size was chosen as 50M points, and the scaling experiments were done up to 1,536 processors. As with the weak scaling experiments, 2D datasets were partitioned into 65,536 (256 × 256 for MJ) parts and 3D datasets
were partitioned into 32,768 (32 × 32 × 32 for MJ). Figure 3.6 shows the strong scaling results with the speedup with respect to sequential RCB for the datasets generated with the specified distribution, and each processor has points from across the entire domain as in the datasets presented in Figure 3.4 in weak scaling experiments. The execution times of sequential RCB for strong scaling experiments are given in Table 3.1.

The first observation is that in all instances, MJ obtained higher speedups w.r.t. RCB. This is again due to the costs related to the migration of the coordinates as explained in weak scaling experiments. In all datasets, RCB scales well up to 384
processors, starting from 1,536 processors the partitioning of RCB become communication bounded. On the other hand, the strong scaling results of MJ shows a different behaviour on 2D datasets. MJ obtains increasing speedups upto 96 processors, then the speedup drops slightly for 384 processors, and it increases again for 1,536 processors. Note that, because of the distribution of the data, MJ tries to avoid migration in these datasets. However, increasing number of processors reduces the work of each processor, and makes the partitioning more communication bounded. For example, when partitioning Uniform Datasets with 384 processors, each processors initially owns 130K coordinates. After partitioning into 256 along the first dimension, each part in each processor roughly has 500 coordinates. In the case of avoiding the migration, each processor will compare 500 coordinate against 256 parts, and a REDUCEALL operation will be performed all over the processors, which will be repeated for 256 parts found along the first dimension partitioning. This will make the partitioning communication bounded, and since 500 is lower than the cut-off (1K), MJ chooses to migrate the coordinates even though the migration volume is high. Therefore, the slight drop in the speedup at 384 processors is because MJ switches from the no-migration mode to migration mode. However, after 384 processor, the speedup increase continues for all 2D datasets. This switch between 2 modes of MJ occurs at 96 processors on 3D datasets, which is the reason for not observing this slight drop on the speedup. On the other hand, we observe higher speedups for 3D Anorm dataset on large number of processors. For example, on 384 and 1,536 processors the
speedups of MJ on 3D Anorm dataset are much larger than the speedups obtained in 2D datasets. This is because less work is performed on 3D Anorm dataset, when the partitioning is communication bounded. On 1,536 processors, each processor initially owns 32.5K coordinates, which makes the partitioning communication bounded. MJ spends more time on 2D datasets in this phase, as it performs more operations by partitioning 2D datasets into 256, while 3D datasets are partitioned to 32 in the first phase. Therefore, MJ obtains bigger speedup values on 3D Anorm dataset. We will explain this issue in more detail in the next set of experiments.

![Figure 3.7: Strong scaling results. The points are randomly generated then prepartitioned using RCB algorithm into given number of processors. Each processors owns a unique area in the space.](image)
Figure 3.7 shows the strong scaling results for the prepartitioned counterparts of the datasets. In these experiments, one more MJ variant (MJ') is added for the comparisons. The difference of MJ' is that, the recursion depth is doubled, that is MJ' partitions the 2D datasets into $16 \times 16 \times 16 \times 16$, and 3D datasets into $4 \times 4 \times 4 \times 8 \times 8 \times 8$ parts. Also, similar to the weak scaling experiments given in Figure 3.5, we also study how the speedups are affected by the addition of the 5% noise. In the charts, Noise=0.05 corresponds to the speedups obtained for the datasets perturbed with 5% noise. Noise=0 corresponds to the speedup decrease when the noise is added, and the total speedup for Noise=0 is found with the addition of the two values, which is printed on the top of each bar in the chart.

Initially, we observe that all algorithms scales upto 1,536 processors and the speedups values are always higher than their counterparts in Figure 3.6, thanks to the pre-localized data. The addition of the noise is not as big problem as in the weak scaling experiments since the used number of coordinates is much lower ($50M$), and this limits the increase in the migration volume.

Secondly, we observe that the speedups obtained by MJ is larger than RCB and MJ' up to 384 processors in all instances. However, when the number of processors increases to 1,536, MJ is outperformed by both RCB and MJ'. This is again because of high workload of MJ, when the execution is communication bounded. Like the previous experiment, MJ partitions the dataset into 256 parts, and when there are
1,536 processors with 130K coordinates, the execution is dominated by the communication. RCB and MJ’ performs a small work in this phase by partitioning into 2 and 16, and then they create subcommunicators and further partitionings are performed by smaller processor groups. On the other hand, MJ partitions the dataset into 256 parts in this phase, therefore this phase, where the execution is dominated by the communication takes much longer for MJ. However, MJ’ outperforms RCB in all instances with 1,536 except Normal dataset where RCB is slightly faster. This suggests that when the workload of the processors are low, it is better to increase the recursion depth slightly.

![Figure 3.8: Strong scaling results on real datasets.](image)
Figure 3.7 shows the strong scaling results for the real datasets for 2 MJ variant and RCB algorithm. Among the real datasets, the first two datasets are 2D, while tetraMesh is 3D. The algorithms are adjusted as in the synthetic experiments based on the dimension. Note that, these real datasets are read from the original input file in the way they are stored, and then, processors shares the coordinates by taking a portion of the consecutive coordinates. In this experiment, because of the way that the real datasets are stored, the distribution of the coordinates to the processors are close to localized, which is in between two extremes tested in the synthetic datasets. MJ and MJ’ performs migration for all of these real datasets, in the first step. However, for the instances where the recursion depth is larger than 2, after the migration of the first partitioning, some processor groups performed migration while some avoid the migration based on the imbalance calculations.

Huge-bubbles dataset is the smallest real dataset in this experiment. None of the algorithms scaled after 96 processors. In all instances of Huge-bubbles dataset, RCB is outperformed by MJ variants. Among the MJ variants MJ’ outperforms MJ on 96 and 384 processors as explained before. However, MJ is faster than MJ’ on 1,536 unlike what we expect. We believe that this is because the gain of MJ’ on the first phase does not amortize the repeatetive migration calls. This is similar to the reason why RCB is slower than MJ’, that is, although RCB performs less work on the first phase, its recursion depth increases the communication cost. Similarly, for the europe dataset, RCB is outperformed in all instances by MJ variants. In this dataset, MJ’
is faster than MJ only on 384 processors. Similarly on 1,536, the cost of repetative migrations becomes more expensive than the gain in the first phase of partitioning, results in slower execution of MJ'. tetraMesh, on the other hand is the biggest dataset that is used in the strong scaling experiments. All of the algorithms scaled upto 1,536 processors, in which MJ obtained the best performances in all instances.

### 3.3.3 Dynamic Partitioning Simulation

![Figure 3.9: Simulation of dynamic partitioning.](image)

In this experiments, we wanted to simulate the behaviors of the algorithms as dynamic partitioning algorithms. This experiment are carried out for all synthetic datasets. Every processor was given 4M coordinates, and the number of processors was increased up to 6,144. As different than the weak scaling experiments, the
target number of parts is set to the used number of processors in this experiment. Therefore, although the points per process is constant, the target number of parts, therefore the number of comparisons increases. For experiment, MJ is only provided the target number of parts, and it automatically adjusted the number of the cuts along the dimensions automatically, as mentioned in section 3.2.3. Since the data is already prepartitioned during the dynamic partitioning, we generate the data for each distribution then we prepartitioned the datasets, using MJ and RCB beforehand. Figure 3.9 gives the normalized execution time of the algorithms w.r.t. the execution time of RCB on 24 processors. In this experiment, for each of the algorithms, the data is localized with the prepartitioning using the algorithms itself, hence migration volume becomes zero, when no noise is added. However, with the addition of the noise, the migration volume of the algorithms is increased.

Although the work of the processors increases with the increasing number of processors, we experience almost a flat line for MJ when there is no noise in Figure 3.9. We also observe that MJ is always faster than RCB for all instances. and it is affected by the addition of the noise much less than RCB.

Note that, the current RCB implementation provides a special mechanism for dynamic repartitioning. RCB keeps the cuts from the previous partitionings, and uses it as the guesses for the new cutlines at the next partitioning steps. To be fair, we do not provide this information to RCB in this experiment. However, even this information is provided to RCB, its behaviour would be similar to the one experienced
in Uniform datasets, since in Uniform dataset it takes very small time to find the cut positions.

### 3.3.4 Quality of partitioning

There are two metrics we can use to evaluate the quality of a partitioning: load-imbalance and communication costs for the application. As the data used in the experiments have unit weights, both MJ and RCB were able to find perfectly balanced partitions. Therefore, their partitioning quality in terms of load-imbalance is the same in these experiments. This is the goal of both algorithms and both do well in this metric.

In terms of communication overhead, we computed the maximum and total number of messages induced by computed partitions. Since each neighbor represents a communication message, we counted the number of neighbors of each part and reported the maximum number of messages and the total number of messages of the partitions found by RCB and MJ variants. Note that both RCB and MJ do not try to minimize maximum or overall number of messages metric directly. 2D datasets are partitioned into 256 (16 × 16 and 4 × 4 × 4 × 4), 4,096 (64 × 64 and 8 × 8 × 8 × 8) and 65,536 (256 × 256 and 16 × 16 × 16 × 16), while 3D datasets are partitioned into 512 (8 × 8 × 8 and 2 × 2 × 2 × 4 × 4 × 4), 4,096 (16 × 16 × 16 and ×4 × 4 × 4 × 4 × 4 × 4) and 32,768 (32 × 32 × 32 and ×4 × 4 × 4 × 8 × 8 × 8). Table 3.2 and Table 3.3 give the results for 2D and 3D datasets, respectively. As seen in the tables, the overall number of messages of the partitions is similar for RCB and MJ variants. This is supported
Table 3.2: Maximum and Total number of Messages for 2D partitioning

<table>
<thead>
<tr>
<th>Name</th>
<th>256</th>
<th>4,096</th>
<th>65,536</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maximum</td>
<td>Total</td>
<td>Maximum</td>
</tr>
<tr>
<td>Uniform</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Normal</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>2D ANorm</td>
<td>7</td>
<td>12</td>
<td>20</td>
</tr>
<tr>
<td>Huge-bubbles</td>
<td>13</td>
<td>11</td>
<td>17</td>
</tr>
<tr>
<td>Europe_osm</td>
<td>13</td>
<td>9</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 3.3: Maximum and Total number of Messages for 3D partitioning

<table>
<thead>
<tr>
<th>Name</th>
<th>512</th>
<th>4,096</th>
<th>32,768</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maximum</td>
<td>Total</td>
<td>Maximum</td>
</tr>
<tr>
<td>3D ANorm</td>
<td>19</td>
<td>25</td>
<td>20</td>
</tr>
<tr>
<td>tetraMesh</td>
<td>20</td>
<td>21</td>
<td>20</td>
</tr>
</tbody>
</table>
by the theory in Section 3.2.4 as well. Even though the maximum number of messages of MJ is worse than RCB in some cases, it is much lower than the theoretical worst-case bounds. For example, for 65,536 parts with $256 \times 256$ partitioning, the theoretical worst case maximum number of messages is $2 \times 256 + 2 = 514$, while the actual number is 109 or less in all our experiments. Moreover, in most of the cases, the maximum number of neighbors metric can be reduced by increasing the recursion depth, as MJ’ has mostly smaller maximum number of neighbors than MJ.

### 3.4 Summary

We have proposed a parallel multi-jagged coordinate partitioning algorithm, MJ, that differs from RCB in its ability to partition into multiple parts at once and its handling of data during partitioning. We have presented experiments on various datasets, and compared the performance of MJ against Zoltan’s RCB. Our weak scaling experiments demonstrated that our MJ algorithm performs better than Zoltan’s RCB, and scales up to 6144 processors. MJ scaled well up to 384 processors in most of our strong scaling experiments. We have also evaluated the quality of the RCB and MJ partitions in terms of communication.

One of the most significant differences between MJ and Zoltan’s RCB is that RCB migrates the coordinates and weights of the objects after each bisection. MJ intelligently decides whether to migrate or not. Migration allows RCB (and MJ) to work with fewer processors at each recursion and also allows execution of subsequent
bisections in parallel. Even though the amount of data moved decreases with increasing levels of recursion for each bisection, all processors perform migration at each recursion level. The worst case occurs when the data is randomly distributed (with uniform distribution) to all processors. In such a case, half of the data will be moved at each recursion. In the ideal case, the initial data is already partitioned, and RCB will not migrate any data. The effect of migration is visible from our experiments. In the weak scaling tests, RCB’s performance can be attributed to communication costs due to migration. In the strong scaling results for real datasets, the data was already well-localized in processors, and hence, provided a more ideal case for RCB.

After each partitioning, MJ checks the distribution of the data to processors and estimates the cost of global reduction operations if data were not to migrate, and decides whether to migrate or not. We have shown that MJ does reasonably well to identify the best course of action; however, the interplay of the data size and system size to decide when migration will be most beneficial needs further investigation.
Chapter 4: Load-Balancing via Hypergraph Models

Finding a good partition of communicating tasks among the available processing units is crucial for obtaining short execution times, using less power, and utilizing the computation and communication resources better. To solve this problem, several graph and hypergraph models have been proposed [36, 37, 42, 84, 145]. These models transform the problem at hand to a balanced partitioning problem. The balance restriction on part weights in conventional partitioning corresponds to the load balance in a parallel environment, and the minimization objective for a given metric relates to the minimization of the communication between the processing units.

The most widely used communication metric is the total communication volume. Other communication metrics, such as the total number of messages [136], the maximum volume of messages sent and/or received by a processor [25, 136], or the maximum number of messages sent by a processor have also been shown to be important. The latency-based metrics, which model the communication by using the number of messages sent/received throughout the execution, become more and more important as the number of processors increases. Ideal partitions yield perfect computational
load balance and minimize the communication requirements by minimizing all the mentioned metrics.

Given an application, our main objective is to partition the tasks evenly among processing units and to minimize the communication overhead by minimizing several communication cost metrics. Previous studies addressing different communication cost metrics (such as [25, 136]) work in two phases where the phases are concerned with disjoint subsets of communication cost metrics such that in each phase, they minimize a different metric, sometimes at the expense of others. We present a novel approach to treat the minimization of multiple communication metrics as a multi-objective minimization in a single phase. In order to achieve that, the use of directed hypergraph models is proposed. The proposed approaches are materialized in UMPa (pronounced as “Oompa”), which is a multi-level partitioner employing a directed hypergraph model and novel $K$-way refinement heuristics. UMPa not only takes the total communication metric into account, but it also treats the maximum communication volume, and the total and maximum number of messages in a generalized framework. It aims to minimize the primary metric and obtains improvements in the secondary communication metrics. Compared to the state of the art partitioning tools PaToH [38], Mondriaan [142], and Zoltan [64] using the standard hypergraph model, which minimize the total communication volume, a large number of problem instances show that UMPa produces much better partitions in terms of several communication metrics with 128, 256, 512, and 1024 processing units.
The organization of the chapter is as follows. The previous work on minimizing multiple communication cost metrics is summarized in Section 4.1. Section 4.2 presents the directed hypergraph model, and explains how the communication metrics are encoded by those hypergraphs. In Section 4.3, the multi-level, multi-objective partitioning tool UMPa and give its implementation details is presented in Section 4.3.5. Section 4.4 presents the experimental results, and Section 4.5 concludes the chapter. Refer to Section 2.2.2 for the hypergraph partitioning problem formulation and background information on the multilevel hypergraph partitioning.

4.1 Related work

Although minimizing the total communication volume $TV$ is important, it is sometimes preferable to reduce other communication metrics [84]. The previous studies on minimizing multiple communication cost metrics are based on two-phase approaches. Generally, the first phase tries to obtain a proper partition of data for which the total communication volume is reduced. Starting from the partition of the first phase, the second phase tries to optimize another communication metric. Please note that, even though such two-phase approaches could allow the use of state-of-the-art techniques in one or both of the phases, since solutions are sought in one phase are oblivious the metric used in the other phase, they could stuck in some local optima that it cannot be improved in the other phase.
Bisseling and Meesen [25] discuss how to reduce the maximum send and receive volume per processor in the second phase, while keeping the total volume of communication intact. This is achieved by a greedy assignment algorithm that assigns a data source to a processor that needs it and that has the smallest send/receive volume under current assignments. Bisseling and Meesen also discuss a greedy improvement algorithm applied after the assignments are done.

Uçar and Aykanat [136] discuss how to reduce the total number of messages and achieve balance on the maximum volume of messages sent by a processor as a hypergraph partitioning problem in the second phase. The balance on the volume of messages sent by a processor is achieved only approximately (the proposed model does not encode the send volume of a processor exactly). The metric of the maximum number of messages sent by a processor is somehow incorporated into the second phase as well. Both these second phase alternatives, however, can increase the total volume of communication found in the first phase. The amount of increase is bounded by the number of cut nets found in the first phase.

Both of the mentioned studies [25, 136] consider applications where some input data is combined to yield the output data, as in the sparse matrix-vector multiply operation $y \leftarrow A x$. In such settings, sometimes it is advisable to align the partition on the input and output vectors, e.g., in $y \leftarrow A x$ the processor that holds an $x_i$ holds the corresponding entry $y_i$. This latter requirement is called *symmetric vector*
partitioning and cannot be satisfied easily with the methods proposed in these two studies.

Uçar and Aykanat [135] discuss how to extend their earlier approach to address the symmetric partitioning requirement as well for the computations of the form $y \leftarrow Ax$. Their approach can only handle the cases where one has the liberty to partition the vector entries independent of the matrix partition. In their work, Uçar and Aykanat show how this liberty arises when $A$ is partitioned on the nonzero basis. Again, the second phase can increase the total volume of communication found in the first phase where a non-trivial upper bound on the amount of increase is known. In some other cases, for example, when the matrix is to be partitioned rowwise and the owner computes rule has to be respected, then the method is not applicable. The entry $y_i$ should be computed at the processor holding the $i$th row of $A$ (this, in turn, determines the partition on $x$), unless of course one is ready to pay for another communication round.

The main contribution in this work is to address multiple communication cost metrics in a single-phase. Addressing all the metrics in a single-phase would allow trading off the cost associated with one metric in favor of that associated with another one. The standard hypergraph model cannot see the communication metrics that are defined on a per-processor basis, therefore balance on communication loads of the processors cannot be formulated naturally. Furthermore, since all the state-of-the-art
partitioners use iterative-improvement-based heuristics for the refinement, a single-phase approach increases search space by avoiding to get stuck in a local optima for a single metric. In order to overcome these obstacles, we propose to use directed hyperedges and minimize a prioritized set of metrics all together. We associate each input and output data and computational tasks with a vertex as is done in the standard hypergraph models [137]. We then encode the dependencies among the data and computational tasks with directed hyperedges so that a unique source or a destination is defined for each hyperedge. This way, we are able to accurately model the total as well as per-processor communication cost metrics and reduce all metrics together. Furthermore, this allows the optimization of the communication cost metrics both in unsymmetric and symmetric input and output data partitions constraints, by incorporating the vertex amalgamation technique discussed in [137]. Directions on hyperedges necessitate revisiting some parts of the standard multi-level partitioning heuristics. We do so and realize our communication cost minimizing methods in a multi-objective, multi-level hypergraph partitioner called UMPa. As balancing the per-processor communication cost metrics requires a global view of the partition, we design a direct $K$-way refinement heuristic. One more positive side effect of using the proposed directed model, as we will demonstrate in the experimental evaluation section, is that one could further reduce a primary metric when additional secondary and tertiary metrics (related to the communication) are given to UMPa.
4.2 The directed hypergraph model

Let $\mathcal{A} = (\mathcal{T}, \mathcal{D})$ be an application where $\mathcal{T}$ is the set of tasks to be executed and $\mathcal{D}$ be the set of data elements processed during the application. The tasks may have different execution times; for a task $t \in \mathcal{T}$, we use $\text{exec}(t)$ to denote its execution time. The data elements may have different sizes; for a data element $d \in \mathcal{D}$, we use $\text{size}(d)$ to denote its size. Data elements can be input and output elements, hence, respectively, they may not have any producer or consumer task in the application, or they can be produced by some tasks and consumed/used by other tasks. Graphs, and its variants, such as the standard and bipartite graphs [84], directed acyclic graphs [99], and hypergraphs [42] have been used to model many such applications with different dependency constraints.

Here, we are interested in a set of applications that can be executed in parallel similar to the bulk synchronous parallel (BSP) model of execution [21,140]. In other words, the set of tasks will be executed concurrently on a set of processors, consume and produce data elements, and then they will exchange data among each other. This process is usually repeated, and the same computation and communication patterns are realized in multiple iterations. To ensure that the data dependencies are met, one can either have an explicit barrier synchronization between each iteration, as in the original BSP model, or a more complex scheduling can be used in each processor that would delay the execution of the tasks for which input data elements have not been received yet. Such an execution model fits well to many scientific computations [21],
iterative solvers, and also to generalization of other execution models, such as parallel reductions [70], MapReduce [56], and its iterative [67] and pipelined [51] variants.

We assume the owner-computes rule: each task \( t \in T \) is executed by the processing unit to which \( t \) is assigned. Consider an iterative solver for linear system of equations (such as the conjugate gradients) that repeatedly performs \( y \leftarrow Ax \) and applies linear vector operations on \( x \) and \( y \). One way to parallelize such a solver is to use rowwise matrix partitioning and assign sets of matrix rows and corresponding \( y \) and \( x \) elements to the processing units [21,37]. In such an assignment, the atomic task \( t_i \) is defined as the computation of the inner product of the \( i \)-th row with the \( x \) vector, i.e., \( y_i \leftarrow A_i x \), where data element \( y_i \) is produced by task \( t_i \).

We assume that during the application execution, the producers of the data elements send data to their consumers. If they exist, the consumers of a data element-\( D \) are all in \( T \). In some applications, there is a direct one-to-one mapping of the data elements and tasks. That is, task \( t_i \) produces data element \( d_i \). However, in general, there can be data in \( D \) which are given as input and may not be produced by a task.

4.2.1 Modeling the application

We propose modeling the application with a directed hypergraph [73]. Given an application \( A \), we construct the directed hypergraph \( H = (V, N) \) as follows. For each task \( t_i \in T \), we have a corresponding vertex \( v_i \in V \). For each data element \( d_j \in D \),
we have a corresponding vertex \( v_j \in V \) and a corresponding net \( n_j \in \mathcal{N} \), where

\[
    w[v] = \begin{cases} 
        \text{exec}(t) & \text{if } v \text{ corresponds to a task } t, \\
        0 & \text{if } v \text{ corresponds to a data item.} 
    \end{cases}
\]

and \( c[n_i] = \text{size}(d_i) \). Since we are interested in balancing the computational load of the processors, the vertices corresponding to data items have zero weight. If one also wants to balance the storage, which may be necessary for memory-restricted processing units, a multiconstraint hypergraph partitioning scheme [40] can be used with extra positive weights, representing size of data elements, on these vertices and zero weights on the vertices corresponding to tasks.

The pins of a net \( n_j \), \( \text{pins}[n_j] \), includes a producer (also called source), which will be denoted as \( \text{src}[n_j] \), and consumers of the corresponding data item \( d_j \). In this directed hypergraph model, the communication represented by a net \( n \) is flowing from its producer vertex to its consumer vertices \( \text{pins}[n] \setminus \{\text{src}[n]\} \).

Figure 4.1a shows the sparse matrix and vectors of the SpMxV operation \( y \leftarrow Ax \) in a sample of the iterative solver application mentioned above. Figure 4.1b shows the associated directed hypergraph model in the case where a rowwise partitioning is required. In the model, there are three types of vertices \( (x_i, y_i, \text{ and } r_i \text{ for } i = 1, \ldots, 6) \), each modeling an \( x \)- or a \( y \)-vector entry, or a row of \( A \). The vertices are shown as labeled white circles. The nets are shown as filled, small circles. The directions of the pins are set from \( x \)-vertices to the corresponding nets, from those nets to the row vertices. The \( y \)-vertices are the destinations of the corresponding nets whose sources are the corresponding row vertices.
In the directed hypergraph model of Figure 4.1b, there is a single sender and multiple receivers for each net. This model fits well with many scientific applications where there is a single owner of the data, who is also responsible distributing the updated value to processors that needs it. There are applications in which there are multiple senders that send, usually, their partial updates to the owner of the data. Some other applications use both of these models iteratively, such as gathering of partial updates followed by distribution of the updated values (e.g. [123]). A directed hypergraph can model such applications. However, the current implementation of UMPa supports only the discussed applications with a single sender. We note that in SpMxV when the partitioning is columnwise or on nonzero basis (that is a two dimensional partitioning on the matrix), some nets of the directed hypergraph will have multiple senders, in which case UMPa cannot be used in its current form.

In our directed hypergraph model, a part \( p \) corresponds to a processing unit \( p \), and the balance restriction of the partitioning problem on the part weights necessitates a balanced distribution of the computational load among the processing units. In addition, the total communication volume corresponds to the connectivity-1 metric in (2.2.3).
(a) Sample matrix-vector multiplication

(b) Directed hypergraph model

Figure 4.1: Sample sparse matrix-vector multiplication and the corresponding directed hypergraph model.

### 4.2.2 Communication cost metrics using direction information

Given a $K$-way partition, let $SV[p]$ and $RV[p]$ be the data volume the processing unit $p$ sends and receives, respectively. That is

$$SV[p] = \sum_{\text{part}[\text{src}[n]] = p} c[n](\lambda_n - 1),$$  \hspace{1cm} (4.2.1)$$

$$RV[p] = \sum_{\substack{\text{part}[\text{src}[n]] \neq p \\ \text{and} \ \ p \in \text{prts}[n]}} c[n].$$  \hspace{1cm} (4.2.2)$$
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Hence, \( TV \) equals to \( \sum_{i=1}^{K} SV[p_i] = \sum_{i=1}^{K} RV[p_i] \). Let \( SRV[p] = SV[p] + RV[p] \) be the total volume of data sent/received by the processor \( p \). The maximum data volume sent \( MSV \) and sent/received \( MSRV \) by a single processor are defined as

\[
MSV = \max_i \{SV[p_i]\},
\]

(4.2.3)

\[
MSRV = \max_i \{SRV[p_i]\}.
\]

(4.2.4)

Let \( SM[p_i] \) be the number of messages the processing unit \( p_i \) sends, that is

\[
SM[p_i] = |\{p_j : \exists n \; s.t. \; \text{part[src][n]} = p_i \; \text{and} \; p_j \in \text{prts}[n]\setminus\{p_i\}\}|.
\]

(4.2.5)

The total number of messages \( TM \), and the maximum number of messages sent by a single processor \( MSM \) are defined as

\[
TM = \sum_i SM[p_i],
\]

(4.2.6)

\[
MSM = \max_i \{SM[p_i]\}.
\]

(4.2.7)

Consider again the sparse matrix-vector multiplication of Figure 4.1 in the context of an iterative solver where the vectors \( x \) and \( y \) undergo linear operations (such as \( x_i \leftarrow x_i + \beta y_i \) for a scalar \( \beta \) to form the \( x \) of the next iteration). In this case, the hypergraph can be simplified by using a set of modifications which are useful to avoid some extra communications. First, the data items \( x_i \) and \( y_i \) should be in the same part upon partitioning—otherwise an extra data transfer is required during the vector operations. Second, \( y_i \) is produced by \( r_i \); unless they are in the same part, an extra communication is required. It is therefore advisable to combine the vertices \( x_i, y_i, \) and
Figure 4.2: A 3-way partition of the simplified directed hypergraph. A vertex \( v_i \) now represents \( x_i, y_i \) and row \( r_i \). Among the nets, the cut ones are shown.

\( r_i \) for all \( i \) (see the vertex amalgamation operation introduced in [136]; see also [137]). This simplified model corresponds to the column-net hypergraph model [37]. Consider the 3-way partition of the resulting hypergraph depicted in Figure 4.2 (internal nets are not shown for clarity). Under this partition, the processor \( p_1 \), corresponding to the part \( P_1 \), holds vector entries \( x_1, x_4 \), rows \( r_1, r_4 \) and is responsible for computing \( y_1, y_4 \) at the end of multiplication. Similar data and computation assignments apply to the processors \( p_2 \) and \( p_3 \) corresponding to the parts \( P_2 \) and \( P_3 \). As seen with the directions on the pins of the cut nets, processor \( p_1 \) sends \( x_1 \) to \( p_3 \) and \( x_4 \) to \( p_2 \); processor \( p_2 \) sends \( x_2 \) to \( p_1 \) and \( p_3 \); and \( p_3 \) sends \( x_3 \) and \( x_6 \) to \( p_1 \). Combining these,
we see that $SV[p_i] = 2$, for all $i$; $RV[p_1] = 3$, $RV[p_2] = 1$, and $RV[p_3] = 2$. We further note that $SM[p_1] = 2$, $SM[p_2] = SM[p_3] = 1$.

The directions on the hyperedges help to quantify the sends and receives of each processor. Without directions, one would not know, for example, if the information flow on $n^3_z$ should have been as described. If there were no vertex amalgamation, it would be possible to compute these without directions, but with a little bookkeeping and additional computation. However, vertex amalgamation type operations (e.g., the coarsening phase in a multi-level partitioner) always take place in the state-of-the-art partitioners. In this case, quantifying the sends and receives of each processor would require too much bookkeeping (the contents of a composite vertex and connections of the composing vertices to the nets) and too much computation to be useful in the multi-level partitioning framework. The directions in the nets avoid this difficulty, but necessitate the development of suitable partitioning tools.

4.3 **UMPa: A multi-objective partitioning tool for communication minimization**

The proposed partitioner, UMPa, aims to optimize a given volume- or latency-based primary metric and tries to reduce a set of secondary communication metrics. Although, the recursive bisection approach can work well for the total communication volume metric ($TV$), it is not suitable for the maximum volume ($MSV$), the total number of messages ($TM$), and the maximum number of messages sent by a processor
Since we aim to handle multiple communication metrics all together, UMPa follows the direct $K$-way partitioning approach.

### 4.3.1 Multi-level coarsening phase

In this phase, the original hypergraph is gradually coarsened in multiple levels by clustering subsets of vertices at each level. There are two types of clustering algorithms: matching-based and agglomerative. The matching-based algorithms put at most two similar vertices in a cluster, whereas the agglomerative ones allow any number of similar vertices. There are various similarity metrics—see for example [6, 38, 64]. All these metrics are defined only on two adjacent vertices (one of them can be a vertex cluster). Two vertices are adjacent if they share a net and they can be in the same cluster if they are adjacent.

We use an agglomerative algorithm and the absorption clustering metric using pins [6, 38]. For this metric, the similarity between two adjacent vertices $u$ and $v$ is

$$\sum_{n \in \text{nets}[u] \cap \text{nets}[v]} \frac{c[n]}{|\text{pins}[n]| - 1}$$

This is also the default metric in PaToH [38]. In each level $\ell$, we start with a finer hypergraph $\mathcal{H}^{\ell}$ and obtain a coarser one $\mathcal{H}^{\ell+1}$. If $V_C \subset V^\ell$ is a subset of vertices deemed to be clustered, we create the cluster vertex $u \in V^{\ell+1}$ where $\text{nets}[u] = \bigcup_{v \in V_C} \text{nets}[v]$. We also update the pin sets of the nets in $\text{nets}[u]$ accordingly.

Since we need the direction, we always store the source vertex of a net $n \in \mathcal{N}$ as the first pin in $\text{pins}[n]$. To maintain this information, when a cluster vertex $u$ is
formed in the coarsening phase, we put \( u \) to the head of \( \text{pins}[n] \) for each net \( n \) whose source vertex is in the cluster. We also discard the nets that become singleton at each step of the coarsening phase; as well as the initial singleton nets, since they do not cause any communication.

### 4.3.2 Initial partitioning phase

To obtain an initial partition for the coarsest hypergraph, we use PaToH [38], which is proved to produce high quality partitions with respect to the total communication volume [37]. We execute PaToH five times and get the best partition according to the given primary metric. We chose to use PaToH for three reasons. First, since we always take \( \text{TV} \) into account either as a primary or a secondary metric, it is better to start with an initial partition having a good total communication volume. Second, since \( \text{TV} \) is the sum of the send volumes of all parts, minimizing it should also be good for both \( \text{MSV} \) and \( \text{MSRV} \) and even for the latency-based metrics. We verified the second reason, although it sounds intuitive, in preliminary experiments [45]. The third reason is more esoteric. The coarsest hypergraph which has small net sizes and high vertex degrees lends itself gracefully to the recursive bisection and FM-based improvement heuristics (see also elsewhere [11]).

### 4.3.3 Uncoarsening phase and one-phase \( K \)-way refinement

The uncoarsening phase is realized in multiple levels corresponding to the coarsening levels where at the \( \ell \)th level, we project the partition \( \Pi^{\ell+1} \) obtained for \( \mathcal{H}^{\ell+1} \)
to $\mathcal{H}^\ell$. Then, we refine it by using a novel $K$-way refinement heuristic which takes the primary and the secondary metrics into account. The proposed heuristic runs in multiple passes where in a pass it visits each boundary vertex $u$ and either leaves it in $\text{part}[u]$, or moves it to another part according to some move selection policy.

UMPa provides refinement methods for four primary metrics: the total communication volume $TV$; the maximum send volume $MSV$; the total number of messages $TM$; and the maximum number of messages a processing unit sends $MSM$. We use the notation UMPa$_{X}$ to denote the partitioner with the primary objective function $X$ during the refinement. These methods take secondary and sometimes tertiary metrics into accounts. As an aid to the refinement process, the part weights can be used for tie-breaking purposes while selecting the best move.

Since each metric is different, the implementation details of the refinement heuristics are also different. However, their main logic is the same. The heuristics perform a number of passes on the boundary vertices. To be precise, UMPa uses at most $2^\ell$ passes for $\mathcal{H}^\ell$, the hypergraph at the $\ell$th coarsening level. We observed that most of the improvement on the metrics are coming from the refinement on the coarser hypergraphs. Furthermore, since these hypergraphs are smaller, the passes on them take much less time. That is, the impact of these passes are high and their overhead is low. Hence, we decided to perform more passes on the coarser hypergraphs. UMPa also stops the passes when the improvement on the primary metric is not significant during a pass.
Algorithm 5: A generic pass for $K$-way refinement

Data: $\mathcal{H} = (V, N), (M_1, M_2, M_3)$: the metrics
for each $u \in \text{boundary}$ do
  $p_{\text{best}} \leftarrow \text{part}[u]$;
  $L_{\text{best}} \leftarrow (\text{gain}_{M_1}, \text{gain}_{M_2}, \text{gain}_{M_3}) \leftarrow \text{leaveVertex}(\mathcal{H}, u)$;
  for each part $p \neq \text{part}[u]$ do
    if $p$ has enough space for vertex $u$ then
      $L = (\text{loss}_{M_1}, \text{loss}_{M_2}, \text{loss}_{M_3}) \leftarrow \text{putVertex}(\mathcal{H}, u, p)$;
      $(p_{\text{best}}, L_{\text{best}}) \leftarrow \text{selectMove}(p_{\text{best}}, L_{\text{best}}, p, L, W)$;
    if $p_{\text{best}} \neq \text{part}[u]$ then
      move $u$ to $p_{\text{best}}$ and update the data structures accordingly;

The high-level structure of a pass is given in Algorithm 5. In a pass, the heuristic visits the boundary vertices in a random order and for each visited vertex $u$ and for all $p \neq \text{part}[u]$, it computes how the communication metrics in $(M_1, M_2, M_3)$ are affected when $u$ is moved from part $[u]$ to $p$. This computation is realized in two steps. First, $u$ is removed from part $[u]$ and the leave gains for the communication metrics are computed with leaveVertex (line 1). Second, $u$ is tentatively put into a candidate part $p$ and the arrival losses are calculated with putVertex (line 3). We first set the processing unit for the best move as $p_{\text{best}} = \text{part}[u]$. Since the leave gains and arrival losses are equal while removing a vertex from its part and putting it back (the total gain is zero), initially, the best arrival loss triplet $L_{\text{best}}$ is set to $(\text{gain}_{M_1}, \text{gain}_{M_2}, \text{gain}_{M_3})$. Then, for each possible target processing unit $p$, the arrival losses on the metrics are computed. With the selectMove heuristic, which is given in Algorithm 6, these losses are compared with $L_{\text{best}}$ to select the best move (line 4). After trying all target
processing units and computing the arrival losses of the corresponding moves, \( u \) is moved to \( p_{\text{best}} \). If \( p_{\text{best}} \neq \text{part}[u] \) the data structures, such as \text{boundary}, \text{part}, \lambda, \) and \( \Lambda, \) used throughout the partitioning process are updated accordingly.

\begin{algorithm}
\textbf{Algorithm 6:} The generic \textsc{selectMove} operation

\begin{verbatim}
Data: \( p, \mathcal{L} = (\mathcal{L}_1, \mathcal{L}_2, \mathcal{L}_3), p', \mathcal{L}' = (\mathcal{L}'_1, \mathcal{L}'_2, \mathcal{L}'_3), W \)
if \( \mathcal{L}_1 < \mathcal{L}'_1 \) then
    return \((p, \mathcal{L})\) ; \quad \triangleright \text{Primary metric}
else if \( \mathcal{L}_1 = \mathcal{L}'_1 \) and \( \mathcal{L}_2 < \mathcal{L}'_2 \) then
    return \((p, \mathcal{L})\) ; \quad \triangleright \text{Secondary metric}
else if \( \mathcal{L}_1 = \mathcal{L}'_1, \mathcal{L}_2 = \mathcal{L}'_2 \) and \( \mathcal{L}_3 < \mathcal{L}'_3 \) then
    return \((p, \mathcal{L})\) ; \quad \triangleright \text{Tertiary metric}
else if \( \mathcal{L}_1 = \mathcal{L}'_1, \mathcal{L}_2 = \mathcal{L}'_2, \mathcal{L}_3 = \mathcal{L}'_3 \) and \( W_p < W_{p'} \) then
    return \((p, \mathcal{L})\) ; \quad \triangleright \text{Tie-breaking}
else
    return \((p', \mathcal{L}')\)
\end{verbatim}

\end{algorithm}

The \textsc{selectMove} heuristic given in Algorithm 6 compares two vectors \((\mathcal{L}_1, \mathcal{L}_2, \mathcal{L}_3, W_p)\) and \((\mathcal{L}'_1, \mathcal{L}'_2, \mathcal{L}'_3, W_{p'})\). Starting from the first ones, it compares the vector entries one by one. When a smaller entry is found, the corresponding processing unit is returned as the better candidate.

\subsection{Multi-objective one-phase \(K\)-way Refinement}

Although the structure of a pass and the execution logic is the same, the computation of the leave gains and arrival losses differ with respect to the communication metrics used. Here we describe the implementation of the functions \textsc{leaveVertex} and \textsc{putVertex} for UMP\text{aTV}, UMP\text{aMSV} with secondary and tertiary metrics MSRV
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and TV, and UMPa with a secondary metric TV. We also implemented UMPaMSM and used it in the experiments. But we do not give the details of its leave gain and arrival loss computations since the structure of these algorithms is similar to the ones described below.

### 4.3.4.1 Total communication volume

In the directed hypergraph model, the total volume of the communication sent/received throughout the execution corresponds to the cutsize definition (2.2.3) as in the standard hypergraph model. In other words, the TV metric is global and hence, the sense of direction does not have any effect in its computation. Here we describe UMPaTV which takes a single communication metric TV into account, i.e., it is a standard hypergraph partitioner with the traditional objective function (2.2.3).

**Algorithm 7: leaveVertexTV**

```
Data: ℋ = (Ṽ, VN), u

gainTV ← 0;
Pu ← ∅;
for each n ∈ nets[u] do
    if Λ(n, part[u]) = 1 then
        1 gainTV ← gainTV + c[n];
        2 Pu ← Pu ∪ prts[n];
return (gainTV, Pu);
```

As described above, the refinement heuristic performs passes on the boundary vertices. Let u be the boundary vertex visited during a pass. The leaveVertexTV method given in Algorithm 7 computes the gain on TV when u leaves part[u]. After the move, there will be a gain if and only if the target processor p contains at least one vertex which shares a net with u. Let Pu be the set of such parts. To be more
efficient, this set can be computed beforehand and the for loop in Algorithm 5 (line 2) can be iterated over \( p \in \mathcal{P}_u \) instead of \( p \in \{1, \ldots, K\} \setminus \text{part}[u] \). For this reason, \textsc{leaveVertexTV} also builds this set (line 2) while computing \( \text{gain}_{TV} \).

Algorithm 8: putVertexTV

\[\begin{array}{l}
\textbf{Data:} \quad \mathcal{H} = (\mathcal{V}, \mathcal{N}), \ u, \ p \ (\text{the candidate part}) \\
loss_{TV} \leftarrow 0; \\
\text{for each } \ n \in \text{nets}[u] \text{ do} \\
\quad \text{if } \Lambda(n, p) = 0 \text{ then} \\
\quad \quad \loss_{TV} \leftarrow \loss_{TV} + c[n]; \\
\text{return } \loss_{TV};
\end{array}\]

After \( u \) leaves \( \text{part}[u] \) and the leave gain is computed, the refinement heuristic computes the arrival losses for all target parts \( \mathcal{P}_u \setminus \text{part}[u] \). Algorithm 8 gives the description of the \textsc{putVertexTV} function. Given \( u \) and a part \( p \), the function computes the increase on \( TV \) after putting \( u \) to \( p \). For each net \( n \in \text{nets}[u] \), \( TV \) increases by \( c[n] \) if \( u \) will be the only pin of \( n \) in \( p \) (line 1).

4.3.4.2 Total number of messages

Although the directionality is not important for the total volume, the flow of communication is crucial while minimizing other metrics. Hence for each net \( n \) affected by a move, we need to use the source information \( \text{src}[n] \). Here we describe the leave gain and arrival loss computations of UMPaTM which minimizes the total number of
messages throughout the execution by also taking the total volume of communication, TV, into account as the secondary metric.

Algorithm 9: leaveVertexTM

**Data:** \( H = (V, N) \), \( u \)

\( \text{gain}_{\text{TV}} \leftarrow 0 \), \( \text{gain}_{\text{TM}} \leftarrow 0 \);

\( \text{senders} \leftarrow \emptyset \), \( \text{receivers} \leftarrow \emptyset \);

\( p_u \leftarrow \text{part}[u] \);

for each \( n \in \text{nets}[u] \) do

1. if \( \Lambda(n, p_u) = 1 \) then

   \( \text{gain}_{\text{TV}} \leftarrow \text{gain}_{\text{TV}} + c[n] \);

2. if \( \text{src}[n] = u \) then

   1. if \( \Lambda(n, p_u) > 1 \) then

      \( \text{receivers} \leftarrow \text{receivers} \cup \{p_u\} \);

   2. for each \( p \in \text{prts}[n] \setminus \{p_u\} \) do

      \( \text{receivers} \leftarrow \text{receivers} \cup \{p\} \);

      \( \text{netComm}(p_u, p) \leftarrow \text{netComm}(p_u, p) - 1 \);

      if \( \text{netComm}(p_u, p) = 0 \) then

         \( \text{gain}_{\text{TM}} \leftarrow \text{gain}_{\text{TM}} + 1 \);

3. else

   \( p_{\text{sender}} \leftarrow \text{part}[\text{src}[n]] \);

   \( \text{senders} \leftarrow \text{senders} \cup \{p_{\text{sender}}\} \);

   if \( \Lambda(n, p_u) = 1 \) then

   1. \( \text{netComm}(p_{\text{sender}}, p_u) \leftarrow \text{netComm}(p_{\text{sender}}, p_u) - 1 \);

   2. if \( \text{netComm}(p_{\text{sender}}, p_u) = 0 \) then

      \( \text{gain}_{\text{TM}} \leftarrow \text{gain}_{\text{TM}} + 1 \);

return \( (\text{gain}_{\text{TM}}, \text{gain}_{\text{TV}}, \text{senders}, \text{receivers}) \);

Let \( \text{netComm}(p, p') \) be the number of nets \( n \) such that \( p, p' \in \text{prts}[n] \) and \( \text{src}[n] = p \), i.e., the number of data to be sent from the processing unit \( p \) to the processing unit \( p' \). The refinement heuristic performs passes on the boundary vertices. Let \( u \)
be the boundary vertex visited during a pass. When $u$ leaves $\text{part}[u]$, the gains on $\text{TM}$ and $\text{TV}$ are computed by $\text{leaveVertexTM}$ given in Algorithm 9. The gain on $\text{TV}$ (line 1) is computed as described in the previous subsection. For the gain on $\text{TM}$, there are two cases:

1. $u$ is the source pin of a net $n$ (line 2): For each part $p \in \text{prts}[n]$, there is a gain if $\text{netComm} \left( \text{part} \left[ u \right], p \right) = 0$ after removing $u$ from $\text{part} \left[ u \right]$. Note that a vertex can be a source for multiple nets.

2. $u$ is a non-source pin of a net $n$ (line 4): Let $p_{\text{sender}}$ be the part having the source of $u$. There is a gain if $\text{netComm} \left( p_{\text{sender}}, \text{part} \left[ u \right] \right) = 0$ after removing $u$ from $\text{part} \left[ u \right]$.

In addition to gain computations, the set of the parts that receive data from $u$ (i.e., $u$ is the source of a net connected to the receiver part), $\text{receivers}$, and sends data to $u$ (i.e., $u$ is a non-source pin of a net whose source is in the sender part), $\text{senders}$, are obtained. These sets are used to efficiently compute the arrival losses for each target part candidate.

After the leave gains are computed with $\text{leaveVertexTM}$, the heuristic tentatively moves the boundary vertex to the candidate parts and computes the losses on the communication metrics with $\text{putVertexTM}$ given in Algorithm 10. Let $p$ be the target part. The function first computes the arrival loss on $\text{TV}$ as described in the previous subsection. Then for all $p_{\text{receiver}} \in \text{receivers}$, it checks if a new message from $p$ to $p_{\text{receiver}}$ is necessary. This implies a loss on $\text{TM}$. It repeats a similar process
Algorithm 10: putVertexTM

Data: $\mathcal{H} = (\mathcal{V}, \mathcal{N})$, $u$, $p$ (the candidate part), senders, receivers

$loss_{TM} \leftarrow 0$, $loss_{TV} \leftarrow 0$;

for each $n \in \text{nets}[u]$ do
  if $\Lambda(n, p) = 0$ then
    $loss_{TV} \leftarrow loss_{TV} + c[n]$;

1 for each $p_{\text{receiver}} \in \text{receivers}$ do
  if $netComm(p, p_{\text{receiver}}) = 0$ then
    $loss_{TM} \leftarrow loss_{TM} + 1$;

2 for each $p_{\text{sender}} \in \text{senders}$ do
  if $netComm(p_{\text{sender}}, p) = 0$ then
    $loss_{TM} \leftarrow loss_{TM} + 1$;

return $(loss_{TM}, loss_{TV})$;

for all $p_{\text{sender}} \in \text{senders}$ and check if a message from $p_{\text{sender}}$ to $p$, which was not necessary before the move, is now necessary.

4.3.4.3 Maximum communication volume

Here we describe UMPaMSV which minimizes MSV, the maximum volume sent by a processing unit, and also takes MSRV (the maximum send and receive volume), and TV into account as the secondary and tertiary metrics, respectively. This metric configuration is useful when one wants a partition which does not yield a bottleneck processor and does not use the network extensively.

The generic structure of the refinement heuristic given in Algorithm 5 also applies to the local communication metrics such as MSV and MSM. But for an efficient implementation, we slightly alter this structure for UMPaMSV. When a vertex is taken
from its part and put to another one during the refinement, instead of computing the exact gains/losses on the metrics, we compute a set of intermediate values which correspond to the changes in the send/receive volumes of a processing unit \( p \), i.e., \( SV[p] \) and \( RV[p] \). After each move, these intermediate values are used to compute the exact changes on the metrics, and the best move is selected in a similar fashion.

**Algorithm 11: \textsc{leaveVertexMSV}**

**Data:** \( \mathcal{H} = (\mathcal{V}, \mathcal{N}) \), \( u \)

\( toOldPart \leftarrow 0; \)

\( gain_{RV} \leftarrow 0; \)

\textbf{for each} processing unit \( p \) \textbf{do}

\( gain_{SV} \leftarrow 0; \)

\( p_u \leftarrow \text{part}[u]; \)

\textbf{for each} \( n \in \text{nets}[u] \) \textbf{do}

\( p_{sender} \leftarrow \text{part}[\text{src}[n]]; \)

\textbf{if} \( \text{src}[n] = u \) \textbf{then}

\( gain_{SV}[p_u] \leftarrow gain_{SV}[p_u] + c[n](\lambda_n - 1); \)

\textbf{if} \( \Lambda(n, p_u) > 1 \) \textbf{then}

\( gain_{RV} \leftarrow gain_{RV} - c[n]; \)

\( toOldPart \leftarrow toOldPart + c[n] \)

\textbf{else}

\textbf{if} \( \Lambda(n, p_u) = 1 \) \textbf{then}

\( gain_{SV}[p_{sender}] \leftarrow gain_{SV}[p_{sender}] + c[n]; \)

\( gain_{RV} \leftarrow gain_{RV} + c[n]; \)

\textbf{return} \( (gain_{SV}, gain_{RV}, toOldPart); \)

Algorithm 11 describes the \textsc{leaveVertexMSV} function. To store the changes on the send volumes of the processing units after the leave operation, the function uses an array \( gain_{SV}[] \) of size \( K \). It also stores the change on \( RV[\text{part}[u]] \), i.e., the receive
volume of part$[u]$, in a variable $gain_{RV}$. If $u$ is the source for a net $n$, removing $u$ yields $c[n](\lambda_n - 1)$ gain on the send volume of part$[u]$. But after the move, there will also be an increase on $RV[part[u]]$ if there are more pins of $n$ in part$[u]$ (line 1). The potential increase due to the nets having $u$ as the source does not depend on the target part. It is stored in a variable $toOldPart$ which later will be used by putVertexMSV function to compute the overall change on the send volume of each target part. When $u$ leaves part$[u]$, $RV[part[u]]$ decreases by $c[n]$ if $u$ is not the source of $n$ and if it is the only pin of $n$ in part$[u]$ (line 2). The same decrease must also be observed on $SV[p_{sender}]$, the send volume of the part containing $u$’s source pin (line 3).

If $u$ is the source pin of $n$, as described above, we take the gain on $SV[part[u]]$ into account. However, we do not do the same for the corresponding gains on the RV values of other parts in prts$[n]$. That is, we do not compute all the reductions on RV, and hence, if we compute the metrics here the MSRV value will not be exact. Although exact RV values and hence the exact gains on the metrics can be computed, we chose to follow this approach to be more efficient. Because, after putting $u$ to the target part $p$, these reductions on the receive volumes of the processing units in prts$[n] \setminus \{part[u], p\}$ will not be effective anymore since these processing units will continue to receive $n$’s data from $p$. Hence, if one computes the exact RV values here most of the computation will be redundant.

The details of the putVertexMSV are given in Algorithm 12. Similar to leaveVertexMSV, the algorithm computes the increase on the send volumes of
all parts and the increase on the receive volume of the target part $p$. After the move, the target processing unit will send the data which was sent by $\text{part}[u]$ before. Hence, the value $\text{loss}_{SV}[p]$ must cover $\text{gain}_{SV}[p_u]$. It also needs to contain the amount of the communication from $p$ to $\text{part}[u]$ due to the nets having $u$ as the source and remain connected to $\text{part}[u]$, i.e., $\text{toOldPart}$ (line 1). The rest of the loss updates are similar to the ones in the previous algorithms.

Algorithm 12: PutVertexMSV

| Data: $\mathcal{H} = (V, N)$, $u$, $p$ (the candidate part), $\text{gain}_{SV}$, $\text{toOldPart}$ |
| loss_{RV} ← 0; |
| for each processing unit $q$ do |
| $loss_{SV}[q] ← 0;$ |
| $p_u ← \text{part}[u]$; |
| $loss_{SV}[p] ← gain_{SV}[p_u] + \text{toOldPart}$; |
| for each $n \in \text{nets}[u]$ do |
| $p_{sender} ← \text{part}[\text{src}[n]]$; |
| if $\text{src}[n] = u$ then |
| if $\Lambda(n, p) > 0$ then |
| $loss_{SV}[p] ← loss_{SV}[p] - c[n]$; |
| $loss_{RV} ← loss_{RV} - c[n]$ |
| else |
| if $\Lambda(n, p) = 0$ then |
| $loss_{SV}[p_{sender}] ← loss_{SV}[p_{sender}] + c[n]$; |
| $loss_{RV} ← loss_{RV} + c[n]$ |
| return $(loss_{SV}, loss_{RV})$; |

Algorithm 13 shows a pass of the proposed refinement heuristic of UMPa_{MSV}. Firstly, $u$ is removed from $\text{part}[u]$, and the intermediate values, partial gains on the
send/receive volumes, are computed by LEAVEVERTEXMSV. Then, $u$ is tentatively put to each target candidate $p$, and the intermediate values, arrival losses on the send/receive volumes, are obtained by PUTVERTEXMSV. As described above, although these intermediate values are inexact, their sum gives the exact change on the send/receive volumes for each processor. After computing these changes and the send/receive volumes after the move, the metrics are computed and the best move is selected in a similar fashion. That is the move with the smallest value on the primary metric is preferred. If these values are equal for two target processors, then the secondary metric is considered. In case of equality for the secondary metric values, the tertiary metric is taken into account. As we will show in the experimental results
section, this move selection policy and tie-breaking scheme have positive impact on all the communication metrics.

**Algorithm 13:** A pass for \(K\)-way maximum send volume refinement

**Data:** \(\mathcal{H} = (V, N)\)

for each \(u \in \text{boundary}\) do

\[(\text{gain}_{SV}, \text{gain}_{RV}, \text{toOldPart}) \leftarrow \text{leaveVertexMSV}(\mathcal{H} = (V, N), u);\]

\(\mathcal{M}_{\text{best}} \leftarrow (\text{MSV}, \text{MSRV}, TV);\)

\(p_{\text{best}} \leftarrow \text{part}[u];\)

for each part \(p \neq \text{part}[u]\) do

if \(p\) has enough space for vertex \(u\) then

\[(\text{loss}_{SV}, \text{loss}_{RV}) \leftarrow \text{putVertexMSV}(u, p, \text{toOldPart});\]

for each part \(q\) do

\(\Delta_S \leftarrow \text{loss}_{SV}[q] - \text{gain}_{SV}[q];\)

\(SV'[q] \leftarrow SV[q] + \Delta_S;\)

\(SRV'[q] \leftarrow SV[q] + \Delta_S + RV[q];\)

\(SRV'[\text{part}[u]] \leftarrow SRV'[\text{part}[u]] - \text{gain}_{RV};\)

\(SRV'[p] \leftarrow SRV'[p] + \text{loss}_{RV};\)

\(\mathcal{M}_p \leftarrow (\max(SV'), \max(SRV'), TV + \text{loss}_{RV} - \text{gain}_{RV});\)

\((p_{\text{best}}, \mathcal{M}_{\text{best}}) \leftarrow \text{selectMoveMSV}(p_{\text{best}}, \mathcal{M}_{\text{best}}, p, \mathcal{M}, W);\)

if \(p_{\text{best}} \neq \text{part}[u]\) then

move \(u\) to \(p_{\text{best}}\) and update the data structures accordingly;

4.3.5 Implementation Details

During the gain computations, the heuristic uses the connectivity information between the nets and parts stored in data structures \(\lambda, \Lambda,\) and \textit{netComm}. These structures are constructed after the initial partitioning phase and maintained by the uncoarsening phase. When a vertex \(u\) is moved, we revisit the nets of \(u\) and update the data structures accordingly. When new boundary vertices are detected, they are inserted to the array \text{boundary} and visited in the same pass. We restrict the number
of moves for a vertex \( u \) during a pass to 4, in order to limit the execution time. When this number is reached the vertex is locked and removed from the boundary.

Let \( \rho = \sum_{n \in N} |\text{pins}[n]| \) be the number of pins in a hypergraph. For UMPaTV, considering the restriction on the number of moves per vertex, the time complexity of the leave gain and arrival loss computations is \( \mathcal{O}(\rho) \) and \( \mathcal{O}(\rho K) \), respectively. Hence, the overall complexity of a refinement pass is \( \mathcal{O}(\rho K) \). The factor \( K \) comes from the number of candidate target parts for each move. For UMPaTV, we only visit the boundary vertices and try the parts of the visited vertex’s nets as target candidates. In practice, these numbers are much smaller than \( |\mathcal{V}| \) and \( K \) as a side-effect of the minimization of the objective functions.

For UMPaTM, UMPaMSV, and UMPaMSM, the overall time complexity of a refinement pass is \( \mathcal{O}(\rho K + |\mathcal{V}|K^2) \) since all these variants need an additional for loop which iterates \( \mathcal{O}(K) \) times (lines 1 and 2 in Algorithm 10 and line 1 in Algorithm 13). However, since only the boundary vertices and parts of the nets are visited, the factors are much smaller in practice, and the worst-case analysis is very loose.

To store the numbers of pins per part for each net, \( \Lambda \), we use a 2-dimensional array. Hence, the space complexity is \( \mathcal{O}(K|\mathcal{N}|) \). This can be improved by using a sparse storage as shown in [11].

4.4 Experimental results

The experiments are conducted on a computer with 2.27GHz dual quad-core Intel Xeon CPUs and 48GB main memory.
We compare the quality and efficiency of the partitioners UMPa, Zoltan [64], Mondriaan [142] (version 4.0) and PaToH [38] (in default setting)\(^1\). UMPa is implemented in C++, while the other partitioners are implemented in C. All implementations are compiled with the gcc suite version 4.4.4. To obtain our data set, we used several graphs with 100K–1,500K vertices and 409K–38,354K edges from the 10th DIMACS implementation challenge dataset [66] which contains 38 graphs from eight different classes. The names and the details of these graphs are given in Table 4.1. These graphs are translated into hypergraphs using column-net model to fit the problem definition of 10th DIMACS challenge\(^2\). In all of our experiments, the vertices have unit weights, while the nets may have non-uniform costs (as in the ComputationalTask graphs). Although Zoltan hypergraph partitioner is designed to work on distributed memory machines, all executions are run serially in our experiments. The reported results are the averages of five different executions. The performances of the partitioners are evaluated for five different communication metrics in addition to execution time. These are the maximum send volume (MSV), the maximum send/receive volume (MSRV), the total volume (TV), the maximum send message (MSM), and the total message (TM). The chosen hypergraphs are partitioned into 128, 256, 512, and 1024 parts with \(\varepsilon=0.03\).

\(^1\)The default setting of PaToH is chosen instead of quality setting, as the quality option obtains only 4\% better cut sizes. On the other hand, the default option is 3.56 times faster.

\(^2\)http://www.cc.gatech.edu/dimacs10/data/dimacs10-rules.pdf
We first compare the execution time and the quality of the existing hypergraph partitioning tools. Although Mondriaan uses a hypergraph model, the partitioner is specifically designed for matrices, and it does not accept non-uniform net weights. For this reason, the experiment is run on 36 (out of 38) graphs excluding the ones in the ComputationalTask class. We adjust Mondriaan as described in [23] for the experiment. Figure 4.3 gives the communication metrics and execution times of Zoltan and Mondriaan normalized w.r.t. PaToH. As seen in the figure, Mondriaan obtains partitions whose TV values are similar to that of PaToH on TV. However, its quality on the other metrics is slightly worse. Furthermore, it is significantly slower than PaToH. Although the partitions found by Zoltan yield similar communication metrics when $K$ is small, Zoltan’s partitioning quality gets worse as $K$ increases. We attribute this to simplified refinement implementations for the parallelization purposes. Since PaToH obtains the best quality and the best serial execution time, we compare the performance of UMPa against PaToH for the rest of the experiments.

Figures 4.4 and 4.5 show the average values of the metrics normalized with respect to the corresponding average metric value of PaToH partition. Each column of the table (and its visual representation as a group of five bars) corresponds to an UMPa variant with a different metric and tie-breaking combination, while each row of the table corresponds to the values with respect to a different communication metric. We experimented with four main variants UMPa$\chi$ with the primary metric
Figure 4.3: The normalized communication metrics and execution times of Zoltan and Mondriaan w.r.t. PaToH for $K \in \{128, 256, 512, 1024\}$. 

(a) Normalized communication metrics

(b) Normalized execution times
\( X \in \{TV, MSV, TM, MSM\} \). For each of these variants, we tried different combinations where in the first one only the primary metric is taken into account with no tie-breaking. Then, except for UMPa_{TV}, we obtained a variant which use additional metrics (shown with a ‘+’ sign in the figures). At last, we added tie-breaking and obtained the full variant (shown with “+ PW” in the figures). We executed each of these 11 variants and PaToH on all 38 hypergraphs 5 times and obtain 5 different partitions. For each variant/metric pair, the geometric mean of these 190 executions are computed, and the averages for the UMPa variants are normalized with respect to PaToH’s averages. The figures show these normalized values.

As the first two columns in the tables (and the first two bar groups) of the figures show, for various \( K \) values, UMPa_{TV} is as good as PaToH for all the communication metrics. Furthermore, its MSV and MSRV (2nd and 3rd rows/bars) values are 4-8% better than PaToH for all \( K \) values. The tie-breaking scheme (the second column denoted with PW), which uses the part weight information, improves the performance of UMPa_{TV} (the first column) by around 2%. Since the direction information is not important while minimizing TV, the undirected hypergraph model and recursive bisection can be used as is. Therefore, the proposed directed hypergraph model and the \( K \)-way partitioning do not have an advantage for TV unlike for the other communication metrics as we discuss below.

We experimented with three UMPa_{MSV} variants to carefully evaluate the effects of the secondary and tertiary objectives and the tie-breaking mechanism. Although
minimizing only with the primary metric and no tie-breaking (column 3) obtains 7–11% better MSV value, with respect to the other metrics, UMPa_{MSV} is worse than PaToH. Using MSRV and TV as the secondary and tertiary objectives (column 4) has positive effects on the other communication metrics. Moreover, this approach further improves the primary communication metric MSV. This variant of UMPa_{MSV} doubles the improvement on the primary metric MSV and reduces it 17–22% on the average. Furthermore, it also obtains decent values for the other metrics with respect to PaToH. Extending the refinement with part weight tie-breaking (column 5) also reduces all the volume-based communication metrics around 2%. These observations are not only true on the average but also for most of the graphs in the dataset. For all partitionings with different $K$ values, UMPa_{MSV} with tie-breaking obtains more than 20% improvement in MSV for 12 graphs. The improvements is between 10% and 20% for 13 graphs, and between 2% to 10% for the remaining 13 graphs.

Only with a primary metric, UMPa_{TM} with no tie-breaking (column 6) improves TM about 7–12%. It also improves MSM with respect to PaToH, but its effect is almost always negative for the volume-based metrics. Using TV as the secondary objective to UMPa_{TM} (column 7) reduces the increase on these metrics. Furthermore, it also improves TM by 2–3% more. Similar to other cases, the communication metrics are improved around 3% more with the addition of tie-breaking (column 8).

The results for UMPa_{MSM} are similar to that of other variants. Only with the primary objective function (column 9), UMPa_{MSM} obtains 5–7% better MSM values.
than PaToH. Using $\text{TM}$ and $\text{TV}$ as the secondary and tertiary objectives (column 10) makes the difference around 7–19%. A further 2–3% improvement is obtained with the addition of tie-breaking (column 11).

Figure 4.6 shows the UMPa variants’ runtimes normalized with respect to PaToH. As a $K$-way partitioner, the complexity of the refinement is linear with the number of parts for UMPa$_{TV}$ and UMPa$_{TM}$, and quadratic for UMPa$_{MSV}$ and UMPa$_{MSM}$. Therefore, as $K$ increases, the proposed direct $K$-way method is expected to be slower than a recursive-bisection-based partitioner. For 128 parts, except UMPa$_{MSV}$, the execution times are closer to that of PaToH. However, when the number of parts get bigger, the slowdown increases.

Table 4.1 gives the individual execution times and the volume metric results of PaToH for $K = 512$. The normalized execution times and normalized volume metrics of the UMPa variants are listed on the right side of the table. As seen in the table, the best $\text{TV}$ improvement of the UMPa$_{TV}$ is 18% improvement on $G_{n\_pin\_pout}$, while it obtains 5% $\text{TV}$ degrade on eu-2005 graph. UMPa$_{MSV}$ obtains its best $\text{MSV}$ improvement on preferentialAttachment as 85%, while it obtains its worst improvement on thermal2 graph by 1%. UMPa$_{TM}$ and UMPa$_{MSM}$ have their best improvements on smallworld graph as 55% and 57%, respectively.

As Table 4.1 shows, the Citation and Clustering graphs have relatively large $\text{MSV}$, $\text{TM}$, and $\text{MSM}$ values compared to other classes. For these graphs, the UMPa variants obtain decent improvements. However, when these metrics have small values, e.g.,
Figure 4.4: The normalized metrics of UMPa w.r.t. PaToH for $K = 128$ and $K = 256$. 
Figure 4.5: The normalized metrics of $\text{UMPa}$ w.r.t. PaToH for $K = 512$ and $K = 1024$. 

(a) $K = 512$

(b) $K = 1024$
PaToH’s MSM values for the Sparse class, the improvements are not significant. Since PaToH minimizes only the total communication volume, a small metric value implies that minimizing TV also minimizes that metric. We believe that this is due to the structure of the graphs. For example, the Delaunay graphs are planar. Hence, when PaToH puts similar vertices in the same part, the nets connected to a part will have similar pin sets. Even if some of these nets are in the cut, the corresponding communications can be packed into a few messages. The same argument is also true for the Random Geometric graphs where only the vertices close to each other in the Euclidian space are connected.
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11
10
12
11
11
9
8
8
21
9
9
12
14
9
14
9
33
31
29
19
37
37
38
BEST
WORST

UMPaTV
TT TV
3.30 0.95
2.35 0.97
3.07 0.97
0.22 0.95
0.70 0.90
2.81 0.98
3.26 0.95
2.81 1.05
5.20 0.82
1.08 1.01
5.77 0.97
5.02 0.96
2.59 1.01
1.58 1.02
2.98 1.01
2.89 1.01
1.50 1.01
1.36 1.01
2.08 1.00
1.70 0.99
1.56 1.00
0.69 1.00
0.32 1.02
0.51 1.00
0.27 1.02
1.85 1.04
1.86 1.04
1.56 1.02
0.25 1.00
0.77 1.03
1.29 1.02
3.17 1.01
2.81 0.99
3.27 0.99
1.89 1.00
3.48 1.04
2.90 1.00
2.81 1.00
1.68 0.99
0.22 0.82
5.77 1.05

UMPaMSV
TT MSV
6.64 0.62
7.17 0.60
8.72 0.59
1.56 0.77
3.40 0.77
6.93 0.60
6.93 0.73
6.68 0.73
7.01 0.81
2.83 0.68
8.48 0.15
7.84 0.89
2.57 0.90
2.15 0.56
6.05 0.95
5.15 0.96
4.38 0.89
3.49 0.98
5.70 0.89
4.06 0.93
3.51 0.89
2.31 0.88
1.13 0.96
1.61 0.95
1.57 0.94
4.58 0.98
4.58 0.98
5.40 0.96
1.61 0.88
3.12 0.99
2.06 0.87
4.83 0.85
6.64 0.91
6.93 0.88
6.96 0.89
7.36 0.94
6.94 0.89
6.87 0.89
4.26 0.80
1.13 0.15
8.72 0.99

UMPaTM
TT TM
4.11 0.64
3.91 0.63
4.98 0.61
0.36 0.69
1.03 0.71
3.78 0.74
3.90 0.75
3.09 0.68
6.32 0.62
1.46 0.59
6.34 0.67
6.73 0.55
2.65 0.57
2.01 0.72
3.37 1.00
3.42 1.00
2.11 1.00
1.99 1.00
2.70 0.91
2.26 0.92
1.85 0.96
1.04 0.96
0.40 1.00
0.60 1.00
0.35 0.95
2.76 0.99
2.82 0.99
2.28 0.98
0.30 1.00
1.34 1.00
1.59 0.82
3.82 0.81
3.20 0.93
3.67 0.93
2.44 0.94
4.18 0.90
3.39 0.94
3.13 0.92
2.18 0.83
0.30 0.55
6.73 1.00

UMPaMSM
TT MSM
6.50
0.58
6.64
0.63
7.84
0.67
1.12
0.74
2.42
0.81
6.16
0.61
5.73
0.78
5.22
0.70
9.14
0.71
2.74
0.66
6.29
1.00
11.82
0.57
2.59
0.90
2.09
0.57
4.27
0.98
4.14
0.89
2.82
0.85
2.50
0.94
3.21
0.83
2.65
0.91
2.31
0.89
1.38
0.98
0.73
1.00
1.03
1.00
0.75
0.98
3.27
0.87
3.24
0.91
2.91
1.02
0.62
1.01
1.79
1.00
1.85
0.68
4.29
0.74
4.02
0.88
4.32
0.83
3.16
0.80
4.92
0.91
4.52
0.85
4.23
0.72
3.10
0.81
0.62
0.57
11.82
1.02

Table 4.1: The experiments results for K = 512. The actual execution time (TT) and the volume metrics of
PaToH are given on the left side of the table. The normalized time and normalized primary volume metrics
of UMPa variants (with full tie-breaking scheme) are given on the right side of the table.


4.5 Summary

A directed hypergraph model and a multi-level partitioner UMPa are proposed in this chapter. The partitioner uses a novel $K$-way refinement heuristic employing a tie-breaking scheme to handle multiple communication metrics. UMPa yields good communication patterns by reducing multiple communication metrics all together.

Although most of the previous research has mainly focused on the minimization of the total communication volume, there are studies on the minimization of multiple metrics. Existing hypergraph-based solutions on multiple metrics follow a two-phase approach where in each phase a different metric is minimized, sometimes at the expense of others. UMPa follows a one-phase approach where all the communication cost metrics are effectively minimized in a multi-objective setting where reductions in all metrics can be achieved at the same time, thanks to the proposed directed hypergraph model (undirected models were discussed to be inadequate). Experiments with large hypergraphs are conducted and up to 1024 parts in which the proposed approach yielded improvements over the state-of-the-art hypergraph partitioner Pa-ToH. For example, for $K = 1024$, UMPa$_{MSM}$ produces 20% and 14% better partitions in terms of MSM and TM, respectively.

A future work is to speed up UMPa and the proposed refinement approach by implementing them on modern parallel architectures. Investigating the hypergraph partitioning models and communication metrics for hierarchical memory systems,
such as cluster of multi-socket, multi-core machines with accelerators is another direction of research. Also, another future work is to extend UMPa to handle the directed hypergraphs with multiple senders. Such directed hypergraph models can be used to model computations which require communications for outputs or for both inputs and outputs. Columnwise or nonzero-based sparse matrix partitioning models yield such directed hypergraphs.
Chapter 5: Hypergraph Partitioning Run time

Improvements

5.1 Multithreaded Clustering algorithms for scalable Multi-level Hypergraph Partitioning

Hypergraph partitioning is an important problem widely encountered in parallelization of complex and irregular applications from various domains including VLSI design [101], parallel scientific computing [37,42], sparse matrix reordering [41], static and dynamic load balancing [43], software engineering [22], cryptosystem analysis [24], and database design [103,110,128]. Being such an important problem, considerable effort has been put in providing tool support, see hMeTiS [95], MLpart [35], Mondriaan [142], Parkway [134], PaToH [38], and Zoltan [29]. However, most of the current-state-of-the art software libraries that provide tool support for the hypergraph partitioning problem are designed and implemented before the game-changing advancements in multi-core computing. Hence, analyzing the structure of those tools for designing multithreaded versions of the algorithms is a crucial task.
All the tools above follow the multi-level approach. This approach consists of three phases: coarsening, initial partitioning, and uncoarsening. In the coarsening phase, the original hypergraph is reduced to a much smaller hypergraph after a series of coarsening levels. At each level, vertices that are deemed to be similar are grouped to form vertex clusters, and a new hypergraph is formed by unifying a cluster as a single vertex. That is, the clusters become the vertices for the next level. In the initial partitioning phase, the coarsest hypergraph is partitioned. In the uncoarsening phase, the partition found in the second phase is projected back to the original hypergraph where the partition is locally refined on the hypergraphs associated with each coarsening level.

The coarsening phase is the most important phase of the multi-level approach. This is for the following three reasons. First, the worst-case running time complexity of this phase is higher than the other two phases (initial partitioning and uncoarsening phases have, in most common implementations, linear worst-case running time complexity). Second, as the uncoarsening level performs local improvements, the quality of a partition is highly affected by the quality of the coarsening phase. For example, given a hypergraph, a coarsening algorithm, a conventional initial partitioning algorithm and a refinement algorithm based on the most common ones, very slight variations on vertex similarity metrics can effect the performance quite significantly (see for example the start of Section 5.1 of [138]). Third, it is usually the case that the
better the coarsening, the faster the uncoarsening phase is. Therefore, the coarsening phase also affects the running time of the other phases.

The aim of this chapter is to efficiently parallelize the coarsening phase of PaToH, a well-known and commonly used hypergraph partitioning tool. The algorithmic kernel of this phase is a clustering algorithm that marks similar vertices to be coalesced. There are two classes of clustering algorithms in PaToH. The algorithms in the first class allow at most two vertices in a cluster. These algorithms are called matching-based or matching algorithms in short. The algorithms in the second class, called agglomerative algorithms, allow any number of vertices to become together to form a cluster. The most effective clustering algorithms in PaToH are agglomerative ones whereas the fastest ones are matching based. We propose efficient parallelization of these two classes of algorithms (Section 5.1.2). We report practical experiments with PaToH (and its coarsening phase alone) on a recent multicore architecture (Section 5.1.3). The proposed techniques are easily applicable to some other sequential hypergraph partitioners, since they use the same multilevel approach and have similar data structures. Refer to Section 2.2.2 for the hypergraph partitioning problem formulation and background information on the multilevel hypergraph partitioning.

5.1.1 Background and related work

5.1.1.1 Clustering algorithms for hypergraph partitioning

As said before, there are two classes of clustering algorithms: matching-based ones and agglomerative ones. The matching-based ones put at most two similar vertices
in a cluster whereas the agglomerative ones allow any number of similar vertices. There are various similarity metrics—see for example \[6, 37, 95\]. All these metrics are defined on two adjacent vertices (one of them can be a vertex cluster). Two vertices are adjacent if they share a net, i.e., the vertices \(u\) and \(v\) are matchable if \(N_{uv} = \text{nets}[u] \cap \text{nets}[v] \neq \emptyset\). In order to find a given vertex \(u\)'s adjacent vertices, one needs to visit each net \(n \in \text{nets}[u]\) and then visit each vertex \(v \in \text{pins}[n]\). Therefore, the computational complexity of the clustering algorithms is at least in the order of \(\sum_{n \in \mathcal{N}} |\text{pins}[n]|^2\). As mentioned in the introduction, the other two phases of the multi-level approach have a linear time worst case time complexity. As \(\sum_{n \in \mathcal{N}} |\text{pins}[n]|^2\) is most likely to be the bottleneck, an effective clustering algorithm’s worst case running time should not pass this limit for the algorithm to be efficient as well.

The sequential implementations of the clustering algorithms in PaToH proceed in the following way to have a running time proportional to \(\sum_{n \in \mathcal{N}} |\text{pins}[n]|^2\). The vertices are visited in a given (possibly random) order and each vertex \(u\), if not clustered yet, is tried to be clustered with the most similar vertex or cluster. In the matching-based ones, the current vertex \(u\) if not matched yet, chooses one of its unmatched adjacent vertices according to a criterion. If such a vertex \(v\) exists, the matched pair \(u\) and \(v\) are marked as a cluster of size two. If there is no unmatched adjacent vertex of \(u\), then vertex \(u\) remains as a singleton cluster. In the agglomerative ones, the current vertex \(u\), if not marked to be in a cluster yet, can choose a cluster to join (thus forming a cluster of size at least three), or can create another cluster with one
of its unmatched adjacent vertices (thus forming a cluster of size two). Hence in agglomerative clustering, vertex $u$ never remains as a singleton, as long as it is not isolated (i.e., not connected to any net).

For the clustering algorithms in this chapter, there exists a representative vertex for each cluster. When a vertex $u \in \mathcal{V}$ is put into a cluster, we set $\text{rep}[u]$ to the representative of this group. When a singleton vertex $u$ chooses another one $v$, we choose one as the representative and set $\text{rep}[u]$ and $\text{rep}[v]$ accordingly. For all the algorithms, we assume that $\text{rep}[u]$ is initially null for all $u \in \mathcal{V}$. This will also be true if $u$ remains singleton at the end of the algorithm.

Algorithm 14 presents one of the matching-based clustering algorithms that are available in PaToH. In this algorithm, the vertex $u$ (if not matched yet) is matched with currently unmatched neighbor $v$ with the maximum connectivity, where the connectivity refers to the sum of the costs of the common nets. This matching algorithm is called as Heavy Connectivity Matching (HCM) in PaToH [37], and Inner Product Matching (IPM) in Zoltan [64] and Mondriaan [142]. One can have different variations of this algorithm by changing the vertex visit order (line 1) and/or using different scaling schemes while computing the contribution of each net to its pins (line 6). The array $\text{conn}[\cdot]$ of size $|\mathcal{V}|$ is necessary to compute the connectivity of the vertex $u$ and all its adjacent vertices in time linearly proportional to the number of adjacent vertices. The operation at line 3 is again for efficiency. It removes the matched vertices from $\text{pins}[n]$, hence the next searches on $\text{pins}[n]$ will take less time.
Algorithm 14: Sequential greedy matching (HCM)

Data: $\mathcal{H} = (\mathcal{V}, \mathcal{N})$, rep

1. for each vertex $u \in \mathcal{V}$ in a given order do
   2. if $\text{rep}[u] = \text{null}$ then
      3. $\text{adj}_u \leftarrow \{\}$;
      4. for each net $n \in \text{nets}[u]$ do
         5. for each vertex $v \in \text{pins}[n]$ do
            6. if $\text{rep}[v] \neq \text{null}$ then
               7. $\text{pins}[n] \leftarrow \text{pins}[n] \setminus \{v\}$;
            8. else
               9. if $v \notin \text{adj}_u$ then
                  10. $\text{adj}_u \leftarrow \text{adj}_u \cup \{v\}$;
                  11. $\text{conn}[v] \leftarrow \text{conn}[v] + c[n]$;
           12. $v^* \leftarrow u$;
           13. $\text{conn}^* \leftarrow 0$;
      14. for each vertex $v \in \text{adj}_u$ do
         15. if $\text{conn}[v] > \text{conn}^*$ and $v \neq u$ then
            16. $\text{conn}^* \leftarrow \text{conn}[v]$;
            17. $v^* \leftarrow v$;
            18. $\text{conn}[v] \leftarrow 0$;
         19. if $u \neq v^*$ then
            20. $\text{rep}[v^*] \leftarrow u$;
            21. $\text{rep}[u] \leftarrow u$;

Algorithm 15 presents one of the agglomerative clustering algorithms that are available in PaToH. Similar to the sequential HCM algorithm, vertices are again visited in a given order. If a vertex $u$ has already been clustered, it is skipped. However, an unclustered vertex $u$ can choose to join an existing cluster, can start a new cluster with a vertex, or stay as a singleton cluster. Therefore, compared to the previous algorithm, all adjacent vertices of the current vertex $u$ are considered for
Algorithm 15: Sequential agglomer. clustering (HCC)

Data: $H = (V, N)$, $\text{maxW}$, $\text{rep}$

for each vertex $u \in V$ in a given order do
    if $\text{rep}[u] = \text{null}$ then
        $\text{adj}_u \leftarrow \{}$;
        for each net $n \in \text{nets}[u]$ do
            for each vertex $v \in \text{pins}[n]$ do
                if $v \notin \text{adj}_u$ then
                    $\text{adj}_u \leftarrow \text{adj}_u \cup \{v\}$
                $\text{conn}[v] \leftarrow \text{conn}[v] + c[n]$
            $v^* \leftarrow u$;
            $\text{conn}^* \leftarrow 0$;
        for each vertex $v \in \text{adj}_u$ do
            if $u = v$ then
                continue;
            $v^r \leftarrow \text{rep}[v]$;
            if $v^r = \text{null}$ then
                $v^r \leftarrow v$;
            if $v^r \neq v$ then
                $\text{conn}[v^r] \leftarrow \text{conn}[v^r] + \text{conn}[v]$;
                $\text{conn}[v] \leftarrow 0$;
                $\text{adj}_u \leftarrow \text{adj}_u \cup \{v^r\} \setminus \{v\}$;
        $\text{totW} \leftarrow w[u] + w[v^r]$;
        if $\text{conn}[v^r] > \text{conn}^*$ then
            if $\text{totW} < \text{maxW}$ then
                $\text{conn}^* \leftarrow \text{conn}[v^r]$;
                $v^* \leftarrow v^r$;
        for each vertex $v \in \text{adj}_u$ do
            $\text{conn}[v] \leftarrow 0$;
            if $u \neq v^*$ then
                $\text{rep}[v^*] \leftarrow v^*$;
                $\text{rep}[u] \leftarrow v^*$;
                $w[v^*] \leftarrow w[v^*] + w[u]$;
selection. In order to avoid building an extremely large cluster (which would cause load balance problem in initial partitioning and refinement phases), we also enforce that weight of a cluster must be smaller than a given value \( maxW \). Our experience shows that such restriction is not needed in matching based clustering, since at each level only at most two vertices can be clustered together.

In Algorithm 15, we use the total shared net cost (heavy connectivity clustering) as the similarity metric. In practice (and in our experiments), we use the absorption clustering metric (implemented in PaToH) which divides the contribution of each net to the number of its pins. That is, a net \( n \) contributes \( c[n]/|\text{pins}[n]| \) to the similarity value instead of \( c[n] \). This metric favors clustering vertices connected via nets of small sizes. The sequential code in PaToH also divides the overall similarity score between two vertices by the weight of the cluster which will contain \( u \) (the value \( \text{totW} \) at line 1). Hence, to compare the performance of our multithreaded clustering algorithms with PaToH, we also use this modified similarity metric in our implementations. However, for simplicity, we will continue to use the heavy connectivity clustering metric in the chapter.

5.1.1.2 Metrics

We define the metrics of cardinality and quality to compare different clustering methods. The cardinality is defined as the number of clustering decisions taken by an algorithm, i.e.,
\[
\text{cardinality} = \sum_{u \in V, \text{rep}[u] \neq \text{null}} (|\{v \in V : \text{rep}[v] = u\}| - 1).
\]

In the multi-level framework, this represents the reduction on the number of vertices between two consecutive coarsening levels. The quality of a clustering is defined as the sum of the similarities between each vertex pair which resides in the same cluster, i.e.,

\[
\text{quality} = \sum_{u \in V} \sum_{v \in C_u} \sum_{n \in N_{uv}} \frac{c[n]}{2},
\]

where \(C_u = \{v \in V \setminus \{u\} : \text{rep}[v] = \text{rep}[u] \text{ and } \text{rep}[v] \neq \text{null}\}\) is the set of vertices which are in the same cluster with \(u\), and \(N_{uv}\) is the set of nets shared by \(u\) and \(v\).

Although the definitions are generic to be used for both matching-based and agglomerative clustering, we do not use these criteria to compare a matching-based clustering heuristic with an agglomerative one, since the latter has an obvious advantage.

5.1.1.3 Related work

For a given hypergraph \(H = (V, N)\), let \(A\) be the vertex-net incidence matrix, i.e., the rows of \(A\) correspond to the vertices of \(H\), and the columns of \(A\) correspond to the nets of \(H\) such that \(a_{vn} = 1\) iff \(v \in \text{pins}[n]\). Consider now the symmetric matrix \(M = AA^T - \text{diag}(AA^T)\). The matrix \(M\) can be effectively represented by an undirected graph \(G(M)\) with \(|V|\) vertices and having an edge of weight \(m_{uv}\) between two vertices \(u\) and \(v\) if \(m_{uv} \neq 0\). That is, there is a one-to-one correspondence between
the vertices of $\mathcal{H}$ and $\mathcal{G}(M)$. As $m_{uv} \neq 0$ iff the vertices $u$ and $v$ of $\mathcal{H}$ are adjacent, the correspondence implies that a matching among the vertices of $\mathcal{H}$ corresponds to a matching on the vertices of $\mathcal{G}(M)$. Therefore, various matching algorithms and heuristics for graphs can be used on $\mathcal{G}(M)$ to find a matching among the vertices of $\mathcal{H}$.

Bisseling and Manne [105] propose a distributed memory, 1/2-approximate algorithm to find weighted matchings in graphs. Building on this work, Çatalyürek et al. [46] present efficient distributed-memory parallel algorithms and scalable implementations. Halappanavar et al. [81] present an efficient shared-memory implementations for computing 1/2-approximate weighted matchings. Fagginger Auer and Bisseling [69] study an implementation of a parallel greedy graph matching on GPUs. For maximum cardinality matching problem, in a recent work, Patwary et al. [113] propose a distributed memory, sub-optimal algorithm. There also exist various studies for the parallelization of the maximum cardinality matching algorithms in the context of the bipartite graphs [12, 58, 59, 141].

There are a number of reasons why we cannot use aforementioned algorithms. First and foremost, storing the graph $\mathcal{G}(M)$ requires a large memory. The time required to compute this graph is about as costly as computing a matching in $\mathcal{H}$ in a sequential execution. Second, it is our experience (with the coarsening algorithms within the multi-level partitioner PaToH) that one does not need a maximum weighted matching, nor a maximum cardinality one, nor an approximation guarantee to find
helpful coarsening schemes. Third, while matching the vertices of a hypergraph, we sometimes need to avoid matched vertices become too big, or favor vertex clusters with smaller weights (due to multi-level nature of the partitioning algorithm), and vertices that are mostly related via nets of smaller size. These modifications can be incorporated into the graph $G(M)$ by adjusting the edge weights (or by leaving some edges out). This will help reduce the memory requirements of the graph matching based algorithms. However, the computational cost of constructing the graph remains the same. Almost all of the most effective sequential clustering algorithms implemented in PaToH for coarsening purposes has the same worst case time complexity but are much faster in practice. We, therefore, cannot afford building the graph $G(M)$ or its modified versions and call existing graph matching algorithms. Furthermore, agglomerative clustering algorithms cannot be accomplished by using the aforementioned algorithms.

We highlight that the matching-based clustering algorithms considered in this work can be perceived as a graph matching algorithm adjusted to work on an implicit representation of the graph $G(M)$ or its modified versions. However, to the best of our knowledge, there is no immediate parallel graph-matching based algorithm that is analogous to the agglomerative clustering algorithms considered in this work (although variants of agglomerative coarsening for graphs exist, see for example [1] and [48]).
As a sanity check, we implemented a modified version of the sequential 1/2-approximation algorithm of Halappanavar et al. [81] which works directly on hypergraphs. In other words, instead of explicitly constructing the graph $G(M)$, adjacencies of vertices are constructed on the fly, like Algorithm 14. We compared the quality and cardinality of this algorithm with that of the greedy sequential matching HCM. The approximation algorithm obtained matchings with better quality by 14% while the cardinalities were the same. However, this good performance comes with a significant execution time overhead, yielding 6.5 times slower execution. When we integrated the 1/2-approximation algorithm into the coarsening phase of PaToH, we observed that better matching quality helps the partitioner to obtain better cutsize. For example, when the partitioner is executed 10 times with random seeds, the average cutsize of 1/2-approximation algorithm is 8% better than the one obtained by using HCM. However, when we compare the minimum of these cutsizes, HCM outperforms the approximation algorithm by 2%. Moreover, the difference between the minimum cut obtained by using HCM with the average cut obtained by using the approximation algorithm is 14% in favor of HCM. After these preliminary experiments, we decided to parallelize HCM and HCC, since they are much faster, and one can obtain better cutsize by using them.
5.1.2 Multithreaded Clustering for Coarsening

In this section, we will present three novel parallel greedy clustering algorithms. The first two are matching-based and the third one is a greedy agglomerative clustering method.

5.1.2.1 Multithreaded matching algorithms

To adapt the greedy sequential matching algorithm for multithreaded architectures, we use two different approaches. In the first one, we employ a locking mechanism which prevents inconsistent matching decisions between the threads. In the second approach, we let the algorithm run almost without any modifications and then use a conflict resolution mechanism to create a consistent matching.

The lock-based algorithm is given in Algorithm 16. The structure of the algorithm is similar to the sequential one except the lines 2 and 5, where we use the atomic checkAndLock operation. To lock a vertex $u$, this operation first checks if $u$ is already locked or not. If not, it locks it and returns true. Otherwise, it returns false. Its atomicity guarantees that a locked vertex is never considered for a matching. That is, both the visited vertex $u$ (at line 1) and the adjacent vertex $v$ must not be locked to consider the matching of $u$ and $v$. If they are, and if the similarity of $v$ is bigger than the current best (at line 3), the algorithm keeps $v$ as the best candidate $v^*$. When a better candidate is found, the old one is unlocked to make it available for other threads (line 6), and to construct better matchings in terms of cardinality and quality.
Algorithm 16: Parallel lock-based matching

Data: $\mathcal{H} = (\mathcal{V}, \mathcal{N})$, rep

1. for each vertex $u \in \mathcal{V}$ in parallel do
   2. if CHECKANDLOCK($u$) then
      ensure $\text{adj}_u \leftarrow \{\}$;
      for each net $n \in \text{nets}[u]$ do
         for each vertex $v \in \text{pins}[n]$ do
            if $v \notin \text{adj}_u$ then
               ensure $\text{adj}_u \leftarrow \text{adj}_u \cup \{v\}$;
            $\text{conn}[v] \leftarrow \text{conn}[v] + c[n]$;
      $v^* \leftarrow u$;
      $\text{conn}^* \leftarrow 0$;
      for each vertex $v \in \text{adj}_u$ do
        if $\text{conn}[v] > \text{conn}^*$ then
          if $u \neq v^*$ then
            UNLOCK($v^*$);
            $\text{conn}^* \leftarrow \text{conn}[v]$;
            $v^* \leftarrow v$;
            $\text{conn}[v] \leftarrow 0$;
          if $u \neq v^*$ then
            rep[$u$] $\leftarrow u$;
            rep[$v^*$] $\leftarrow u$;

As a different approach without a lock mechanism, we modify the sequential code slightly and execute it in a multithreaded environment. If the for loop at line 1 of Algorithm 14 is executed in parallel, different threads may set rep[$u$] to different values for a vertex $u$. Hence, the rep array will contain inconsistent decisions. To solve this issue, one can make each thread use a private rep array and store all of its matching decisions locally. Then, a consistent matching can be devised from this information.
Another idea is keeping the sequential code (almost) as is, letting the threads create conflicts, and resolving the conflicts later. Our preliminary experiments show that there is not much difference between the performances of these two approaches in terms of the cardinality and the quality. However, the first one requires more memory: one \texttt{rep} array per thread compared to a shared one. Hence, we followed the second idea and use a conflict resolution scheme with $O(|V|)$ complexity. Algorithm 17 shows the pseudocode of our parallel resolution-based algorithm.

Our conflict resolution scheme starts at line 5 of Algorithm 17. Note that instead of setting a fixed representative for the matched vertices $u$ and $v^*$, we set their \texttt{rep} values to each other. This bidirectional information is then used in our resolution scheme to check if the \texttt{rep} array contains inconsistent information. That is if $u \neq \texttt{rep[rep[u]]}$ for a vertex $u$, we know that at least two threads matched either $u$ or $v$ with different vertices. If this is the case, the resolution scheme acts greedily and aggressively sets $\texttt{rep[u]}$ to \texttt{null} indicating $u$ will be unmatched. After the first loop at line 5, which is executed in parallel, the \texttt{rep} array will contain the matching decisions consistent with each other. Then, with the last parallel loop, we set the representatives for each matched pair.

The proposed resolution scheme is sufficient to obtain a valid matching in the multithreaded setting. However, we slightly modify Algorithm 14 to obtain better matchings. Since each conflict will probably cost a pair, and losing a pair reduces matching cardinality and hence, quality, we desire lesser conflicts. To avoid them, at
Algorithm 17: Parallel resolution-based matching

Data: \( \mathcal{H} = (\mathcal{V}, \mathcal{N}) \), rep

for each vertex \( u \in \mathcal{V} \) in parallel do

\hspace{1em} if \( \text{rep}[u] = \text{null} \) then

\hspace{2em} \text{ensuremath adj}_u \leftarrow \{\};

\hspace{2em} for each net \( n \in \text{nets}[u] \) do

\hspace{3em} for each vertex \( v \in \text{pins}[n] \) do

\hspace{4em} if \( v \not\in \text{adj}_u \) then

\hspace{5em} \text{adj}_u \leftarrow \text{adj}_u \cup \{v\}

\hspace{4em} \text{conn}[v] \leftarrow \text{conn}[v] + c[n]

\hspace{2em} \text{v}^* \leftarrow u;

\hspace{2em} \text{conn}^* \leftarrow 0;

\hspace{2em} for each vertex \( v \in \text{adj}_u \) do

\hspace{3em} if \( \text{rep}[v] = \text{null} \) then

\hspace{4em} if \( \text{conn}[v] > \text{conn}^* \) then

\hspace{5em} if \( u \neq v \) then

\hspace{6em} \text{conn}^* \leftarrow \text{conn}[v];

\hspace{6em} \text{v}^* \leftarrow v;

\hspace{5em} \text{conn}[v] \leftarrow 0;

\hspace{3em} 2 \) if \( \text{rep}[u] = \text{rep}[v] = \text{null} \) then

\hspace{4em} \text{rep}[u] \leftarrow \text{v}^* ;

\hspace{4em} \text{rep}[v^* ] \leftarrow u ;

5 for each vertex \( u \in \mathcal{V} \) in parallel do

\hspace{1em} \text{v} \leftarrow \text{rep}[u];

\hspace{2em} if \( v \neq \text{null} \text{ and } u \neq \text{rep}[v] \) then

\hspace{3em} \text{rep}[u] \leftarrow \text{null};

for each vertex \( u \in \mathcal{V} \) in parallel do

\hspace{1em} \text{v} \leftarrow \text{rep}[u];

\hspace{2em} if \( v \neq \text{null} \text{ and } u < v \) then

\hspace{3em} \text{rep}[u] \leftarrow u;
line 1 of Algorithm 17, we check if a vertex $v$ adjacent to $u$ is already matched. If we detect an already matched candidate, we do not consider it as a possible mate for $u$. Furthermore, at line 2, we again verify if $u$ and $v$ are already matched right before matching them. This check is necessary since either of them could have been matched by another thread after the current one starts considering them.

5.1.2.2 Multithreaded agglomerative clustering

To adapt the sequential agglomerative clustering algorithm to multithreaded setting, we use the same lock-based approach integrated to Algorithm 16. The pseudocode of the parallel agglomerative clustering algorithm is given in Algorithm 18. The algorithm visits the vertices in parallel, and when a thread visits a vertex $u$, it tries to lock $u$. If $u$ is already locked the thread skips $u$ and visits the next vertex. If $u$ is not locked but is already a member of a cluster, the thread unlocks $u$. Since a cluster cannot be the source of a new cluster, this is necessary. On the other hand, if $u$ is a singleton vertex, the thread continues by computing the similarity values for each adjacent vertex and then traverses the adjacency list along the same lines as the sequential algorithm. The main difference here is the locking request for $v^r$ (line 1) which is either set to $v$ if $v$ is singleton, or to the representative of the cluster that $v$ resides in. Before considering $v^r$ as a matching candidate, this lock is necessary. However, if $v^r$ is already the best candidate, it is not so (since the thread has already grabbed $v^r$). When the lock is granted, the thread checks if the adjacent vertex $v$, which was singleton before, has been assigned to a cluster by another
thread. If this is the case, the thread unlocks the representative and continues with the next adjacent vertex. Otherwise, it recomputes the total weight of \( u \) and \( v^r \) (line 3) since new vertices might have been inserted to \( v^r \)'s cluster by other threads. Since insertions can only increase \( w[v^r] \) and \( \text{conn}[v^r] \), we do not need to compare \( \text{conn}[v^r] \) with \( \text{conn}^* \) again. On the other hand, since we cannot construct clusters with large weights, we need to check if \( \text{totW} \) is still smaller than \( \maxW \) (line 4). When the best candidate \( v^* \) is found, we put \( u \) in the cluster \( v^* \) represents and update the \( \text{rep} \) and \( w \) arrays accordingly. Unlike the matching based algorithms, a cluster is allowed to be a candidate more than once throughout the execution. Hence, at the end of the iteration (lines 5 and 6) we unlock all the vertices that are locked during this iteration.

5.1.2.3 Implementation Details

To obtain lock functionality for the multithreaded clustering algorithms described in the previous section, we use the compare and exchange CPU instruction which exists in x86 and Itanium architectures. We first allocate a \texttt{lock} array of length \( |\mathcal{V}| \) and initialize all entries to 0. For each call of the corresponding function in C, \texttt{sync bool compare and swap}, the entry related with the lock request is compared with 0. In case of equality, it is set to 1, and the function returns \texttt{true}. On the other hand, if the entry is not 0 then it returns \texttt{false}. To unlock a vertex, we simply set the related entry in the \texttt{lock} array to 0.
Algorithm 18: Parallel agglomerative clustering

Data: \( \mathcal{H} = (\mathcal{V}, \mathcal{N}) \), maxW, rep

for each vertex \( u \in V \) in parallel do

if \( \text{checkAndLock}(u) \) then

if \( \text{rep}[u] \neq \text{null} \) then

\text{UNLOCK}(u);

continue;

\text{ensure that } \text{adj}_u \leftarrow \{\};

for each net \( n \in \text{nets}[u] \) do

for each vertex \( v \in \text{pins}[n] \) do

if \( v \notin \text{ensure that } \text{adj}_u \leftarrow \text{ensure that } \text{adj}_u \cup \{v\} \)

\( \text{conn}[v] \leftarrow \text{conn}[v] + c[n] \)

\( v^* \leftarrow u; \)

\( \text{conn}^* \leftarrow 0; \)

for each vertex \( v \in \text{ensure that } \text{adj}_u \) do

if \( u = v \) then

continue;

\( v^* \leftarrow \text{rep}[v]; \)

if \( v^* = \text{null} \) then

\( v^* \leftarrow v; \)

if \( v^* \neq v \) then

\( \text{conn}[v^*] \leftarrow \text{conn}[v^*] + \text{conn}[u]; \)

# replace \( v \) with \( v^* \);

\( \text{conn}[v] \leftarrow 0; \)

\( \text{ensure that } \text{adj}_u \leftarrow \text{ensure that } \text{adj}_u \cup \{v^*\} \setminus \{v\}; \)

\( \text{totW} \leftarrow w[u] + w[v^*]; \)

if \( \text{conn}[v^*] > \text{conn}^* \text{ and } \text{totW} < \text{maxW} \) then

if \( v^* = v^* \text{ or } \text{CHECKANDLOCK}(v^*) \) then

if \( \text{rep}[v] \neq v^* \text{ and } \text{rep}[v] \neq \text{null} \) then

\( \text{UNLOCK}(v^*); \)

continue;

\( \text{totW} \leftarrow w[u] + w[v^*]; \)

if \( \text{totW} < \text{maxW} \) then

\( \text{conn}^* \leftarrow \text{conn}[v^*]; \)

\( v^* \leftarrow v^*; \)

if \( u \neq v^* \) then

\( \text{UNLOCK}(v^*); \)

else

\( \text{UNLOCK}(v^*); \)

for each vertex \( v \in \text{ensure that } \text{adj}_u \) do

\( \text{conn}[v] \leftarrow 0; \)

if \( u \neq v^* \) then

\( \text{rep}[v^*] \leftarrow v^*; \)

\( \text{rep}[u] \leftarrow v^*; \)

\( w[v^*] \leftarrow w[v^*] + w[u]; \)

\( \text{UNLOCK}(v^*); \)

\( \text{UNLOCK}(u); \)
Algorithm 19: Parallel lock-based matching: modified

for each vertex $u \in \mathcal{V}$ in parallel do

1. if $\text{rep}[v] = \text{null}$ then
2.     if $\text{CHECKANDLOCK}(u)$ then
3.         for $\cdots$ do
4.             $\cdots$;

Although this function provides great support and flexibility for concurrency, our preliminary experiments show that it can also reduce the efficiency of a multithreaded algorithm. To alleviate this, we try reduce the number of calls on this function by adding an if statement before each lock request which helps us to see if the lock is really necessary. We observe significant improvements on the execution times due to these additional if statements. For example, the parallel lock-based matching algorithm described in the previous section should be implemented as in Algorithm 19 to make it much faster. We stress that the if statements at lines 1 and 3 do not change anything in the execution flow. That is if a vertex is not locked, it cannot be also matched since a matched vertex always stays locked. Hence everything that can pass
the lock requests (lines 2 and 4) can also pass the previous if statements. However, the opposite is not true.

We used the same hypergraph data structure with PaToH. We store the ids of the vertices of each net $n$, that is its pins, consecutively in an array $\text{ids}$ of size $\sum_{n \in \mathcal{N}} |\text{pins}[n]|$. We also keep another array $\text{xids}$ of size $|\mathcal{N}| + 1$, which stores the start index of each net’s pins. Hence, in our implementation, the pins of a net $n$, denoted by $\text{pins}[n]$ in the pseudocodes, are stored in $\text{ids} [\text{xids}[n]]$ through $\text{ids}[\text{xids}[n+1] - 1]$.

With the data structures above, the computational complexity of the clustering algorithms in this work are in the order of $\sum_{n \in \mathcal{N}} |\text{pins}[n]|^2$, since all non-loop lines in their pseudocodes have $O(1)$ complexity. For example, in Algorithm 14, to remove matched vertices from $\text{pins}[n]$ (line 3), we keep a pointer array $\text{netend}$ of size $\mathcal{N}$ where $\text{netend}[n]$ initially points to the last vertex in $\text{pins}[n]$ for all $n \in \mathcal{N}$. Then, to execute $\text{pins}[n] \leftarrow \text{pins}[n] \setminus \{v\}$, we only decrease $\text{netend}[n]$ and swap $v$ with the vertex in the new location. In this way, we also keep the list of vertices connected to each net unchanged since we only reorder them.

In the actual implementation of Algorithm 14, the set $\text{adj}_v$ corresponds to an array of maximum size $|\mathcal{V}|$, and an integer which keeps the number of adjacent vertices in the array. With this pair, the vertex addition (line 5) and reset (line 2) operations take constant time. Furthermore, to find if a vertex $v$ is a member of $\text{adj}_v$ (line 4), we use $\text{conn}[v]$ since the edge costs are positive, and $\text{conn}[v]$...
> 0 if and only if \( v \in \text{adj}_u \). The implementation of these lines are the same for other algorithms.

### 5.1.3 Experimental Results

The algorithms are tested on a computer with 2.27GHz dual quad-core Intel Xeon CPUs with 2-way hyper-threading enabled, and 48GB main memory. All of the algorithms are implemented in C and OpenMP. The compiler is icc version 11.1 and -O3 optimization flag is used.

To generate our hypergraphs, we used real life matrices from the University of Florida (UFL) Sparse Matrix Collection (http://www.cise.ufl.edu/research/sparse/matrices). We randomly choose 70 large, square matrices from the library and create corresponding hypergraphs using the column-net hypergraph model [37]. An overall summary of the properties of these hypergraphs is given in Table 5.1. The complete list of matrices is at http://bmi.osu.edu/~kamer/multi_coarse_matrices.txt.

<table>
<thead>
<tr>
<th></th>
<th>min</th>
<th>max</th>
<th>average</th>
</tr>
</thead>
<tbody>
<tr>
<td># vertices</td>
<td>256,000</td>
<td>9,845,725</td>
<td>1,089,073</td>
</tr>
<tr>
<td># pins</td>
<td>786,396</td>
<td>57,156,537</td>
<td>6,175,717</td>
</tr>
<tr>
<td>#pins/#vertices</td>
<td>1.91</td>
<td>39.53</td>
<td>6.61</td>
</tr>
</tbody>
</table>
5.1.3.1 Individual performance of the algorithms

We first compare the performance of the multithreaded clustering algorithms with respect to the cardinality, quality and speedup as standalone clustering algorithms.

5.1.3.1.1 Performance on cardinality and quality

For matching based clustering, a matching with the best quality can be found by first constructing the matrix $M = AA^T - \text{diag}(AA^T)$ where $A$ is the vertex-net incidence matrix. Then a maximum weighted matching in $G(M)$, the associated weighted graph of $M$, is also the maximum quality matching.

We use Gabow’s maximum weighted matching algorithm [72]—implemented by Rothberg and available as a part of The First DIMACS Implementation Challenge (available at ftp://dimacs.rutgers.edu/pub/netflow). This algorithm has a time complexity of $O(|V|^3)$ for a graph on $|V|$ vertices and finds a maximum weighted matching in the graph, not necessarily among the maximum cardinality ones.

Due to the running time complexity of the maximum quality matching algorithm, it is impractical to obtain the relative performance of the clustering algorithms on our original dataset. We therefore use an additional data set containing considerably small matrices. The new dataset contains all 289 square matrices in the UFL sparse matrix collection with at least 3,000 and at most 10,000 rows. We construct the hypergraphs for each of these matrices and find the maximum quality matching on them.
Table 5.2: Relative performance of the sequential and parallel matching based clustering algorithms w.r.t. to the maximum quality matchings (# of threads = 8).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Quality</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min</td>
<td>max</td>
<td>gmean</td>
<td>min</td>
<td>max</td>
<td>gmean</td>
<td></td>
</tr>
<tr>
<td>Sequential</td>
<td>0.24</td>
<td>1.00</td>
<td>0.81</td>
<td>0.85</td>
<td>1.68</td>
<td>1.02</td>
<td></td>
</tr>
<tr>
<td>Lock-based</td>
<td>0.32</td>
<td>1.00</td>
<td>0.83</td>
<td>0.74</td>
<td>1.65</td>
<td>1.02</td>
<td></td>
</tr>
<tr>
<td>Resolution-based</td>
<td>0.25</td>
<td>0.99</td>
<td>0.74</td>
<td>0.77</td>
<td>1.78</td>
<td>0.99</td>
<td></td>
</tr>
</tbody>
</table>

The relative performance of an algorithm is computed by dividing its cardinality and quality scores to those of Gabow’s quality matching algorithm. Table 5.2 shows the minimum, the maximum, and the geometric mean of all 289 relative performance for each algorithm. As the table shows, the sequential algorithm and its parallel lock-based variant are only 17–19% far from the optimal in terms of quality and almost equal in terms of cardinality. Considering the difference in computational complexities, we can argue that their relative performance is reasonably good. The lock-based algorithm performs slightly better than the sequential one. This demonstrates that while reducing the execution time, the proposed lock-based parallelization does not hamper the performance of the sequential matching algorithm in terms of both cardinality and quality. For this experiment, the parallel algorithms were executed with 8 threads.

Figure 5.1 shows the performance profiles generated to analyze the results in more detail. A point $(x, y)$ in the profile graph means that with $y$ probability, the quality of the matching found by an algorithm is more than $\frac{max}{x}$ where $max$ is
Figure 5.1: Performance profiles for sequential and multithreaded matching algorithms with respect to the maximum quality matchings. A point \((x, y)\) in the profile graph means that with \(y\) probability, the quality of the matching found by an algorithm is larger than \(\frac{\text{max}}{x}\) where \(\text{max}\) is the maximum quality for that instance.

The figure shows that for this data set, the resolution-based algorithm performs worse than the other algorithms. The lock-based algorithm obtains matchings which are at most 1.25 times less than \(\text{max}\) with 74% probability. However, the resolution-based matching has this performance only for 45% probability. While obtaining matchings having at most 15% worse quality than the optimum, the probabilities are 56% and 28% for the lock- and resolution-based algorithms, respectively. Hence, the former performs two times better than the latter.

For the original data set with large hypergraphs, the relative performance of the multithreaded algorithms are given with respect to that of their sequential versions. Table 5.3 shows the statistics for this experiment.
Table 5.3 shows that the multithreaded versions of lock-based and agglomerative algorithms perform as good as their sequential versions in terms of cardinality and quality. Hence, once again, we can conclude that parallelization via locks does not diminish the performance of the multithreaded algorithms. On the other hand, the resolution-based algorithm is outperformed by other algorithms in terms of quality.

Table 5.4 shows the average numbers of matched vertices and conflicts for the proposed resolution-based algorithm with respect to the number of threads. To compute the averages, we execute the algorithm on each hypergraph ten times and report the geometric mean of these results. As expected, the number of the conflicts increases with the number of threads. However, when compared with the cardinality of the matching, the conflicts are at most 0.7% of the total match count for a single graph instance. This shows that the probability of a conflict is very low even with 8 threads.

Table 5.3: Relative performance of the parallel matching-based and agglomerative clustering w.r.t. to their sequential versions (# of threads = 8).

<table>
<thead>
<tr>
<th></th>
<th>Quality</th>
<th></th>
<th></th>
<th>Cardinality</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min</td>
<td>max</td>
<td>gmean</td>
<td>min</td>
</tr>
<tr>
<td>Lock-based</td>
<td>0.79</td>
<td>1.1</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>Resolution-based</td>
<td>0.63</td>
<td>1.1</td>
<td>0.91</td>
<td>0.78</td>
</tr>
<tr>
<td>Agglomerative</td>
<td>0.56</td>
<td>1.3</td>
<td>1.01</td>
<td>0.94</td>
</tr>
</tbody>
</table>
5.1.3.1.2 Speedup

Figure 5.2 shows the speedups achieved by the multithreaded algorithms. On the average, the algorithms obtain decent speedups compared to their sequential versions up to 8 threads. In 8-thread experiments, the resolution-based algorithm has the highest speedup of 5.87, which is followed by the parallel agglomerative algorithm with a speedup of 5.82. The lock-based algorithm has the least speedup of 5.23 in this category. However, this is still decent especially when we consider the 5–7% overhead due to OpenMP and atomic operations.

To analyze the scalability of the algorithms from a closer point of view, we draw the speedup profiles in Figure 5.3. The resolution-based algorithm has better scalability in general. For example, with 4 threads, the probability that the resolution-based algorithm obtains a speedup of at least 3.2 is 83%. The same probabilities for the lock-based and parallel agglomerative algorithms are 54% and 65%, respectively. With 8 threads, the resolution-based version achieves at least 6.6 speedup for 33% the

Table 5.4: The average matching cardinality and the number of conflicts for the proposed resolution-based algorithm with respect to the number of threads.

<table>
<thead>
<tr>
<th>Thread #</th>
<th>#match</th>
<th>#conflict</th>
<th>#conflict/#match</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>290206.9</td>
<td>0.0</td>
<td>0.000000</td>
</tr>
<tr>
<td>2</td>
<td>290103.6</td>
<td>17.8</td>
<td>0.000061</td>
</tr>
<tr>
<td>4</td>
<td>290052.9</td>
<td>18.9</td>
<td>0.000065</td>
</tr>
<tr>
<td>8</td>
<td>289965.9</td>
<td>24.1</td>
<td>0.000083</td>
</tr>
</tbody>
</table>
Figure 5.2: Speedups for matching and clustering: For the lock- and resolution-based algorithms, speedup is computed by using the execution times of sequential greedy matching algorithm. For the parallel agglomerative one, its sequential version is used.

hypergraphs. However, the lock-based and parallel agglomerative algorithms achieve the same speedup only in for 16% and 20% of them. Hence, the resolution-based algorithm is the best among the ones proposed in this chapter in terms of scalability.

5.1.3.2 Multi-level performance of the algorithms

As mentioned in the introduction, we integrated our algorithms into the coarsening phase of PaToH [38]. In this section, we first investigate how our algorithms scale for the clustering operations inside PaToH. The overall performance of a clustering algorithm in such a setting can be different from the standalone performance of the same algorithm, since in the multi-level framework, the hypergraphs are coarsened until the coarsest hypergraph is considerably small (for example, until the number vertices reduces below 100).
(a) \( \# \text{threads} = 4 \)

(b) \( \# \text{threads} = 8 \)

Figure 5.3: Speedup profiles for the multithreaded algorithms: A point \((x, y)\) in the profile graph means that with \(y\) probability, the speedup obtained by the parallel algorithm will be more than \(x\).

Figure 5.4 shows that the speedups on the multi-level clustering part are slightly worse than that of the standalone clustering. For example, the average speedups for the 8(4) threads case, are 5.25(3.22), 5.56(3.40), and 5.47(3.23) for the lock-based, resolution-based, and parallel agglomerative algorithms, respectively.

Since we only parallelize the clustering operations inside the partitioner, the speedups we obtain on the overall execution time cannot be equal to the number
Figure 5.4: Speedups on the time spent by the clustering algorithms in the multi-level approach.

(a) Matching-based clustering

(b) Agglomerative clustering

Figure 5.5: Overall speedup on the total execution time of PaToH. The ideal speedup line is drawn by using Amdahl’s law.
of threads, even in the ideal case. To find the ideal speedups, we use Amdahl’s law [7]:

\[
\text{speedup}_{\text{ideal}} = \frac{1}{(1 - r) + \frac{r}{\#\text{threads}}} \tag{5.1.1}
\]

where \( r \) is the ratio of the total clustering time to the total time of a sequential execution. To find the ideal speedup on the average, we compute (5.1.1) for each hypergraph and then take the geometric mean since we do the same for actual speedups.

Figure 5.5 shows the ideal and actual speedups of the multithreaded algorithms. Since the ideal speedup lines (in dashed style) are drawn by using different sequential algorithms for the matching-based and agglomerative clustering, we separated these two cases and draw two different charts. On the average, all the algorithms obtain speedups close to the ideal. Among the matching-based algorithms, the lock-based one is more efficient since its speedup is closer to the ideal. This is interesting since according to Figure 5.4, it has less speedup on the total clustering time. At first sight, this looks like an anomaly because this is the only part that has been parallelized. However, the since lock-based algorithm’s quality is better (Table 5.3), there is probably less work remaining for the refinement heuristics in the uncoarsening phase. Hence, in total, one can achieve better speedup by using the lock-based algorithm rather than the resolution-based one.

We also obtain good speedups with the parallel agglomerative algorithm. For 2, 4, and 8 threads, the algorithm makes PaToH only 6%, 6% and 10% slower, respectively, than the best possible parallel execution time.
Parallelization of both matching-based and agglomerative clustering algorithm reduces the total execution time significantly. As mentioned before, matching-based algorithms are faster than the agglomerative ones. However, Figure 5.6 shows that PaToH is 20–30% faster when an agglomerative algorithm is used in the coarsening phase rather than a matching based one. According to our experiments, the coarsening phase is indeed 25% slower with the agglomerative clustering algorithm. However, the total execution time is 13% less. The difference comes from the reduction on the
time of initial partitioning and uncoarsening/refinement phases. The initial partitioning takes less time because the coarsest hypergraph has fewer number of vertices with an agglomerative algorithm. In addition, the agglomerative clustering results in 25% less cutsize compared to the matching-based clustering. Hence, we can claim that it is more suitable for the cutsize definition given in (2.2.3).

When equipped with the multithreaded clustering algorithms, the cutsize of the partition found by PaToH is almost equal to the original cutsize obtained by using the sequential versions. For the agglomerative case, the cutsize changes only up to 1%. This is also true with the lock-based matching algorithm when compared with sequential greedy matching. For the resolution-based matching algorithm, there is at most 3% percent increase in the cutsize on average. On the other hand, as shown above the algorithms scale reasonably well.

5.1.4 Summary

Clustering algorithms are the most time consuming part of the current-state-of-the-art hypergraph partitioning tools that follow the multi-level framework. The matching-based and agglomerative clustering algorithms are investigated in this chapter. We have argued that the matching-based clustering algorithms can be perceived as a matching algorithm on an implicitly represented undirected, edge weighted graph, whereas there is no immediate equivalent algorithm for the agglomerative ones.

Two different multithreaded implementations of the matching-based clustering algorithms are proposed in this chapter. The first one uses atomic lock operations to
prevent inconsistent matching decisions made by two different threads. The second one lets the threads perform matchings as they would do in a sequential setting and then later on resolves the conflicts that would arise. A multithreaded agglomerative clustering algorithm has also been proposed in this chapter. This algorithm also uses locks to prevent conflicts.

Different sets of experiments have been presented on a large number of hypergraphs. The experiments have demonstrated that the multithreaded clustering algorithms perform almost as good as their sequential counterparts, sometimes even better in terms of clustering quality and cardinality. The experiments have also shown that our algorithms achieve decent speedups (the best was 5.87 with 8 threads).

The proposed algorithms are integrated to a well-known hypergraph partitioner PaToH. This integration makes PaToH 1.85 times faster where the ideal speedup is 2.07. In addition, it does not worsen the cutsizes obtained.

We observed that clusterings with better quality helps the partitioner to obtain better cuts. Fortunately, the multi-level framework may tolerate slower algorithms which generate better clusterings in terms of cardinality and quality. This is because of the fact that such clusterings will reduce the time required for the initial partitioning and uncoarsening phases. However, there is a limit with this tolerance. If the algorithm is too slow, one can execute the partitioner several times with a faster, parallelizable algorithm that generates clusterings with acceptable quality and achieve even better cutsizes.
5.2 Hypergraph Sparsification Methods for scalable Multi-level Hypergraph Partitioning

Using and analyzing large data for practical purposes has always been a fundamental problem. But today, the data one needs to cope with for a major scientific innovation or discovery is immense, distributed, and unstructured. Although recent advancements on computer hardware and storage technologies allow us to gather and store large-scale data, the data itself does not serve science and society. In addition to its size, utilizing this data and finding meaningful patterns inside it require complex algorithms and an immense amount of computing power. Hence, techniques to make the data smaller are always appreciated.

Hypergraphs emerged as a good alternative model for unstructured data for many applications such as parallelization of complex and irregular applications from various domains including parallel scientific computing [42], sparse matrix reordering [79], social network analysis [131], clustering and recommendation [130], and database design [103, 110, 128]. In many of these applications, once the problem is modeled as a hypergraph, the optimization problem in hand reduces to, sometimes with little variations, the hypergraph partitioning problem. Due to its wide area of applications, a considerable effort has been put into providing tool support for hypergraph partitioning (see hMeTiS [95], MLpart [35], Mondriaan [142], Parkway [134], PaToH [38], UMPa [45] and Zoltan [29]).
There are two main criteria to evaluate the performance of a tool: the quality of
the partition with respect to a partitioning metric and the time required to partition
the given hypergraph. It has been repeatedly shown that minimizing the partitioning
metrics in the literature can significantly increase the performance for many computa-
tions. However, the relative importance of these criteria change with respect to
the application. If the partitioning time is bigger than the gain in the computation
time, it may be better to trade quality for partitioning cost. But one needs to be
careful with this trade-off since worsening the quality can also worsen the perfor-
mance. For example, in a recent study, Akbudak et al. studied different partitioning
models to optimize the cache locality for the sparse-matrix vector multiplication ker-
nel (SpMV) [2]. They reported that when the 1D hypergraph model in [149] is used,
the partitioning overhead is amortized in 286 SpMV operations. For their 2D model,
this number is 1110 but the SpMV performance is 13% better than the 1D case at
the same time. Hence, the best model, or even the decision of using a partitioning
depends on the subsequent computation. Clearly, if the partitioning process is made
faster it will be much more useful for many applications.

In the past, powerful parallel machines were only accessible by a small set of
researchers. Today, a High Performance Computing (HPC) system with thousands of
processors/cores is now almost an ordinary commodity. However, when the number
of processors increases to tens of thousands, which is the case today, the data and
task distribution cost via partitioning also increases. Yet the communication between
processors and hence the quality of the partition become more important with the increasing size of the systems. Hence, reducing the partitioning cost, especially for a larger system, is a crucial task.

In this chapter, hypergraph sparsification to reduce the partitioning cost is investigated. At the high level, the sparsification problem is modeled as finding the sets of identical (or very similar) sets/nets/vertices in a hypergraph. Let \( S \) be such a set containing distinct elements with identical connectivity information. Hence, the same information is duplicated \(|S|\) times in the hypergraph. Duplicate information causes two main problems for a task: First, the same information is processed several times, and this redundancy usually worsens the efficiency of the task. Second, if the purpose of this task is optimization, the redundant (or almost redundant) information makes the search space larger and finding good (or optimal) solutions harder. The action we take to remove such information is using a single \textit{representative} instead of all the elements in \( S \). The representative can be either an existing element of \( S \) or can be artificially created according to a criterion by using the properties of \( S \)'s elements.

In particular, here cheap hypergraph sparsification heuristics: identical-net, identical-vertex, and similar-net removal are investigated. Although identical-net removal has been used in partitioning before [11, 38], to the best of our knowledge, there is no work which analyzes its effectiveness in detail. Even though, some implementations exist in widely-used partitioning tools such as PaToH and Zoltan, it is disabled in
PaToH, since on average, the existing code does not amortize itself in PaToH’s recursive bisection framework, and we show that Zoltan’s sort based approach can be improved. Hence, the algorithms designed and analyzed in this work can be used in other tools, including PaToH and Zoltan, for faster partitioning. Furthermore, there is no previous work which analyzes the effectiveness of the similarity-based sparsification techniques proposed in this work for hypergraph based data.

A set of experiments is carefully designed to analyze the effectiveness of the proposed sparsification techniques, their integration to the multi-level approach, and their efficient implementation. For the experiments, we use a multi-level $K$-way partitioning tool UMPa (pronounced as “Oompa”) [45] and minimize the total communication volume which is the classical partitioning objective used in practice. Our experiments show that when the hypergraphs in the multi-level framework are sparsified, one can obtain partitions with similar quality in significantly less time.

The rest of the chapter is organized as follows: Section 5.2.1 gives some background information and the notation used in this chapter, and Section 5.2.2 describes the proposed sparsification heuristics. The experimental results are presented in Section 5.2.3. Section 5.2.4 concludes the chapter. Refer to Section 2.2.2 for the hypergraph partitioning problem formulation and background information on the multilevel hypergraph partitioning.
5.2.1 Background

5.2.1.1 Data Structures for Hypergraphs

For efficient access, hypergraphs are usually stored and utilized using two pairs of arrays which represent the hypergraph w.r.t. its nets (i.e., pins[]) and vertices (i.e., nets[]), respectively.

1. \(xpids\)-pids pair gives the net view. The sizes of \(xpids\) and \(pids\) are \(|V| + 1\) and \(\rho\), respectively. The array \(pids\) stores the pin ids, and \(xpids[i]\) points to the start location in \(pids\) for each net \(i\). The last value of \(xpids\) is equal to \(\rho\). That is \(pids[xpids[i], \ldots, xpids[i + 1] - 1]\) contains the pin ids for net \(i\).

2. \(xnids\)-nids pair gives the vertex view. The sizes of \(xnids\) and \(nids\) are \(|V| + 1\) and \(\rho\), respectively. The array \(nids\) stores the net ids, and \(xnids[i]\) points to the start location in \(nids\) for each vertex \(i\). The last value of \(xnids\) is equal to \(\rho\). That is \(nids[xnids[i], \ldots, xnids[i + 1] - 1]\) contains the net ids for vertex \(i\).
In multi-level partitioning context, these arrays are generated not only for the original hypergraph, but also for each coarse hypergraph too. Hence, in any part of the partitioner, accesses to \texttt{pins[n]} and \texttt{nets[v]} of a net \texttt{n} and a vertex \texttt{v} can be handled very efficiently. A toy hypergraph and the corresponding data structures are given in Figure 5.7.

5.2.2 Sparsification Techniques for Hypergraphs

In this section, we materialize this sparsification approach for the problem of scalable hypergraph partitioning. However, the heuristics and algorithms proposed here can be used for other problems and applications.

5.2.2.1 Identical-Net Removal

Although we start with the description of the identical-net removal heuristic, the techniques described in this subsection are also valid for the other heuristics in this chapter. The identicality of the nets depends on the set of vertices they are connected to.

\textbf{Definition 1} Two nets \texttt{n}_i and \texttt{n}_j are identical if \texttt{pins[n}_i] and \texttt{pins[n}_j] are the same.

Given a hypergraph \( \mathcal{H} = (V, \mathcal{N}) \), let \( \{\mathcal{N}_1, \mathcal{N}_2, \ldots, \mathcal{N}_\kappa\} \) be the partition of the net set \( \mathcal{N} \) such that two nets in \( \mathcal{N} \) are in the same subset \( \mathcal{N}_\ell \), \( 1 \leq \ell \leq \kappa \), if and only if they are identical. The identical-net removal (INR) process generates a smaller hypergraph \( \mathcal{H}' = (V, \mathcal{N}') \) where \( \mathcal{N}' = \{n'_1, n'_2, \ldots, n'_\kappa\} \) and each net \( n'_\ell \) corresponds to \( \mathcal{N}_\ell \subseteq \mathcal{N} \) for \( 1 \leq \ell \leq \kappa \). The net \( n'_\ell \) is also called \textit{representative} net of the nets in \( \mathcal{N}_\ell \),
and its pin set is defined as

\[
\text{pins}'[n'_\ell] \leftarrow \text{pins}[n] \text{ s.t. } n \in \mathcal{N}_\ell,
\] (5.2.1)

and the net set of each vertex \( v \in \mathcal{H}' \) contains the representatives having \( v \) in their pin set.

In hypergraph partitioning context, if two nets \( n_i \) and \( n_j \) are identical they are either both internal or both external with respect to a partition \( \Pi \). Furthermore, \( \lambda_{n_i} = \lambda_{n_j} \). Since each net’s contribution to the connectivity-1 metric given in (2.2.3) is proportional to its cost, the cost of a representative \( n'_\ell \in \mathcal{N}' \) is computed as

\[
c'[n'_\ell] \leftarrow \sum_{n \in \mathcal{N}_\ell} c[n].
\] (5.2.2)

Let \( \Pi \) be a \( K \)-way partition of the vertex set \( \mathcal{V} \). The contribution of net \( n'_\ell \in \mathcal{N}' \) to the cutsize \( \text{conn}_{\mathcal{H}'}(\Pi) \) is equal to the sum of contributions of the nets in \( \mathcal{N}_\ell \) to \( \text{conn}_{\mathcal{H}}(\Pi) \) since the connectivity \( \lambda_{n'_\ell} \) of the representative is equal to the connectivity of identical nets. That is, the cutsize metrics, \( \text{conn}_{\mathcal{H}}(\Pi) = \text{conn}_{\mathcal{H}'}(\Pi) \), are equal. Hence, an optimal partition \( \Pi \) for the sparsified hypergraph \( \mathcal{H}' \) is also optimal for the original \( \mathcal{H} \).

Since INR is not expected to change the quality of the final partition, reducing the overhead of the net-removal process is of utmost importance. The naive algorithm for detecting and removing identical nets requires \( \mathcal{O}(V^2) \) pairwise comparisons of the pin sets. The number of these comparisons can be greatly reduced by using a simple
checksum function,
\[ \text{Cs}_1(n) = \sum_{i \in \text{pins}[n]} i, \quad (5.2.3) \]
as shown by Algorithm 20, \text{InrSrt}. According to Definition 1, if two nets are identical their checksums must be equal. Hence, the inequality of the checksums can be used as a \textit{witness} for two nets being non-identical. On the other hand, such a witness is not sufficient to identify \textit{false-positive} net pairs who have the same checksum value but are not identical.

\text{InrSrt} first computes the checksum values of all \( n \in \mathcal{N} \). Second, it sorts the nets with respect to these values. And third, it examines only the nets with the same \texttt{csum} value at a time to see if they are identical. In \text{InrSrt}, during the examination for a net \( n \in \mathcal{N} \), \text{rep}[n] is set to an existing representative id (line 4) which is added to \( \mathcal{N}' \) after a previous examination. If such a representative does not exist, at line 5, \text{rep}[n] will be equal to a new id, and a new representative will be added to \( \mathcal{H}' \). The pin set and cost of the representative are assigned according to (5.2.1) and (5.2.2), respectively. This algorithm has been used in the literature with similar motivations such as detecting identical vertices in graphs [9] and identifying supervariables in a nested-dissection based matrix reordering scheme [86]. It has also been used to remove identical nets [11].

We say that a \textit{collision} exists when \( \text{csum}[n_i] = \text{csum}[n_j] \) for two non-identical nets \( n_i \) and \( n_j \). If there are no collisions, i.e., no false positives, line 3 of \text{InrSrt} will be executed at most once for each net \( n \in \mathcal{N} \). Since each identicality check for a net
Algorithm 20: InrSrt

Data: \( \mathcal{H} = (\mathcal{V}, \mathcal{N}), c, \text{picks} \)

Output: \( \mathcal{H}' = (\mathcal{V}, \mathcal{N}'), c', \text{picks}' \)

\( \mathcal{N}' \leftarrow \emptyset \);

for each \( n \in \mathcal{N} \) do

1. \( \text{csum}[n] \leftarrow \text{Cs1}(n) \);

\( \sigma \leftarrow \) the permutation of the nets in the increasing order of \( \text{csum} \) values;

\( \text{prev} \leftarrow -1 \);

\( r \leftarrow 1 \);

for \( i = 1 \) to \( |\mathcal{N}| \) do

\( n \leftarrow \sigma[i] \);

if \( \text{prev} \neq \text{csum}[n] \) then

\( \mathcal{R} \leftarrow \{n'_r\} \);

\( r \leftarrow r + 1 \);

\( \text{prev} \leftarrow \text{csum}[n] \);

else

\( \text{rep}[n] \leftarrow r \);

for each \( n'_r \in \mathcal{R} \) do

2. if \( \text{picks}[n'_r] = \text{picks}[n] \) then

3. \( \text{rep}[n] \leftarrow \ell \);

4. \( c'[n'_r] \leftarrow c'[n'_r] + c[n] \);

5. break;

\( c \leftarrow \text{rep}[n] \);

if \( c = r \) then

\( \mathcal{R} \leftarrow \mathcal{R} \cup \{n'_r\} \);

\( \mathcal{N}' \leftarrow \mathcal{N}' \cup \{n'_r\} \);

\( c'[n'_r] \leftarrow c[n] \);

\( \text{picks}'[n'_r] \leftarrow \text{picks}[n] \);

\( r \leftarrow r + 1 \);

\( \mathcal{H}' \leftarrow (\mathcal{V}, \mathcal{N}') \);
n costs $\mathcal{O}(|\text{pins}|)$, the total cost due to 3 is $\mathcal{O}(\rho)$. Hence, with a good checksum function, which only creates a negligible amount of conflicts, the total complexity is $\mathcal{O}(|\mathcal{V}| \log |\mathcal{V}| + \rho)$. We evaluate the effectiveness of a checksum function w.r.t. two criteria:

- **False-positive cost**: The number of pairwise comparisons (line 3) during the course of InrSrt for two non-identical nets.

- **Checksum occupancy**: The average number of distinct representatives having the same checksum value. When no false-positives exist, the occupancy is one. Otherwise, it is greater.

When all $\kappa$ representatives have the same checksum value, the occupancy is $\kappa$, and the false-positive cost is $\mathcal{O}(\kappa|\mathcal{N}|)$. Hence, the total worst case complexity is $\mathcal{O}(|\mathcal{V}| \log |\mathcal{V}| + \kappa\rho)$. Furthermore, if $\kappa$ is also $\mathcal{O}(|\mathcal{V}|)$, i.e., all nets are distinct and have the same checksum value, the total cost of line 3 will be huge. Fortunately, hypergraphs from real life are random enough to avoid such pathological cases even with a simple checksum function such as Cs1. Still, it is better in practice to reduce the number of collisions to make the identical-net removal faster. Yet again, using a simple function is also a good practice since the cost of the checksum computation will be less which may be important for some applications.

As described above, InrSrt sorts the nets with respect to their checksums. This operation can be considered as using the witnesses to eliminate a huge amount of
Algorithm 21: INR\textsc{Mem}

Data: $\mathcal{H} = (V, N), c, \text{pins}$

Output: $\mathcal{H}' = (V, N'), c', \text{pins'}$

$N' \leftarrow \emptyset$;

for $i$ from 1 to $q$ do

\hspace{1em} $first[i] = -1$;

for $i$ from 1 to $|N|$ do

\hspace{1em} $next[i] = -1$;

$csum[i] \leftarrow \text{Cs1}(n_i) \mod q$;

$r \leftarrow 1$;

for $i$ from 1 to $|N|$ do

\hspace{1em} $c \leftarrow first[csum]$;

\hspace{2em} if $c = -1$ then

\hspace{3em} $first[csum[i]] = i$;

\hspace{3em} $c \leftarrow i$;

while $c \neq i$ do

\hspace{2em} $\ell \leftarrow \text{rep}[n_c]$ ;

\hspace{3em} if $\text{pins'}[n'_\ell] = \text{pins}[n_i]$ then

\hspace{4em} $c'[n'_\ell] \leftarrow c'[n'_\ell] + c[n_i]$;

\hspace{4em} break;

\hspace{3em} else

\hspace{4em} if $next[c] = -1$ then

\hspace{5em} $next[c] = i$;

\hspace{4em} $c \leftarrow next[c]$;

if $c = i$ then

$N' \leftarrow N' \cup \{n'_r\}$;

$c'[n'_r] \leftarrow c[n_i]$;

$\text{pins'}[n'_r] \leftarrow \text{pins}[n_i]$;

$\text{rep}[n_r] \leftarrow r$ ;

$r \leftarrow r + 1$;

$\mathcal{H}' \leftarrow (V, N')$;
pairwise comparisons. However, when a good checksum function with a small occupancy and false-positive cost is used, the sorting operation can be the dominant factor considering the complexity of the rest of the algorithm. In this work, we propose to use another, hash-based, approach given in Algorithm 21, InrMem that trades memory for performance. The data structure we use contains two arrays, first and next, of sizes \( q \) and \(|N|\), respectively, to store the representative information. Here, \( q \) is the first prime number greater than \(|N|\). InrMem first initializes the entries in first to \(-1\) and starts to traverse the nets from \( n_1 \) to \( n_{|N|} \). For each net \( n_i \), by using the first array, it checks if there exist a net \( n_c \) s.t. \( c < i \) and \( \text{Cs1}(n_c) \equiv \text{Cs1}(n_i) \pmod{q} \). If such a net exists the corresponding entry in first will be \( c \), and \(-1\), otherwise. In the former case, starting from \( n_c \), the algorithm initiates a set of consecutive checks (line 2) to eliminate false positives for \( n_i \) by following the links in the next array (line 4). Similar to InrSrt, if \( n_i \) is identical to an existing representative \( n'_\ell \) its contribution is added to \( c'[n'_\ell] \). If no such representative exists, a new one is created (line 5) and next is updated accordingly (line 3). With a good checksum function, the total complexity of InrMem is \( \mathcal{O}(\rho) \), since the check to distinguish false positives is executed only once for most of the nets.

Since the net information is stored in sets, the order of the set elements should not affect the csum value, i.e., the checksum function should be order independent. Having collision reduction in mind, in this work, we investigate two simple order-independent
Figure 5.8: Identical-net removal via InrMem on a toy hypergraph in Figure 5.7 with 6 nets (i.e., \( q = 7 \)). On the left, the 3 subsets of identical nets and the corresponding representatives’ \( \text{Cs}_1 \mod q \) values are given. On the right, the \textit{first-next} data structure at the end of the process is shown.

checksum functions:

\[
\text{Cs}_2(n) = \sum_{i \in \text{pins}[n]} i^2, \quad (5.2.4)
\]

\[
\text{Cs}_3(n) = \sum_{i \in \text{pins}[n]} i^3. \quad (5.2.5)
\]

These functions can be integrated to the process by modifying only lines 1 of InrSrt and InrMem, respectively. Another checksum function we used is MurmurHash, a fast but order dependent hash function with good collision properties [8]. Since the function is order dependent, we need to sort the pin set of each net in the hypergraph as a prerequisite for InrSrt and InrMem.
5.2.2.2 Identical-Vertex Removal

The connectivity information of hypergraphs can be viewed from two different perspectives: nets and vertices. Here we investigate a hypergraph sparsification technique from the vertices’ point of view. The identicality definition of the vertices is similar to that of the nets:

**Definition 2** Two vertices \( v_i \) and \( v_j \) are identical if \( \text{nets}[v_i] \) and \( \text{nets}[v_j] \) are the same.

Given a hypergraph \( H = (\mathcal{V}, \mathcal{N}) \), let \( \{\mathcal{V}_1, \mathcal{V}_2, \ldots, \mathcal{V}_\kappa\} \) be the partition of the vertex set \( \mathcal{V} \) such that two vertices in \( \mathcal{V} \) are in the same subset \( \mathcal{V}_\ell \), \( 1 \leq \ell \leq \kappa \), if and only if they are identical. The identical-vertex removal process generates a smaller hypergraph \( H' = (\mathcal{V}', \mathcal{N}) \) where \( \mathcal{V}' = \{v'_1, v'_2, \ldots, v'_\kappa\} \) and each vertex \( v'_\ell \in \mathcal{V}' \) corresponds to a \( \mathcal{V}_\ell \) for \( 1 \leq \ell \leq \kappa \). The vertex \( v'_\ell \) is also called a representative vertex for vertices in \( \mathcal{V}_\ell \). The net set and weight of a representative \( v'_\ell \in \mathcal{V}' \) are defined as

\[
\text{nets}'[v'_\ell] \leftarrow \text{nets}[v] \text{ s.t. } v \in \mathcal{V}_\ell,
\]

\[
\text{w}'[v'_\ell] \leftarrow \sum_{v \in \mathcal{V}_\ell} \text{w}[v].
\]

After vertex removal, the pin set of each net \( n \in H' \) contains the representative vertices having \( n \) in their net set.

Unlike the case for identical-nets, the optimality of the partitioning is not preserved for identical-vertex removal: Let \( \Pi \) and \( \Pi' \) be two optimal partitions for \( H \) and \( H' \), respectively. Then we have \( \text{conn}_H(\Pi) \leq \text{conn}_H'(\Pi') \). The equality does not always hold due to the load balancing constraint since the original hypergraph \( H \) is
more relaxed in terms of vertex moves, and some partitioning configurations for $\mathcal{H}$ may not be feasible for $\mathcal{H}'$ due to its larger vertex weights. However, removing identical vertices also reduces the search space for the refinement heuristics employed in the uncoarsening phase. As the experiments will show, this may lead the partitioner to a slightly better final partition.

We use the same approach in INRMEM to detect the identical vertices in $\mathcal{H}$ and to create $\mathcal{H}'$. Hence, the implementations of the identical-net and -vertex removal heuristics are very similar except that the former one uses $xpids-pids$ whereas the latter uses $xnids-nids$ for efficient checksum computations. Although identical-vertex removal can be used for any hypergraph, for partitioning, we only use it on the original, finer one, since the coarser hypergraphs are generated by a vertex matching process which is expected to match the identical vertices with high probability.

5.2.2.3 Similar-Net Removal

The sparsification heuristics in the previous sections are solely based on the concept of identicality and they only aim to remove the redundancy from a large hypergraph. That is, they are only effective when there exists identical nets and/or vertices in the hypergraph. Here, we will describe the similar-net removal (SNR) heuristic, which can be used even when there is no redundancy. The heuristic can be considered as a lossy compression technique since it discards some information while sparsifying the hypergraph. Although discarding information usually worsen the quality of the final analysis/partition, the partitioning process will be faster since the hypergraph
will be smaller. Such a quality/time tradeoff will be very useful in practice, especially when the performance of the application is not very sensitive against small changes in partitioning quality. The effectiveness of such a tradeoff depends on the discovery of a large amount of information which can be more or less compensated by a relatively smaller representative. Considering each net is a set of pins, to attack the information discovery problem, we use the well-known Jaccard similarity metric [90]:

**Definition 3** The similarity between two nets $n_i$ and $n_j$ is defined as

$$J(n_i, n_j) = \frac{|\text{pins}[n_i] \cap \text{pins}[n_j]|}{|\text{pins}[n_i] \cup \text{pins}[n_j]|}.$$

Since the number of nets is large, it is infeasible to compute the similarity for each net pair. Instead, in this work, we propose computing a footprint of each net by using the minimum hash values, which is an efficient way to approximate $J(n_i, n_j)$ [31]. Let $\sigma$ be a random permutation of the integers from 1 to $|V|$, and $\text{min}_\sigma(n)$ is the first vertex id of a net $n \in \mathcal{N}$ under the permutation $\sigma$. Then,

$$\Pr[\text{min}_\sigma(n_i) = \text{min}_\sigma(n_j)] = J(n_i, n_j).$$

In other words, if $x$ is a random variable s.t.

$$|x| = \begin{cases} 1, & \text{if } \text{min}_\sigma(n_i) = \text{min}_\sigma(n_j), \\ 0, & \text{otherwise.} \end{cases}$$

then $x$ is an unbiased estimator of $J(n_i, n_j)$. However, its variance is too high. In practice, one can use multiple independent permutations and get the average of the $x$ values to reduce the variance [31, 125]. However, this alone is not sufficient for
efficient hypergraph sparsification since it is still based on pairwise similarity. In this
work, to obtain a more efficient solution, we use $t$ permutations $\sigma_1$ to $\sigma_t$ and first
generate a minwise footprint of each net. The similarity definition is then modified
as follows:

**Definition 4** Two nets $n_i$ and $n_j$ are similar if their minwise footprints are the same,
where the footprint of a net $n \in \mathcal{N}$ is defined as

$$mf(n) = (\min_{\sigma_1}(n), \ldots, \min_{\sigma_t}(n)).$$

Following the definition, given a hypergraph $\mathcal{H} = (\mathcal{V}, \mathcal{N})$, the similar-net heuristic
constructs a partition $\{\mathcal{N}_1, \mathcal{N}_2, \ldots, \mathcal{N}_\kappa\}$ of the net set $\mathcal{N}$ where two nets $n_i$ and
$n_j$ are in the same subset $\mathcal{N}_\ell$ if and only if their footprints are identical. It then
generates a smaller hypergraph $\mathcal{H}' = (\mathcal{V}, \mathcal{N}')$ where $\mathcal{N}' = \{n'_1, n'_2, \ldots, n'_\kappa\}$ and each
net $n'_\ell$ corresponds to $\mathcal{N}_\ell \subseteq \mathcal{N}$ for $1 \leq \ell \leq \kappa$. The net $n'_\ell$ is also called a representative
net for nets in $\mathcal{N}_\ell$ and its cost is defined as

$$c'[n'_\ell] \leftarrow \sum_{n \in \mathcal{N}_\ell} c[n].$$

Since the connectivity of the nets in a subset $\mathcal{N}_\ell$ can be different, the representation
of the connectivity information removed from $\mathcal{H}$ will be lossy, and the amount of
discarded information depends on the assignment of $\text{pins}'[n'_\ell]$. We investigated three
options:
• **Large (LRG):** $\text{pins}'[n'_l]$ is set to the pin set of the net with the largest pin set in $N_l$.

• **Important (IMP):** $\text{pins}'[n'_l]$ is set to the pin set of the net $n$ which maximizes

$$\sum_{v \in \text{pins}[n]} \left( \sum_{n_i \in \text{pins}[v] \cap N_l} c[n_i] \right).$$

This metric prioritizes the pins which are connected to heavy nets with large $c[]$ values.

• **Union (UNI):** $\text{pins}'[n'_l]$ is set to $\bigcup_{n \in N_l} \text{pins}[n]$.

After computing the footprints, we use the same approach in InrMem to detect similar nets in $H$ and to create $H'$. We changed line 2 since we are now checking footprints instead of pin sets. Among other minor modifications, we also changed line 6 w.r.t. the option we use while generating the pin set of the representatives.

### 5.2.2.4 Parallelization of Sparsification Techniques

Although they are much cheaper than partitioning, the efficiency of the proposed heuristics may need to be improved by implementing them in parallel for other applications using hypergraphs. If this is the case, the first task, computation of the checksum values is pleasingly parallel since each thread can process a vertex/net without any concurrency problem. As the experiments show, the sorting phase of InrSrt dominates its execution time. Hence, it should be the first target for parallelization. After that, the false positive detection can be handled by multiple threads where each thread analyzes a different set of nets/vertices sharing the same hash value.
The proposed approach given in InrMem is also amenable for parallelization. Similar to InrSrt, the checksum computations can be naively parallelized. After that one can do only a single pass on the nets to build a variant of first/next data structure by simply storing the id of every net in it without doing an equality check. Figure 5.9 shows this variant after adding all the elements in the toy hypergraph of Figure 5.9 when Cs1 is used. Then starting from the non-negative entries in the first array, each thread can check the false positives throughout the path by following the next pointers till a null pointer (−1) is reached. Starting from the one in Figure 5.9, after the false-positive checks, the same structure in Figure 5.8 will be obtained.

For some applications with huge and dynamic data, the heuristics may need to be executed several times and their efficiency can be of interest. Hence, we believe that the algorithmic details are important. However, in this work, we do not experiment with parallel implementations of the heuristics, since in the partitioning context, they are already cheap and their effectiveness in practice is much more important.
5.2.3 Experimental Results

For the experiments, we used a machine with a 2.27GHz dual quad-core Intel Xeon (Bloomfield) CPU and 48GB main memory. All the codes is implemented in C++ and compiled with g++ version 4.5.2. To create our test instances, we used a set of 28 matrices from the dataset of 10th DIMACS implementation challenge on graph partitioning and graph clustering [66]. We have used the row-net hypergraph representation of the matrices [37]. For all the matrices in our set, the number of vertices (and nets) is between $5 \times 10^5$ and $5 \times 10^6$, and the number of pins is roughly between $3 \times 10^6$ and $10 \times 10^7$. The properties of the hypergraphs we use are given in Table 5.5.

In our first experiment, we compare the performance of the algorithms and checksum functions described in Section 5.2.2. Figure 5.10 shows their execution times, false positive costs, and occupancies normalized w.r.t. those of InrSrt, when equipped with Cs1. As expected, the checksum functions are performing slightly better in terms of occupancy when used with InrSrt since the size of hash range is not limited, i.e., the same with the range of a 32-bit int. For InrMem, this number is $q$, the first prime number after $|\mathcal{N}|$ which is much smaller than the range of an int in practice. We observed that except Cs1, all other functions have an occupancy value close to one which is the optimal occupancy. Hence, an $O(|\mathcal{N}|)$ hash range can be considered as good for practical performance. Yet, it is not enough and a good checksum function is necessary. As the figure shows, even a small increase on the occupancy leads
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Table 5.5: Hypergraphs used in the Experiments

<table>
<thead>
<tr>
<th>Hypergraph</th>
<th>Class</th>
<th>#Vertices/ #Nets</th>
<th>#Identical Vertices</th>
<th>#Pins</th>
</tr>
</thead>
<tbody>
<tr>
<td>coPapersDBLP</td>
<td>Citation</td>
<td>540,486</td>
<td>285,113</td>
<td>30,491,458</td>
</tr>
<tr>
<td>eu-2005</td>
<td>Cluster.</td>
<td>862,664</td>
<td>29,979</td>
<td>32,276,936</td>
</tr>
<tr>
<td>in-2004</td>
<td>Cluster.</td>
<td>1,382,908</td>
<td>122,984</td>
<td>27,182,946</td>
</tr>
<tr>
<td>delaunay_n19</td>
<td>Delan.</td>
<td>524,288</td>
<td>0</td>
<td>3,145,646</td>
</tr>
<tr>
<td>delaunay_n20</td>
<td>Delan.</td>
<td>1,048,576</td>
<td>0</td>
<td>6,291,372</td>
</tr>
<tr>
<td>delaunay_n21</td>
<td>Delan.</td>
<td>2,097,152</td>
<td>0</td>
<td>12,582,816</td>
</tr>
<tr>
<td>hugetrace-00000</td>
<td>Frames</td>
<td>4,588,484</td>
<td>0</td>
<td>13,758,266</td>
</tr>
<tr>
<td>packing-500x100x100</td>
<td>Numer.</td>
<td>2,145,852</td>
<td>9</td>
<td>34,976,486</td>
</tr>
<tr>
<td>venturiLevel3</td>
<td>Numer.</td>
<td>4,026,819</td>
<td>0</td>
<td>16,108,474</td>
</tr>
<tr>
<td>channel-500x100x100</td>
<td>Numer.</td>
<td>4,802,000</td>
<td>0</td>
<td>85,362,744</td>
</tr>
<tr>
<td>rgg.n.2_19_s0</td>
<td>Random</td>
<td>524,288</td>
<td>24,433</td>
<td>6,539,532</td>
</tr>
<tr>
<td>rgg.n.2_20_s0</td>
<td>Random</td>
<td>1,048,576</td>
<td>46,228</td>
<td>13,783,240</td>
</tr>
<tr>
<td>rgg.n.2_21_s0</td>
<td>Random</td>
<td>2,097,152</td>
<td>88,681</td>
<td>28,975,990</td>
</tr>
<tr>
<td>rgg.n.2_22_s0</td>
<td>Random</td>
<td>4,194,304</td>
<td>169,311</td>
<td>60,718,396</td>
</tr>
<tr>
<td>ca2010</td>
<td>Redistr.</td>
<td>710,145</td>
<td>68,325</td>
<td>3,498,366</td>
</tr>
<tr>
<td>tx2010</td>
<td>Redistr.</td>
<td>914,231</td>
<td>116,811</td>
<td>4,456,272</td>
</tr>
<tr>
<td>af_shell9</td>
<td>Sparse</td>
<td>504,855</td>
<td>403,884</td>
<td>17,084,020</td>
</tr>
<tr>
<td>audikw1</td>
<td>Sparse</td>
<td>943,695</td>
<td>629,360</td>
<td>76,708,152</td>
</tr>
<tr>
<td>ldoor</td>
<td>Sparse</td>
<td>952,203</td>
<td>814,652</td>
<td>45,570,272</td>
</tr>
<tr>
<td>ecology2</td>
<td>Sparse</td>
<td>999,999</td>
<td>0</td>
<td>3,995,992</td>
</tr>
<tr>
<td>ecology1</td>
<td>Sparse</td>
<td>1,000,000</td>
<td>0</td>
<td>3,996,000</td>
</tr>
<tr>
<td>thermal2</td>
<td>Sparse</td>
<td>1,227,087</td>
<td>0</td>
<td>7,352,268</td>
</tr>
<tr>
<td>af_shell10</td>
<td>Sparse</td>
<td>1,508,065</td>
<td>1,206,452</td>
<td>51,164,260</td>
</tr>
<tr>
<td>G3_circuit</td>
<td>Sparse</td>
<td>1,585,478</td>
<td>0</td>
<td>6,075,348</td>
</tr>
<tr>
<td>kkt_power</td>
<td>Sparse</td>
<td>2,063,494</td>
<td>195,078</td>
<td>12,964,640</td>
</tr>
<tr>
<td>nlpkkt120</td>
<td>Sparse</td>
<td>3,542,400</td>
<td>0</td>
<td>93,303,392</td>
</tr>
<tr>
<td>belgium.osm</td>
<td>Street</td>
<td>1,441,295</td>
<td>103</td>
<td>3,099,940</td>
</tr>
<tr>
<td>netherlands.osm</td>
<td>Street</td>
<td>2,2166,88</td>
<td>61</td>
<td>4,882,476</td>
</tr>
</tbody>
</table>

to a high false positive cost. This is somehow expected because when there is more than one representative sharing the same checksum value, all the nets corresponding
to a representative need to be compared with other representatives. And when the cardinalities of identical/similar-net sets are large, there can be a large false-positive overhead. The experiments show that this overhead is usually much smaller than the overhead of the sorting phase of \texttt{Inr-Sort}. Even for \texttt{InrMem} equipped with Cs1, which has the highest false positive cost, the execution time is much smaller than all the \texttt{InrSrt} variants. But \texttt{InrMem} equipped with Cs2 is the best identical-net removal variant according to our experiments, since the checksum function Cs2 is as good as Cs3 and MurmurHash, and at the same time, computationally cheaper. Hence, we will continue to use it with \texttt{Inr-Sort} for all our removal experiments in the rest of this section.

Figure 5.10: Performance of \texttt{InrSrt} and \texttt{InrMem} with various checksum functions. The results are normalized with that of \texttt{InrSrt} equipped with Cs1.
Table 5.6: Average partitioning times (in seconds) for base UMPa and its variants with identical-net (INR) and -vertex removal (IVR) heuristics. The last column shows the speedup on the partitioning time when compared with the base.

<table>
<thead>
<tr>
<th>$K$</th>
<th>Base UMPa</th>
<th>INR</th>
<th>INR+IVR</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>7.08</td>
<td>6.87</td>
<td>5.98</td>
<td>1.18</td>
</tr>
<tr>
<td>8</td>
<td>8.20</td>
<td>7.28</td>
<td>6.43</td>
<td>1.27</td>
</tr>
<tr>
<td>32</td>
<td>12.21</td>
<td>8.88</td>
<td>7.95</td>
<td>1.53</td>
</tr>
<tr>
<td>128</td>
<td>29.04</td>
<td>13.73</td>
<td>12.73</td>
<td>2.28</td>
</tr>
<tr>
<td>512</td>
<td>143.57</td>
<td>44.13</td>
<td>44.19</td>
<td>3.25</td>
</tr>
<tr>
<td>1,024</td>
<td>382.89</td>
<td>119.47</td>
<td>115.98</td>
<td>3.30</td>
</tr>
</tbody>
</table>

Table 5.6 shows the execution times of base UMPa and its variants equipped with identical-net and -vertex removal heuristics. Compared with the base, we obtain between 1.18–3.30 speedups while partitioning our hypergraphs to a different number of parts. The speedup values are increasing with $K$ and this makes the heuristics more promising and beneficial since the overhead of the partitioning problem is usually an issue for large $K$ values.

We observe that most of the improvement is obtained after removing identical nets. As Table 5.5 shows, not all of our hypergraphs contain identical vertices. But some have a lot: for the graph *ldoor*, 85% of the vertices have some number of identical copies in the graph. When this redundancy is removed, we obtain an additional speedup of more than 2, for $K = 512$, compared to UMPa equipped with INR. On the other hand, 14/28 of the matrices in the test set have less than 103 identical vertices hence, the overhead of executing a vertex removal heuristic will only be a
burden. Fortunately, the heuristic is efficient and on average it does not increase the overall time. When $K$ is small, it even helps to reduce the partitioning time.

Table 5.7: Average partitioning quality (cutsize) for base UMPa and its variants with identical-net (INR) and -vertex removal (IVR) heuristics. The last column shows the improvement on the quality metric when compared to the base

<table>
<thead>
<tr>
<th>$K$</th>
<th>Base UMPa</th>
<th>INR</th>
<th>INR+IVR</th>
<th>Impr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2,826.78</td>
<td>2,762.04</td>
<td>2,760.49</td>
<td>2.4%</td>
</tr>
<tr>
<td>8</td>
<td>15,183.28</td>
<td>15,026.15</td>
<td>14,915.84</td>
<td>1.8%</td>
</tr>
<tr>
<td>32</td>
<td>41,656.66</td>
<td>41,833.82</td>
<td>41,541.03</td>
<td>0.3%</td>
</tr>
<tr>
<td>128</td>
<td>102,209.71</td>
<td>101,865.58</td>
<td>101,690.31</td>
<td>0.5%</td>
</tr>
<tr>
<td>512</td>
<td>223,187.20</td>
<td>223,126.15</td>
<td>222,582.41</td>
<td>0.3%</td>
</tr>
<tr>
<td>1,024</td>
<td>321,706.01</td>
<td>321,728.75</td>
<td>319,865.46</td>
<td>0.6%</td>
</tr>
</tbody>
</table>

As Table 5.7 shows, the quality of the final partition does not reduce when the proposed INR and IVR heuristics are used. On the contrary, as described in Section 5.2.2.2, removing identical vertices reduces the search space and hence, helps the refinement heuristics while minimizing the partitioning objectives. As the experiments show, when both heuristics are used, the partitioning quality is increased within a small margin, 0.3%–2.4%, on average.

To measure the performance of the similar-net removal heuristic, we compared the performance of INR+IVR with and without SNR. Figure 5.11 shows the average partitioning times and qualities of the version with SNR normalized w.r.t. INR+IVR for $K = \{128, 512, 1024\}$. To analyze various tradeoff configurations, we tried 4 different variants of SNR. In Figures 5.11.(a) and Figures 5.11.(b), we used $t = 4$ and
Figure 5.11: Partitioning times and qualities when the similar-net removal heuristic is used in addition to UMPa equipped with the identical-net and -vertex removal heuristics (INR+IVR). The results are normalized w.r.t. INR+IVR. In both figures, SNR-X is the proposed similar-net removal heuristic with the representative selection option X. The SNR-P4-X variant processes only the nets with 4 or more pins.
8 permutations to generate the footprints. Since the footprints are larger in the latter, the heuristic is more restricted, and a smaller number of similar nets are removed. For each $t$ value, in addition to SNR, we used another variant SNR-P4 which restricts the removal process to only the nets with 4 or more pins. In the figures, SNR-X and SNR-P4-X denote the similar-net removal heuristics used with the representative selection option $X \in \{LRG, IMP, UNI\}$.

When $t = 8$, we obtain around 10% additional reduction on partitioning time with only 1%-2% reduction on quality. On the other hand, when $t = 4$, since the heuristic is less restricted, the improvements on the partitioning time are larger: 22% and 15%, respectively, for the variants SNR-LRG and SNR-P4-LRG. For these variants the reductions on the partitioning quality are only 5% and 2%, respectively. Overall, by using all the proposed heuristics, we obtained 4.2 speedup w.r.t. base UMPa with 4% reduction on the quality or a 3.9 speedup with only 2% quality reduction.

For the representative selection options, the experiments do not reveal any significant evidence to differentiate LRG and IMP. However, the results show that UNI is slightly worse than the other two for exploiting the time/quality tradeoff. This result is somehow expected since unifying pin sets creates a representative net with a large number of pins which can create a burden for the upcoming matching and refinement heuristics during the multilevel scheme.
5.2.4 Summary

A set of lossless and lossy hypergraph sparsification heuristics is investigated in the context of hypergraph partitioning, which is widely used in parallel computing for load balancing and ordering. As the experiments show, the heuristics are highly effective and efficient, and can be easily integrated to the tools used in practice. The effectiveness of the heuristics increases with the number of parts. This makes them more promising and effective since the partitioning overhead becomes an issue while parallelizing a computation with today’s high performance machines which have a large number of processors.

In addition to the proposed heuristics, there exist some simple techniques which have already been employed in UMPa base version such as trivially handling the vertices connected to only one net and vice versa. Since these techniques are relatively straightforward, they are not reported. A future work is to exploit graph theoretical structures such as articulation points and bridges in the graph and hypergraph partitioning context.
Chapter 6: Task Mapping using Geometric Partitioning for Regular Applications

An effective mapping of tasks to processors considers both the tasks’ communication pattern and the physical network topology to reduce application communication cost. We propose a new task mapping strategy that uses geometric information to represent application tasks and compute resources. The goal is to assign tasks to cores so that interdependent tasks are performed by “nearby” cores, thus lowering the distance messages must travel, the amount of congestion in the network, and the overall cost of communication. The proposed method applies a geometric partitioning algorithm to both the tasks and the processors, and assigns task parts to the corresponding processor parts. We define metrics based on this geometric information to represent the cost of communication between tasks, and use these metrics to evaluate and select effective mappings.

Much research has focused on mapping tasks to block-based allocations, such as those on IBM’s BlueGene systems (e.g., [5, 20, 80, 148]). Our focus is on non-contiguous (i.e., sparse) allocations, where nodes from any portion of the machine
can be assigned to a job without regard to the allocation’s shape or locality. Such allocations are used in many parallel systems (e.g., Cray, clusters). Mapping strategies developed for general allocations can be used automatically for the more restricted case of block allocations.

Most previous non-contiguous approaches have represented tasks’ communication patterns and network topologies as graphs; graph algorithms were then applied to find good mappings. Finding optimal topology mappings has been shown to be NP-Complete [52, 89], so heuristics are often used to reduce complexity (e.g., [18, 26, 28, 49, 50, 100]). We, instead, use an inexpensive geometric partitioning algorithm to reorder tasks and processors based on their geometric locality, and use the reordering to map tasks that are “close” to each other geometrically to processors that are “close” to each other in the mesh or torus. Initial experimentation with geometric approaches proved promising [102]; our work improves the geometric strategies, compares them with more sophisticated graph-based methods, demonstrates them for additional applications, and provides software suitable for use in parallel applications.

General-purpose, open-source graph-based mapping algorithms are available. The LibTopoMap library [89] requires as input a task-communication graph describing the amount of communication between tasks, as well as static files describing the network topology. It uses the ParMETIS graph partitioner [94] to divide tasks into $n$ parts, where $n$ is the number of nodes in the allocation, and then applies a graph algorithm (Greedy, Recursive Bisection, Reverse Cuthill-McKee) to map the parts to nodes.
The JOSTLE [144] and Scotch [117] libraries combine mapping with load balancing by using recursive bisection of both network-topology and application-data graphs to partition data and map the resulting parts to processors. Like these libraries, our approach is designed for general-purpose use in applications and is available in the Zoltan2 [30] library.

The main contributions of this work follow.

- We present a new geometric algorithm for task mapping in non-contiguous processor allocations (Section 6.2).
- We present metrics for evaluating mappings in mesh- and torus-based networks (Sections 6.1 and 2.3.2), and validate these metrics using performance counter information from the Cray Gemini routers (Section 6.3).
- We demonstrate our algorithm in two proxy applications on up to 64K cores, and assess the quality of our mappings with respect to application communication cost and execution time (Section 6.3).
- We compare our geometric mappings to applications’ default mappings, application-specific optimizations, and the LibTopoMap graph-based mapping library, showing that our geometric mappings reduce both communication time and communication metrics for the target applications relative to other methods (Section 6.3).

6.1 Mapping Metrics Revisited

In this chapter, we use two primary metrics to represent the network communication:
• **Average Hop Count:** Average hop count is defined as the average length of paths taken by messages. For the rest of this chapter, we measure the average hop count, and use the terms “hop count” and “average hop count” interchangeably.

\[
AverageHopCount(\Gamma) = \frac{\text{th}(\Gamma)}{|E_t|}
\]  

(6.1.1)

• **Maximum Message Congestion:** The maximum number of messages sent across communication links as given in Equation 2.3.1. In this work, we assume static routing of messages. Also, we assume that each message is transferred over a single path (i.e., messages are not split and sent through multiple paths), and that all links have the same capacity.

Maximum message congestion represents the maximum number of messages that go through any link. We refer to maximum message congestion as “congestion” in the rest of this chapter. Since communication is a real time process and is affected by many outside factors (e.g., network traffic and overhead from competing jobs), theoretical metrics can only approximate actual communication time. Experiments in Section 6.3 validate the efficacy of our two metrics.

### 6.2 Geometric Task Mapping

Our proposed topology-aware mapping algorithm uses the router coordinates to represent the network topology of the machine. The cost of communication between pairs of cores is approximated by the dilation (Eqn. 2.3.1) of their routers’ coordinates. Thus, the machine topology is described only by the cores’ coordinates, rather
than a topology graph in which bandwidth information between every pair of cores must be specified. Each of the application’s MPI processes is also represented by a coordinate, corresponding to either the center of the process’ application domain or the average coordinate of its application data. For example, in a structured grid-based finite difference application, the center of an MPI process’ subgrid can be used as its coordinate. Our algorithm uses a geometric partitioning algorithm to consistently reorder both the MPI processes and the allocated cores; this reordering is used to construct the mapping. In this section, we provide details of our mapping algorithm.

We use the term “machine coordinates” to refer to the router coordinates associated with each core, and “task coordinates” to refer to the centroid or averaged coordinates provided by the application’s MPI processes.

6.2.1 Multi-Jagged (MJ) Algorithm for Geometric Partitioning

Our proposed task mapping algorithm uses a geometric partitioning algorithm, the Multi-dimensional Jagged algorithm (MJ) [62] of the Zoltan2 Toolkit [30], to partition task and machine coordinates. The MJ algorithm partitions a set of coordinates into a desired number of parts \((P)\) in a given number of steps called the recursion depth \((RD)\). During each recursion, one-dimensional partitioning is done along a dimension; the dimension is alternated at each recursion. Therefore, MJ is a generalization of the Recursive Coordinate Bisection (RCB) algorithm [16] in which the MJ algorithm has ability to do multi-sections instead of bisections. Although our implementation
of MJ can partition into any number of parts $P$, we simplify our explanation here by assuming $P$ can be written as $P = \prod_{i=1}^{RD} P_i$. In the first level, MJ partitions the domain into $P_1$ parts using $P_1 - 1$ cuts in one direction. In the next level, each of the $P_1$ parts is partitioned separately into $P_2$ parts using cuts in an orthogonal direction. This recursion continues in each level. Figure 6.1 shows two 64-way partitions using MJ with $RD = 3$, $P = 4 \times 4 \times 4$ (left), and $RD = 6$, $P = 2 \times 2 \times 2 \times 2 \times 2 \times 2$ (right). When $RD = \lceil \log_2 P \rceil$, MJ is equivalent to RCB (as in Figure 6.1b).

![Figure 6.1](image)

Figure 6.1: Partitioning into 64 parts using MJ with different recursion depths. Cutlines in the same level of recursion share the same color.

MJ’s complexity depends on $P$, $RD$, the number of points $n$, and the average number of iterations $it$ needed to compute cutline locations. During partitioning on level $i$, each point is compared to $\log_2 P_i$ cut lines (using binary search). Thus, MJ’s complexity is $O(n \times it \times \sum_{i=1}^{RD} \log_2 P_i)$. When MJ is used as RCB, its complexity is $O(n \times it \times \log_2 P)$. 
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6.2.2 Using MJ for Task Mapping

Although MJ is proposed as a parallel (MPI+OpenMP) algorithm [62], we use it as a sequential algorithm in this context. The size of the partitioning problem is proportional to the number of processors. Since current supercomputers typically have $O(100K)$ processors, the partitioning algorithm would be communication bound if done in parallel; little or no speedup would be obtained by parallelizing this process. Instead, each processor calculates the same mapping independently. A reduceAll operation is performed at the beginning of task mapping to provide all machine and task coordinates to every processor. Then every processor performs the sequential mapping operation and obtains the exact same mapping. We describe in Section 6.2.3 how we exploit parallelism to improve the quality of the mapping with minimal additional cost.

The proposed mapping algorithm is defined as follows: Given $tdim$-dimensional coordinates of the tasks ($tc$), and $pdim$-dimensional coordinates of the cores ($pc$), together with the number of tasks ($tn$) and cores ($pn$), the algorithm returns a mapping from cores to tasks ($p2t$) (and/or tasks to cores $t2p$). Algorithm 22 gives the description of the task mapping algorithm.

MJ’s main purpose in Algorithm 22 is to consistently number the cores and tasks. Function MJ partitions the task and cores into usedNumProcs parts, and assigns a part number to each core and task. Cores and tasks that share the same part number
Algorithm 22: Task Mapping Algorithm using MJ

Require: $tc, tdim, tn, pc, pdim, pn, RD$

$\text{minDim} \leftarrow \min(tdim, pdim)$

$\text{usedNumProcs} \leftarrow \text{numParts} \leftarrow \min(tn, pn)$

if $pn > tn$ then

$\text{procPerm} \leftarrow \text{getClosestSubset}(pc, pdim, pn, tn)$

else

$\text{procPerm} \leftarrow \text{range}(0, pn)$

end

$\text{taskPerm} \leftarrow \text{range}(0, tn)$

$\text{taskParts} \leftarrow \text{MJ}(tc, \text{minDim}, tn,$

$\text{taskPerm}, \text{numParts}, RD)$

$\text{procParts} \leftarrow \text{MJ}(pc, \text{minDim}, \text{usedNumProcs},$

$\text{procPerm}, \text{numParts}, RD)$

$p2t, t2p \leftarrow \text{getMappingArrays}(\text{taskParts}, \text{procParts},$

$\text{taskPerm}, \text{procPerm}, tn, pn)$

are then mapped to each other by GETMAPPINGARRAYS, and the resulting mappings
are stored in $p2t$ and $t2p$.

Since the tasks and cores are partitioned separately, Algorithm 22 ensures consistent
part numbering among both MJ calls. First, the minimum dimension is chosen
between the tasks and cores. For example, if $pdim = 3$ while $tdim = 2$, one of the
cores’ coordinates is ignored to ensure that the geometric partitioner follows the same
order in both of the partitioning operations. Next, the algorithm can follow different
paths depending on the number of coordinates of tasks and cores. There are three
possibilities at this step:

1) $tn = pn$: A one-to-one mapping between cores and tasks exists. For task $t$
assigned to core $p$, $t = p2t[p]$ and $p = t2p[t]$.
2) \( tn > pn \): When there are more tasks than cores, a core is assigned multiple tasks. Both cores and tasks are partitioned into \( pn \) parts, with multiple tasks in each part. The mapping results will be \( t \in p2t[p] \) and \( p = t2p[t] \).

3) \( tn < pn \): When there are more cores than tasks, the algorithm does not split a task among multiple cores. Instead, during a preprocessing step, it chooses a subset of \( tn \) cores. Then, mapping is performed within this subset as if \( tn = pn \). Some cores will be idle, as they are not assigned any tasks. Our implementation uses a modified K-means clustering algorithm [83] to choose the closest subset of cores within the allocation; in this chapter, however, this special case is not considered.

The complexity of Algorithm 22 is dominated by the calls to MJ, since \( getMappingArrays \) runs in linear time with respect to \( tn \) and \( pn \). Thus, when MJ is used as RCB and \( tn = pn \), the overall complexity of the mapping algorithm is \( O(tn \times it \times \log_2(tn)) \).

6.2.3 Improving the quality of the mapping

The ability of our mapping strategy to reduce communication costs depends on the results of the MJ partitioner. In this section, we describe several ways that we can improve the quality of the mapping by modifying the input to MJ. These improvements are computed with very little extra expense, as they are computed in parallel across sets of processors.

Shifting the machine coordinates: The first improvement involves considering the 3D torus interconnection present in many supercomputer networks. Torus networks provide wrap-around communication links in each network dimension that are
Figure 6.2: An example showing the benefit of shifting node coordinates in torus networks. The numbers of nodes and tasks are equal. Tasks and nodes sharing the same number are mapped to each other (6.2a). Assuming nearest-neighbor communication, the unshifted mapping (6.2b) has average hop count of 3.66 and 3 in the $x$ and $y$ directions, respectively; note that messages between $n_1$ and $n_2$ and between $n_5$ and $n_6$ require six hops due to wrap-around links. With the node partition obtained after shifting around the wrap-around links (6.2c), the mapping has average hop count of 2 and 3 in $x$ and $y$.

not reflected in the machine coordinates. Thus, since MJ is not aware of connectivity information, MJ considers nodes at edges of the network coordinates to be far apart, even though there is a one-hop path between them.

In our proposed task-mapping method, we transform the coordinates to account for wrap-around in each dimension. Our shifting strategy applies a one-dimensional operation to each dimension independently. First, we find the shift position – the largest gap in the node coordinates. Then, assuming the largest gap is greater than
one, we transform the machine coordinates on one side of the shift position by adding to them the maximum machine coordinate in that dimension. Ties in the largest gaps are broken using the number of nodes that are on either side of the shift positions. Even though the list of machine coordinates is not sorted for any dimension, gap detection can still be performed in $O(pn)$ time by using a counting sort algorithm.

Figure 6.2 shows an example of mapping eight tasks onto eight nodes in a 17x8 2D torus topology. In Figure 6.2b, the maximum gap along the $x$ dimension is found between $n_1 (x = 3)$ and $n_2 (x = 14)$ (also between $n_5$ and $n_6$). The heuristic shifts the coordinates of all nodes that have $x \leq 3$ by adding the maximum $x$ coordinate (17) to the $x$ coordinates of these nodes. Figure 6.2c shows the updated machine coordinates after this shift operation. Assuming nearest neighbor communication for the tasks in Figure 6.2a, the mapping in Figure 6.2b results in average hop counts of 3.66 and 3 in the $x$ and $y$ dimensions, respectively. After shifting, the mapping in Figure 6.2c achieves average hop counts of 2 and 3.

**Rotating the machine and task coordinates:** The quality of the mapping also depends on the order of the dimensions to which the partitioning is applied (e.g., first partition in $x$, then $y$, then $z$). For example, Figure 6.3 shows how the quality of the mapping can change by choosing a different order of dimensions in partitioning.

It is difficult to predict which dimension ordering for partitioning will provide the best mapping quality. One could choose a permutation of the dimensions based on the aspect ratios of the machine and task coordinates. The permutation that makes
Figure 6.3: An example showing the benefit of rotating the node orientation. Assuming communication is required between only tasks 0 and 2, the unrotated mapping (6.3b) has average hop count of 1 and 1 in the \( x \) and \( y \) directions, respectively. In the rotated node-partition (6.3c), partitioning is performed in the \( y \) dimension first, and then in the \( x \) dimension. The mapping obtained after rotation has average hop count of 1 and 0 in \( x \) and \( y \).

the aspect ratios along dimensions closest can be chosen as the best permutation. However, as our experiments will show, this greedy method fails to find the best permutation in most of the mappings. To overcome this issue, we use a speculative method. Recall that, in Section 6.2.2, we described sequential task mapping in which every process computed the same mapping. Since there are \( pn \) processes, we instead calculate different mappings with different rotations in each process. Then, given the communication pattern of the tasks, each mapping’s hop count is computed, and the one with the lowest hop count is chosen. This comparison requires one extra reduceAll and broadcast operation. If the dimensions of the tasks and the machine are \( tdim \) and \( pdim \), there are \( rp = (tdim)! \times (pdim)! \) different rotations. For a 3D
torus with 3D task coordinates, \( rp = 3! \times 3! = 36 \). We group processes into sets of size 36, in which each process calculates a mapping using a different rotation. Each process calculates the quality of its own mapping. Then within each group, the best quality mapping is determined, and is broadcast to the group. When the number of processes is not divisible by \( rp \), the remaining processes are distributed among groups so that as many rotations as possible are calculated within each group.

Similarly, reflections of the node or task coordinates along coordinate axes could be done. The total number of different reflections is \( 2^{\maxDim} \), where \( \maxDim = \max(tdim, pdim) \). Again, the processes can be grouped such that each group has \( 2^{\maxDim} \) processes that each calculate a different mapping. Combined with the rotation operation, the total number of different solutions becomes \( 2^{\maxDim} \times tdim! \times pdim! \), which is 288 for the usual case of a 3D torus with 3D task coordinates. Our implementation includes the rotations described above, but does not yet include reflections.

### 6.3 Experiments

We tested our geometric mapping methods in two proxy applications: MiniGhost [15] and MiniMD [88]. For each application, we ran weak scaling experiments to evaluate the effect of mapping on communication and execution time. We compared our geometric method with the applications’ default task layout and with the graph-based task mapping library LibTopoMap [89]. For MiniGhost, we also compare with an
application-specific grouping of tasks for multicore nodes. These mapping methods are described below and summarized in Table 6.1.

- **None**: The application’s default mapping of tasks to ranks: task \( i \) is performed by rank \( i \).

- **Multicore Grouping (Group)**: Tasks reordered into 16-task blocks, with 2x2x4 tasks per block. A block is then assigned to cores within the same node, so that frequently communicating tasks are within the same node. However, this reordering does not account for inter-node communication, since it does not use any information about the position of the nodes in the network. Group exploits application-specific knowledge about the finite-difference grid; thus it is available only in MiniGhost.
• **Geometric (Geom):** Geometric mapping [102] with recursion depth \( RD = \lceil \log_2 P \rceil \) (i.e., performing bisection at each level). A single rotation is determined at the beginning of the algorithm by using the aspect ratios of the task and machine coordinates. Ties among coordinates along a dimension are broken arbitrarily; if several \( x \) coordinates lie along a cut, the choice of coordinates that go to the left of the cut or to the right is arbitrary.

• **Geometric with Rotations (Geom+R):** Geometric (MJ) mapping with recursion depth \( RD = \lceil \log_2 P \rceil \); it calculates 36 different solutions according to 36 different rotations, and chooses the one with the lowest hop count metric. Ties among machine coordinates are broken first by coordinates in other dimensions, and then by MPI ranks so that coordinates with lower MPI ranks go to one side and those with higher ranks to the other.

• **Geometric with Rotations and Coordinate Shift (Geom+R+S):** Geom+R mapping with coordinate shifting done as preprocessing to account for torus networks.

• **LibTopoMap (TopoMap):** Graph-based mapping strategies available in the open-source library LibTopoMap [89]. For each experiment, we use the result with the lowest application execution time among LibTopoMap methods Greedy, Recursive Bisection, and Reverse Cuthill-McKee. If LibTopoMap does not find a mapping that is better than the input mapping, it returns the input mapping.

We ran all experiments on the DOE Cielo Cray XE6 at Los Alamos National Laboratory, and the Hopper Cray XE6 at NERSC. On both platforms, we used
gcc 4.7.2 compilers and Cray’s MPICH2 implementation. Our geometric mapping techniques are implemented in the Zoltan2 library [30].

### 6.3.1 Mapping in a finite difference application

We compared the effect of our mapping method in MiniGhost [15], a finite-difference proxy application that implements a finite difference stencil and explicit time-stepping scheme across a three-dimensional uniform grid. Using a seven-point stencil, each task communicates with two neighbors along each dimension; tasks along geometry boundaries communicate with only their neighbors interior to the boundary (i.e., boundary conditions are non-periodic). Each task is assigned a subgrid of the 3D grid based on its task number. The numbers of tasks in each dimension $pn_x, pn_y, pn_z$ (with $pn_x \times pn_y \times pn_z = pn$) are specified by the user. Subgrids of the 3D grid are assigned to tasks by sweeping first in the $x$ direction, then the $y$ direction, then the $z$ direction. Thus, task $i$ shares subgrid boundaries (and, thus, requires communication) with tasks $i + 1$ and $i - 1$ to its east and west, respectively; with tasks $i + pn_x$ and $i - pn_x$ to its north and south; and with tasks $i + (pn_x)(pn_y)$ and $i - (pn_x)(pn_y)$ to its front and back. In the default MiniGhost configuration, task $i$ is performed by rank $i$.

As shown in [14], the execution time of MiniGhost with its default mapping does not scale well in weak scaling tests. Our goal is to improve scalability by mapping tasks onto processors so that tasks that share boundaries are placed “near” each other.
Figure 6.4: Maximum communication time in weak scaling experiments with MiniGhost

in the allocation. We ran weak-scaling experiments with 4096–65,536 processors (256–4096 nodes) of Cielo. Each task owned a 60×60×60-cell subgrid; we ran the simulation for 20 timesteps with 40 variables per grid point. For each experiment, we obtained a node allocation of the requested size, and ran all mapping methods within that allocation. We repeated each experiment five times with different allocations, and averaged the results across the five instances; error bars in figures show the standard deviation from the averages.

Figure 6.4 shows the maximum communication time (across processors) for weak scaling experiments with MiniGhost. With MiniGhost’s default mapping (None), communication time increases dramatically as the number of processors is increased.
Figure 6.5: Average Hop Count (a) and Maximum Congestion (b) for weak scaling experiments with MiniGhost
Table 6.2: Total execution time and percentage of that time spent in communication in weak scaling experiments with MiniGhost.

MiniGhost’s Group method controls the growth in communication costs, but consistent with results in [14], costs increase at the highest processor counts. Geometric methods Geom+R and Geom+R+S provide the lowest communication costs, and, as desired for weak scaling, the communication costs remain nearly constant as the number of processors increases. Above 16K processors, denser node allocations (> 20% of the total machine) help the geometric methods further reduce average hop count and congestion. TopoMap also reduced communication relative to MiniGhost’s default mapping, but was unable to reduce communication as much as Group, Geom+R and Geom+R+S. Table 6.2 shows the total execution time and the percentage of total execution time that was spent in communication. These results show the importance of topology-aware mapping in general, as all mapping strategies maintained scalable communication better than the default layout. Geom+R and Geom+R+S provided the most consistent performance, maintaining communication as 13–14% of total execution time.
Figure 6.5 shows the calculated quality metrics: average $x+y+z$ hops (Eqn. 6.1.1) and maximum congestion (Eqn. 2.3.1). As the number of processors increases, the average hop count, congestion and communication cost all follow the same upward trend for the default MiniGhost mapping. Since Group does not account for inter-node communication, its average hop count increases with the number of nodes. TopoMap’s average hop count and max congestion also increase as we scale to larger number of processors. Average hop count for the geometric mappings Geom, Geom+R and Geom+R+S, however, remains nearly unchanged as we use more processors, suggesting greater scalability using the geometric mappings. Congestion is also low for the geometric mappings, resulting in lower communication cost.

Among the geometric methods, Geom+R and Geom+R+S provided the best mappings. The benefit of coordinate shifting in Geom+R+S is small for these experiments. Geom+R+S usually produces hop counts no greater than Geom+R, and when the allocation allows, can reduce the hop count relative to Geom+R. Thus, the averaged values are very similar. Geom+R+S has slightly greater variation in hop counts for individual experiments, since for some allocations, it can further reduce the hop count via shifting.

The effect of communication between two nodes connected by the same Gemini router is not accounted for in the average hop metric, since both nodes in this case have the same machine coordinate. But this communication can impact overall communication costs. In Figure 6.6, we show the percentage of messages that go between
the two nodes in a Gemini router (i.e., the percentage of communication that is intra-Gemini communication) for each method. Arbitrarily breaking ties among machine coordinates in Geom leads to high intra-Gemini communication; tasks with the same machine coordinates are placed in either node without regard to their positions. Since intra-Gemini communication is more expensive than intra-node communication, reducing the amount of intra-Gemini communication (through grouping as in Group or better tie breaking as in Geom+R and Geom+R+S) can reduce overall communication costs. Interestingly, the very low intra-Gemini communication for the default mapping (“None”) on 64K processors is due to the experiment’s $32 \times 64 \times 32$-task configuration. By default, tasks are ordered by first sweeping in the $x$ direction. Thus, with 32 tasks in the $x$ direction, the first 16 tasks are given to one node attached to a Gemini, and the next 16 are given to its other node. Thus, only two tasks share an intra-Gemini boundary (the two in the middle of each $x$ sweep), keeping intra-Gemini communication very low. Other configurations (e.g., $16 \times 64 \times 64$ tasks) would not have this happy benefit. These results show the importance of minimizing both intra-Gemini communication and hop count.

As a final step, we leveraged the Cray Gemini’s performance counters to measure network congestion empirically [114]. Our model calculates network congestion assuming that all messages are transferred simultaneously. In reality, the message traffic is spread over time and messages interleave with one another. We measured
Figure 6.6: Intra-Gemini communication: the fraction of total communication between processors in different nodes sharing the same machine coordinate. This communication is not reflected in the hop count metric.

this real-time behavior using the Gemini’s per-link stall cycle counters, which increment whenever a message can not move towards its destination due to network congestion. For each Gemini being used by an experiment, we captured the stall counters for each of the Gemini’s seven network links (XYZ links plus host link). We then calculated summary statistics such as minimum/maximum/average number of stalls encountered over all links, over only host links, over only X links, etc. We omit a full analysis due to space, but in general the empirical measurements closely match the predictions of our model. Table 6.3 lists the Pearson correlation coefficients comparing modeled and measured values over all 605 experiments performed for this work. The column labeled “Measured Max Stalls” corresponds to the link with the
Table 6.3: Correlation coefficients comparing measured run times with computed metrics and network counter data. A coefficient of one indicates perfect linear correlation.

<table>
<thead>
<tr>
<th></th>
<th>Modeled Avg Hop Count</th>
<th>Modeled Max Congestion</th>
<th>Measured Max Stalls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max Comm Time</td>
<td>.835</td>
<td>.915</td>
<td>.936</td>
</tr>
<tr>
<td>Total Time</td>
<td>.760</td>
<td>.872</td>
<td>.886</td>
</tr>
</tbody>
</table>

highest network stall count for each experiment (i.e., the link with the most congestion). This metric is found to have the best correlation to maximum communication time, and correlates well with our model’s calculated maximum congestion metric. The modeled maximum congestion metric correlates slightly less well to the measured run times, possibly due to interference from other jobs running in the system and the heterogeneous link speeds in the network, which we do not account for. Finally, the average hop count metric is slightly less correlated to the measured run times than the congestion metrics. The empirical data suggest that our congestion metrics are accurate for MiniGhost and that the maximum congestion metric should be preferred over the average hop count metric.

Overall, our geometric mapping methods reduced the total execution time by 5-34% relative to the default MiniGhost mapping, and 0-17% relative to the application-specific Group mapping available in MiniGhost. The largest reductions were seen at
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the highest processor counts, reflecting the importance of mapping as the number of cores in parallel computers increases.

6.3.2 Mapping in a molecular dynamics application

MiniMD, part of Mantevo [88], is an application proxy for parallel molecular dynamics (MD) simulations. It implements several algorithms that are typical in MD codes and emulates the key performance characteristics of larger molecular dynamics codes like LAMMPS [121]. MiniMD essentially solves Newton’s equation on \( N \) particles. In our experiments, we used the MiniMD algorithm that uses the Lennard-Jones potential for force calculation. MiniMD assigns each processor a fixed spatial dimension in 3D by splitting the spatial dimension into small boxes. At each timestep, each processor computes forces and updates the positions of atoms within its box. The
processor communicates with its nearest neighbors in order to compute the forces of the atoms in its box. As atoms move they are reassigned to different processors. Compared to MiniGhost, an important difference in MiniMD’s communication pattern is that, based on the cutoff distance used to calculate the force, a processor might need to communicate to more than one processor in a direction when the box sizes are smaller than the cut-off. However, no processor communicates to its corner neighbors or to its neighbors that are more than one hop away. Instead it communicates to its six nearest neighbors multiple times to achieve the same purpose.

MiniMD reorders the MPI ranks into 3D processor grid and assigns the boxes to the ranks based on the rank’s position in the logical processor grid. It uses the Cartesian topology interfaces in MPI (MPI_Cart_Create, MPI_Cart_Shift and MPI_Cart_get) to do the reordering. While theoretically MPI can reorder the ranks based on the topology, optimizing for nearest-neighbor communication, we do not observe that in practice. The MPI implementation usually returns the ordering we call “None.” We replace the mapping of the tasks to the processor grid by using two of our best algorithms (Geom+R, Geom+R+S) and TopoMap. Our scaling studies for MiniMD were run on Hopper, the Cray XE6 at NERSC. We do a weak scaling study from 384 cores up to 6144 cores. The number of atoms increases from 415K to 6.7M. We use three repetitions for our experiments. Figure 6.7 shows the maximum communication time of the MiniMD runs in our weak-scaling study. Our geometric algorithms reduce the communication time when compared with the mapping provided
by the MPI implementation on all processor counts. Compared to the default MPI mapping, Geom+R+S algorithm reduced the communication time of MiniMD by 6% to 27%. Unlike in MiniGhost, in MiniMD, Geom+R+S does better than Geom+R in larger core counts. At 384 cores, TopoMap ties Geom+R+S in terms of the average communication time. However, Geom+R+S mapping results in reduction in communication time over mappings from TopoMap at all core counts beyond 384. For MiniMD the reduction in communication time by using Geom+R+S over TopoMap range from 1% (384 cores) to 23% (6K cores). More notably, Geom+R+S mappings do better than TopoMap as the core counts increase. We do not present the metrics for the MiniMD runs here due to lack of space. However, as one would expect, we observed reductions in average hop count over no mapping.

6.4 Summary

We have proposed a new topology-aware task mapping method that uses multi-jagged geometric partitioning (MJ) to reorder the given task and processor coordinates in a way that assigns communicating tasks to “nearby” processors. This method is designed to be effective on mesh and torus-based networks with non-contiguous node allocations, such as the Cray XE6, but extends naturally to block allocations as in IBM BlueGene systems. We also have proposed several improvements (e.g., multiple rotations, coordinate shifting) that improve geometric mappings relative to a baseline geometric method. We compared our method with the applications’ default mapping, as well as application-specific mappings and graph-based mappings from
LibTopoMap, to improve the quality of the mapping. We showed that our geometric mappings reduced application execution time up to 34% on 64K cores relative to the default mapping for the MiniGhost finite difference proxy application, and up to 23% on 6K cores for the MiniMD molecular dynamics proxy application. We correlated communication time in MiniGhost with computed metrics (average hops, congestion) and validated these metrics with congestion information obtained from the Gemini routers’ counters.

As future work, our mapping methods will be extended to accommodate non-uniform bandwidths in the dimensions of the torus networks. We will also investigate the effect of geometric mapping on unstructured applications. And we will experiment with the processor-subset selection via k-means clustering mentioned in Section 6.2 to provide effective mappings when there are fewer tasks than processors. Our test application will be a multigrid-based linear algebra algorithm, in which coarse matrices may be too small to efficiently utilize all cores needed for the fine matrices; in such cases, we will use our modified k-means clustering algorithm to select a subset of cores to use.
Chapter 7: Topology-Aware Task Mapping Using Graph Models

For parallel computing, task mapping has a significant impact on the performance, especially when supercomputers with hundreds of thousands or millions of processors shoulder the execution. It is usually the case that the communication pattern between the tasks has already been designed to minimize possible performance bottlenecks, such as high number of messages or communication volume, via tools such as graph and hypergraph partitioners, e.g., [38, 61, 93, 117, 124]. However, this effort alone is not sufficient, since the mapping-based metrics such as the maximum link congestion and the total number of hops the messages travel in the network can also be significant bottlenecks on the performance. This is especially true for today’s supercomputers with large-diameter interconnection networks, and concurrent and non-uniform job submissions yielding sparse and wide-spread processor allocations for parallel applications. There exist various studies in the literature which analyze the impact of task-to-processor mappings on the parallel performance [3, 20, 33, 97] and report significant speedups, e.g., 1.64X [80], just with an improved mapping.
There are two main research directions for mapping. The first one focuses on *block-based processor allocations*, e.g., the ones on IBM BlueGene [5, 20, 80, 111, 148]. The second direction focuses on *sparse allocations* in which the allocated processors are not contiguous within the network [63, 89]. This direction is more general: sparse allocations have been used in various parallel systems, and the mapping algorithms based on this model can also be used for the block-based model. In this work, we follow the second direction.

The problem of finding an optimal task-to-processor mapping is NP-complete [89], and various heuristics have been proposed [18, 28, 49, 50]. Many of these heuristics use graphs and related combinatorial structures to model the task interactions as well as the network topologies. For example, the open-source mapping library LibTopoMap [89] uses a task graph and network topology information. The task graph is first partitioned into the number of allocated nodes, and various graph-based algorithms are used to map the tasks to the allocated processors. Other libraries such as JOSTLE [143] and Scotch [117] also exist. These two libraries apply simultaneous partitioning and mapping of the task and topology graphs.

A good mapping algorithm must be able to provide high-quality task-to-processor mappings. It also needs to be efficient in order not to intervene the supercomputer’s performance. We follow these two important criteria and propose novel, very efficient, refinement-based mapping algorithms. We show that they can produce high-quality mappings w.r.t. the topology-related metrics such as the average link congestion and
the total hops the messages take. We compare the performance of the proposed algorithms with that of LibTopoMap and Scotch. The experiments on a supercomputer with a 3D torus network and 4096 processors show that the algorithms can improve the weighted hop and the maximum congestion (that will be described below) by 16% and 32% on the average, respectively, compared to the default mapping. These metric improvements yield a 43% performance improvement on one case for a synthetic, communication-only application (Figure 7.4b–Patoh) and a 23% improvement on the performance of a sparse-matrix vector multiplication (SpMV) kernel (Figure 7.5–Metis). Overall, with 4096 and 8192 processors, they improve the performance of a parallel SpMV kernel and a communication-only application by 9% and 14%, respectively (Table 7.2).

The organization of the chapter is as follows. In Section 7.1, we present three mapping algorithms minimizing various metrics. Section 7.2 presents the experimental results, and Section 7.3 concludes the paper. Note that, the background information on the topology-aware task mapping and the target architecture can be found at 2.3.

7.1 Fast and High Quality Mapping Algorithms

We propose three mapping algorithms to minimize \( WH \) and \( MC \). Here we will describe these algorithms. Their adaptation for \( TH \) and \( MMC \) is trivial. Among them, the ones that minimize \( WH \) can be applied to various topologies, whereas those minimizing \( MC \) require static routing.
7.1.1 A Greedy mapping algorithm

The first algorithm *Greedy Mapping* given in Algorithm 23 finds a mapping $\Gamma : V_t \rightarrow V_m$ to minimize $wh$. It uses the task graph $G_t$ and the topology graph $G_m$. The algorithm is similar to *greedy graph growing*, and initially maps $N_{BFS}$ seed task vertices to the nodes. It assumes a symmetric $G_t$ while finding the neighbors of a given task since $wh$ is an undirected metric, i.e., the number of hops between $m_1$ and $m_2$ is the same regardless of direction.

**Algorithm 23: Greedy Mapping**

**Data:** $G_t = (V_t, E_t), G_m = (V_m, E_m)$: task and topology graphs, $N_{BFS}$: # vertices to be initially mapped

1. $conn_t \leftarrow 0$ for each $t \in V_t$ \textit{initialize the max-heap}
2. $\Gamma[t] \leftarrow -1$ for each $t \in V_t$ \textit{initialize the mapping}
3. \textit{Find the task with MSRV}
4. $t_0 \leftarrow t_{MSRV}$
5. \textit{Map $t_0$ to an arbitrary node}
6. $\Gamma[t_0] \leftarrow m_0$
7. \textit{Update connectivity for the tasks in $\text{neighbor}(t_0)$}
8. \textbf{for} each $t_n$ in $\text{neighbor}(t_0)$ \textbf{do}
   1. $\text{conn.update}(t_n, c(t_0, t_n))$
9. \textbf{while} there is an unmapped $t$ \textbf{do}
10. \hspace{1em} if number of mapped tasks $< N_{BFS}$ then
11. \hspace{2em} $t_{best} \leftarrow$ the farthest unmapped task \textit{found by BFS}
12. \hspace{1em} else
13. \hspace{2em} $t_{best} \leftarrow \text{conn.pop()}$ \textit{the one with maximum conn.}
14. \hspace{1em} $m_{best} \leftarrow \text{getBestNode}(t_{best}, G_m, G_t, \Gamma, \text{conn})$
15. \hspace{1em} $\Gamma[t_{best}] \leftarrow m_{best}$
16. \hspace{1em} \textbf{for} each $t_n$ in $\text{neighbor}(t_{best})$ \textbf{do}
17. \hspace{2em} $\text{conn.update}(t_n, c(t_{best}, t_n))$
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Throughout the algorithm, the total connectivity of each task to the mapped ones are stored in a heap $conn$. The algorithm first maps the task $t_{MSRV}$ with the maximum send-receive communication volume to an arbitrary node. Until all tasks are mapped, the algorithm gets an unmapped task from $conn$ after all the $N_{BFS}$ seeds are mapped. Otherwise, the farthest task to the set of mapped tasks is found by a breadth-first search (BFS) on $G_t$ where all the mapped tasks are assumed to be at level 0 of the BFS. Ties are broken in the favor of the task with a higher communication volume. If $G_t$ is disconnected, a task with the maximum communication volume from one of the disconnected components is chosen. Once $t_{best}$ is found, its best node is obtained by getBestNode. If $t_{best}$ is connected to none of the mapped tasks, getBestNode performs a BFS on $G_m$ to return one of the farthest allocated nodes to the set of the non-empty nodes, i.e., the ones with a mapped task. Otherwise, if $t_{best}$ is connected to at least one of the mapped tasks, a BFS on $G_m$ is performed from the nodes to whom one of the $nghbor(t_{best})$ is mapped (again assuming these nodes are at level 0). As an early exit mechanism, a BFS stops when the empty nodes (without a mapped task) are found at a BFS level. Then among these empty nodes, the one with the minimum wh overhead is returned. Therefore, the algorithm performs multiple BFS executions on $G_t$ and $G_m$.

For simplicity, the description above assumes one-to-one task-to-node mapping, i.e., $|V_t| = |V_a|$. In reality, each node has multiple processors, so multiple tasks can
be assigned to a single node. These cases can be addressed by using the computation loads and capacities, and modifying `getBestNode` so that it returns only a node with some free capacity. Another common solution is using traditional graph partitioning as a preprocessing step to reduce the number of tasks to the number of the allocated nodes while minimizing the edge-cut [89]. We follow this approach and use METIS [93] to partition $G_t$ into $|V_a|$ nodes, where the target part weights are the number of available processors on each node in $V_a$. Since graph partitioning algorithms do not always obtain a perfect balance, as a post processing, we fix the balance with a small sacrifice on the edge-cut metric via a single Fiduccia-Mattheyses (FM) iteration [71]. When the number of processors in the nodes are not uniform, we map the groups of tasks with different weights at the beginning of the greedy mapping since their nodes are almost decided due their uniqueness.

In the algorithm, $N_{BFS}$ controls the number of initial seed mappings. A large $N_{BFS}$ distributes the loosely connected components of the task graph to the nodes that are farther from each other. However, this will not work well for the task graphs with a low diameter. In our implementation, we use $N_{BFS} \in \{0, 1\}$ to generate two different mappings and return the one with the lower wh.

The complexity of the algorithm is dominated by the operations at lines 1 and 2. Each update of the heap (line 2) takes $O(\log |V_t|)$ time, and this line is executed at most $|E_t|$ times, yielding $O(|E_t| \log |V_t|)$. The BFS operation in `getBestNode` has $O(|E_m|)$ cost, yielding an overall complexity of $O(|V_t||E_m|)$. For a task $t_{best}$
and a candidate node at the last level of the BFS performed in \texttt{getBestNode},
the cost of computing the change on \(\text{wh}\) is proportional to the number of edges of \(t_{\text{best}}\) (the hop count between two arbitrary nodes can be found in \(\mathcal{O}(1)\), since \(G_m\)'s are regular graphs). Since there are at most \(|V_a| = |V_t|\) candidate nodes and \(|E_t|\) edges, the complexity of this part throughout the algorithm is \(\mathcal{O}(|V_t||E_t|)\). Therefore, the complexity of Algorithm 23 is \(\mathcal{O}(|V_t|(|E_m| + |E_t|))\)—in practice it runs faster thanks to the early exits in \texttt{getBestNode} BFSs.

### 7.1.2 A Refinement algorithm for the weighted hop

Algorithm 23 is our main algorithm and the other two will refine its mapping. Even after its execution, it is possible to improve \(\text{wh}\) via further refinement. We have implemented a Kernighan-Lin [96] type algorithm which uses “task swaps” to refine \(\text{wh}\) (Algorithm 24). It gets a \(\Gamma, G_t, \) and \(G_m\) as input and modifies \(\Gamma\) to lower the \(\text{wh}\) metric. Similar to greedy mapping, for simplicity, Algorithm 24 assumes that \(G_t\) is symmetric and \(\Gamma\) is a one-to-one mapping between the tasks and nodes.

The algorithm selects a pair of task vertices and swaps them to improve \(\text{wh}\). The first task \(t_{\text{wh}}\) is chosen using a max-heap, \(\texttt{whHeap}\), which initially organizes the tasks w.r.t. the \(\text{wh}\) amount they incur computed by a function \text{taskWHops} function (line 1). Hence, \(t_{\text{wh}}\) is the task individually responsible for the largest \(\text{wh}\). Choosing the second task for the swap operation is more complicated; a naive approach that considers to swap \(t_{\text{wh}}\) with all the other tasks requires \(\mathcal{O}(|V_t|^2)\) comparisons. In order
Algorithm 24: WH Refinement

Data: $G_t = (V_t, E_t)$, $G_m = (V_m, E_m)$, $\Gamma$, $\Delta$

$\triangleright$ compute the current WH for $\Gamma$

WH $\leftarrow$ calculateWeightedHops($G_t$, $G_m$, $\Gamma$)

while WH is improved do

$\triangleright$ compute WH incurred by each task

$\triangleright$ place the tasks in a max-heap whHeap

1 for $t$ in $V_t$ do

$wh_t \leftarrow$ taskWHops($t$, $G_t$, $G_m$, $\Gamma$)

whHeap.insert($t$, $wh_t$)

2 while whHeap is not empty do

$t_{wh} \leftarrow$ whHeap.pop()

3 for the first $\Delta$ nodes $m \in V_a$ visited in the order of the BFS from $\Gamma[\text{neighbor}(t_{wh})]$ do

$t \leftarrow$ the task mapped to $m$

4 if swapping $t_{wh}$ and $t$ improves WH then

$\Gamma[t] \leftarrow \Gamma[t_{wh}]$

$\Gamma[t_{wh}] \leftarrow m$

5 Update whHeap for neighbors of $t_{wh}$

6 Update whHeap for neighbors of $t$

break

...to avoid this cost, we have implemented a BFS-based task-selection algorithm. A simple observation is that to reduce WH, $t_{wh}$ needs to move closer to its neighbor tasks.

Therefore, we perform a BFS on $G_m$ starting from the nodes which have a neighbor of $t_{wh}$, i.e., the nodes in $\Gamma[\text{neighbor}(t_{wh})]$ (these are the level 0 nodes of BFS). Whenever a $V_a$ node with a the task $t$ is found, the WH value after the potential $\Gamma[t_{wh}] \leftrightarrow \Gamma[t]$ swap operation is computed. The actual swap is performed as soon as this computation reveals an improvement on WH. Since the likelihood of a WH improvement decreases when we go deeper on the BFS tree, we use an early exit mechanism to avoid a
full BFS traversal of $G_m$. Here we give an example to clarify the statement, assume $c(e) = 1 \ \forall e \in E_t$. If the maximum hop count between $\Gamma[t_{wh}]$ and $\Gamma[neighbor(t_{wh})]$ is $d$ then when $t_{wh}$ is moved to a node after the BFS level $d$, $wh$ incurred by $t_{wh}$ cannot be improved. Furthermore, when we go deeper in the BFS, $t_{wh}$’s incurred $wh$ value will increase. Even in this case, the overall $wh$ may still be improved due to the reduction of $wh$ incurred by the second task $t$. However, this is less likely to happen considering $\Gamma[t]$ is handpicked for $t_{wh}$ but $\Gamma[t_{wh}]$ is only a random node for $t$.

The early exit mechanism reduces the number of considered swap operations that are unlikely to improve $wh$. In Algorithm 24, a parameter $\Delta$ is used as an upper bound on this number. If $\Delta$ operations are checked for $t_{wh}$, the algorithm continues with the next $whHeap$ vertex. A refinement pass is completed when $whHeap$ is empty, and the next pass is performed only if there is an improvement in the previous pass.

The complexity of the loop at line 1 is $O(|V_t| \log |V_t| + |E_t|)$. The loop at line 2 iterates $|V_t|$ times. The complexity of the BFS operation at line 3 is $O(|E_m|)$ and it is also performed $|V_t|$ times. The complexity of the swap operation and the calculation of new $wh$ at line 4 is proportional to the total number of edges of $t_{wh}$ and $t$ for each candidate node. Since there are at most $\Delta$ candidate nodes for each BFS, the complexity of line 4 for each pass becomes $O(\Delta|E_t|)$. Lines 5 and 6 are executed at most once for each vertex and during a single pass, their total cost is $O(|E_t| \log |V_t|)$. Therefore, the overall complexity of the algorithm becomes, $O(|V_t| \log |V_t| + |E_t| + |E_m||V_t| + \Delta|E_t| + |E_t| \log |V_t|)$. The most dominant factor is the
complexity of the BFS operations which is $O(|E_m||V_t|)$. Fortunately, the practical execution time is very low, since we stop after $\Delta=8$ swap candidates. We experimented with other exit mechanisms based on the maximum BFS level instead of the number of swap operations, and the preliminary experiments favored the approach described above. Furthermore, we observed that most of the improvement in WH is obtained after only a few passes. Hence, in order to be more efficient, we perform a pass only if WH is improved more than 0.5% in the previous one.

Similar to that of Algorithm 23, the description above assumes a one-to-one task-to-node mapping and performs the refinement on the node level, i.e., by swapping the vertices representing a group of tasks. With slight modifications, it can perform the refinement on the finer level task vertices or in a multilevel fashion from coarser to finer levels. In our experiments we choose to perform only on the coarser task graphs we obtained after METIS, since with WH-improving swap operations on the finer level, the total internode communication volume can also increase and the performance may decrease. Although this increase can also be tracked during the refinement, we do not want to sacrifice from the efficiency.

### 7.1.3 A Refinement algorithm for the maximum congestion

Although Algorithms 23 and 24 significantly improve WH, they can negatively affect MC or MMC, and this can degrade the performance especially for the bandwidth-bounded applications. Therefore, we propose another refinement algorithm (Algorithm 25), which improves the MC metric with minimal WH damage (adapting this
algorithm to refine MMC is trivial). The algorithm can accurately model and minimize MC for the interconnection networks with static routing. We will discuss the required enhancements for the dynamic-routing networks.

**Algorithm 25: MC Refinement**

**Data:** $G_t = (V_t, E_t), G_m = (V_m, E_m), \Gamma, \Delta$

- calculate initial max and average congestions
  $MC, AC \leftarrow calculateCongestion(G_t, G_m, \Gamma)$
- initialize the link congestion heap
- store the tasks whose messages goes through links
  $congHeap, commTasks \leftarrow INITCONG(G_t, G_m, \Gamma)$

**while** $MC$ or $AC$ is improved **do**

1. $e_{mc} \leftarrow congHeap.pop()$

2. **for** $t_{mc} \in commTasks[e_{mc}]$ **do**

3. **for** the first $\Delta$ nodes $m \in V_a$ visited in the order of the BFS from $\Gamma[neighbor(t_{mc})]$ **do**

   - $t \leftarrow$ the task mapped to $m$
     - if swapping $t_{mc}$ and $t$ improves $MC$ or $AC$ then
       - $\Gamma[t] \leftarrow \Gamma[t_{wh}]$
       - $\Gamma[t_{wh}] \leftarrow m$
       - Update $congHeap$ for $t_{mc}$ and $t$ edges
       - Update $commTasks$ for $t_{mc}$ and $t$ edges

   **goto** line 1

The algorithm gets a $\Gamma$, $G_m$, and $G_t$ and modifies $\Gamma$ to find mapping with a better congestion. First, it computes the initial congestion of $\Gamma$, and initializes the $congHeap$ using an $INITCONG$ function. This max-heap stores the topology graph edges w.r.t. their congestion values. The algorithm also initializes $commTasks$, that is used to
query the tasks whose messages go through link \( e \), i.e., \( \text{commTasks}[e] \). Since, a message can go at most \( D \) (network diameter) hops, the maximum size of \( \text{commTasks} \) becomes \( |E_t|D \), which is manageable since \( D \) is not a large number.

After the initialization, the algorithm finds the most congested link \( e_{mc} \). Then for each \( t_{mc} \in \text{commTasks}[e_{mc}] \), the node to which \( t_{mc} \) will be moved is sought via BFS traversals on \( G_m \) starting from the nodes \( \Gamma[\text{neighbor}(t_{mc})] \). The second task \( t \) to swap is chosen from the tasks of the \( V_a \) nodes traversed during the BFSs. This BFS order is important to have a minimal damage on \( WH \). For each such candidate node, a virtual swap operation is performed to compute new \( MC \) and \( AC \) values. As soon as an improvement is detected, the actual swap operation is performed, and the execution continues with the next congested link. Whenever a vertex is moved, updates on the \( \text{congHeap} \) and \( \text{commTasks} \) are performed for all the incoming and outgoing edges of \( t_{mc} \) and \( t \) in \( E_t \). If there is no improvement after \( \Delta=8 \) trials, the early exit mechanism terminates the inner \textbf{for} loop. Then, the next task in \( \text{commTasks}[e_{mc}] \) is chosen and the search restarts. If no improvement is found for the most congested link the algorithm stops. This algorithm can be applied both to coarser and finer task graphs. However, we only apply it on the coarser graph due to the reasons explained before.

With static routing, a message route can be found in \( \mathcal{O}(D) \) time. The congestions of all the links can be calculated in \( \mathcal{O}(D|E_t|) \) time, and the cost of initializing \( \text{congHeap} \) is \( \mathcal{O}(|E_m| \log |E_m|) \). A task insertion to a \( \text{commTasks} \) set (implemented as a red-black binary tree using \texttt{std::set} in C++) can be done in \( \mathcal{O}(\log |V_t|) \). Since
each message (an edge in $E_t$) can pass through at most $D$ links, the complexity of $\text{commTasks}$’s initialization is $O(D|E_t| \log |V_t|)$. Therefore the initialization phase has a complexity of $O(D|E_t| \log |V_t| + |E_m| \log |E_m|)$. A refinement pass starts at line 2. The main for loop iterates at most $|V_t|$ times and the complexity of a BFS at line 3 is $O(|E_m|)$. Hence, the overall BFS complexity in a pass is $O(|V_t||E_m|)$. For each candidate swap operation, we compute $mc$ and $ac$ by temporarily updating $\text{congHeap}$ where an update costs $\log |E_m|$ and a candidate swap requires at most $D$ updates for each of the $t_{mc}$ and $t$ edges. Since we consider at most $\Delta$ swap operations for a $t_{mc}$ which can be any vertex in $V_t$, the cost of $mc$ and $ac$ computation is $O(E_t \Delta D \log |E_m|)$ for each $e_{mc}$. Once an improvement is found, the data structures $\text{congHeap}$ and $\text{commTasks}$ are updated and this happens only once per pass (a while loop iteration). Hence, the overall complexity of a pass is dominated by the BFS and $mc$–$ac$ computations. Therefore the overall complexity of a pass becomes $O((E_t \Delta D \log |E_m|) + (|V_t||E_m|))$.

Algorithm 25 accurately sees the maximum congestion on a static-routing network. For the networks with dynamic routing, an approximate refinement algorithm with a similar structure can be used. For example, the bandwidth on the Blue Gene/Q and Blue Gene/P can be maximized by placing the heavily communicating tasks to the diagonals of the torus [17,19].
7.2 Experiments

In order to evaluate the quality of the mapping algorithms, we conducted various experiments on two irregular applications, an SpMV kernel and a synthetically generated application. The proposed methods are implemented in the UMPa framework. The $U_G$ and $U_{wh}$ variants minimize $wh$ using Algorithms 23 and 24, and $U_{mc}$ and $U_{MMC}$ minimizes $mc$ and $MMC$, respectively using Algorithm 25 (we do not give the results for $th$ variant as they are very close to those of $U_G$ and $U_{wh}$). These mapping methods are compared against the default MPI mapping (SMP-STYLE) in Hopper (Def), the mapping provided by Scotch (Smap, version 5.1.0 as the newer one does not support sparse allocations) [117], and the ones provided by LibTopoMap (Tmap) [89].

We selected 25 matrices from University of Florida (UFL) sparse matrix collection, belonging to 9 different classes. Table 7.1 gives the list of these matrices with their properties. We used 7 graph and hypergraph partitioners to partition these matrices: Scotch [117], Kaffpa (Kahip) [124], Metis [93], Patoh [38], and UMPa [61]. A summary of the partitioning results are given in Section 7.2.1. MPI task communication graphs corresponding to these partitions are created and mapped to real processor allocations in Hopper. The analysis of the metrics and algorithm efficiency is presented in Section 7.2.2. Section 7.2.3 analyzes the impact of the mapping algorithms on the communication time, whereas Section 7.2.4 evaluates the performance
Table 7.1: The list of the matrices with their properties (e.g. matrix class and number of vertices and edges) used in the rest of the experiments. The matrix has ✓ on the corresponding part number if partitioning algorithms are able to find a balanced partition whose imbalance ratio is below 0.05.

<table>
<thead>
<tr>
<th>Matrix</th>
<th>Class</th>
<th># vertices</th>
<th># non zeros</th>
<th>1,024</th>
<th>2,048</th>
<th>4,096</th>
<th>8,192</th>
<th>16,384</th>
</tr>
</thead>
<tbody>
<tr>
<td>coAuthorsDBLP</td>
<td>Citation</td>
<td>299,067</td>
<td>1,953,352</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>ft2010</td>
<td>Redistricting</td>
<td>484,481</td>
<td>2,346,294</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>delaunay_n19</td>
<td>Delaunay</td>
<td>524,288</td>
<td>3,143,640</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>ca2010</td>
<td>Redistricting</td>
<td>710,145</td>
<td>3,489,306</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>tx2010</td>
<td>Redistricting</td>
<td>914,231</td>
<td>4,156,272</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>netherlands.osm</td>
<td>Street</td>
<td>2,216,688</td>
<td>4,882,476</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>G3_circuit</td>
<td>Sparse</td>
<td>1,585,478</td>
<td>6,673,348</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>delaunay_n20</td>
<td>Delaunay</td>
<td>1,048,556</td>
<td>6,291,372</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>delaunay_n21</td>
<td>Delaunay</td>
<td>2,097,152</td>
<td>12,582,816</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>kkt_power</td>
<td>Sparse</td>
<td>2,963,494</td>
<td>12,964,640</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>italy.osm</td>
<td>Street</td>
<td>6,686,493</td>
<td>14,027,956</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>venturiLevel3</td>
<td>NumericalSim</td>
<td>4,026,819</td>
<td>16,108,474</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>great-britain.osm</td>
<td>Street</td>
<td>7,733,822</td>
<td>16,313,034</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>hugetric-00020</td>
<td>Frames</td>
<td>7,122,792</td>
<td>21,361,554</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>rgg_n_2_21_n0</td>
<td>RandomGeometric</td>
<td>2,097,152</td>
<td>28,975,990</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>coPapersDBLP</td>
<td>Citation</td>
<td>540,486</td>
<td>30,491,458</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>coPapersCiteseer</td>
<td>Citation</td>
<td>434,102</td>
<td>32,073,440</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>road_central</td>
<td>Clustering</td>
<td>14,081,816</td>
<td>33,866,826</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>packing-500x100x100_b050</td>
<td>NumericalSim</td>
<td>2,145,852</td>
<td>34,976,486</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>hugetrace-00020</td>
<td>Frames</td>
<td>16,002,413</td>
<td>47,997,626</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>hugetribbles-00010</td>
<td>Frames</td>
<td>19,458,087</td>
<td>58,359,528</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>rgg_n_2_22_n0</td>
<td>RandomGeometric</td>
<td>4,194,304</td>
<td>60,718,396</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>channel-500x100x100_b050</td>
<td>NumericalSim</td>
<td>4,802,000</td>
<td>85,362,744</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>cage15</td>
<td>Sparse</td>
<td>5,154,859</td>
<td>94,044,692</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>rgg_n_2_23_n0</td>
<td>RandomGeometric</td>
<td>8,338,608</td>
<td>127,002,786</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

improvements for a Trilinos SpMV kernel [87]. We analyze the impact of the partitioning and mapping metrics on the parallel performance in Section 7.2.5.

7.2.1 Partitioning results

The matrices are first converted to a column-net hypergraph model, i.e., the rows represent the tasks with loads proportional to their number of non-zeros. The columns represent sets of data communications where each message has a unit communication
costs. On these matrices we perform 1D row-wise partitioning for 1024, 2048, 4096, 8192 and 16384 parts (we only use 19 matrices for 16384 parts; balanced partitions were not feasible for the remaining 6). The graph partitioners, SCOTCH and KAFFPA, are run to minimize the edge-cut, and METIS and PATOH are run to minimize the total communication volume TV. Being a multi-objective partitioner, UMPa is used with different metrics: UMPAMV minimizing maximum send volume (MSV) and TV; UMPAMM minimizing maximum number of sent messages (MSM), total number of messages (TM) and TV; UMPATM minimizing TM and TV; as their primary, secondary, and tertiary objectives, respectively [61]. All the partitioners are run with their default parameters.

Figure 7.1 shows the mean metric values normalized with that metric value of PATOH. Overall, all the tools obtain similar results, but edge-cut minimizing ones, SCOTCH and KAFFPA, obtain a slightly worse communication volume quality. For
the MSV metric, UMPA_MV has the best results, e.g., it obtains a 5–10% better average MSV value w.r.t. Patoh which obtains the best results for TV. For the message metrics, UMPA_MM obtained a 16–19% better MSM value, and UMPA_TM obtained a 9–10% better TM value. These numbers are not given here to compare the partitioners since the experiment is not designed for that purpose. We want to better understand the impact of the partitioning and mapping metrics on the execution time.

### 7.2.2 Mappings on Hopper

Here we evaluate the mapping metric results on Hopper, which has a 3D Torus network and 24 processors per node. Even though the proposed algorithms do not have constraints on the number of processors, we tested them on numbers that are powers of two. Using all the processors in a node results in non-uniform processor allocations per node (since 24 does not divide 1024), in which case we experienced a few failing algorithms in LibTopoMap. Therefore, we used 16 processors per node (4 processors per NUMA domain).

We create directed task graphs by running all the partitioners on each matrix; for each graph and part number, we have 7 MPI task graphs. We will refer a task graph as $G^X_t$ when the part vector obtained from the partitioner X is used to create it. The mapping algorithms are then used to map these graphs to 5 different Hopper processor allocations. Figure 7.2 shows the average metric values of all mapping algorithms normalized to those of the default mapping on $G^\text{Patoh}_t$ graphs\(^3\). Almost all

\(^3\)The results of the mapping algorithms on the results of other partitioners can be found at http://bmi.osu.edu/hpc/software/umpa/ipdps15/
Figure 7.2: Mean metric values of the algorithms on $G_t^{Patoh}$ graphs normalized w.r.t. those of Def. The numbers at the top denote the number of the processors, and the letters at the bottom correspond to the mapping algorithms Def, TMAP, SMAP, $U_G$, $U_{WH}$, $U_{MC}$, $U_{MMC}$, respectively.

algorithms have their best WH and MC values on $G_t^{Patoh}$, and best TH and MMC values on $G_t^{UMPATM}$. The results are expected for WH and TH, since WH is closely related to the communication volume, and TH is related to total number of messages. On the other hand, it is expected to have better MC and MMC values on the task graphs with lower MSV and MSM values, respectively. However, in our experiments, we see a better correlation of these metrics with TV and TM.

In Fig. 7.2, the Def mapping obtains already good results on WH and TH. This is due to the part ID assignment in recursive-bisection-based partitioners and the placement mechanism in Hopper: the partitioner puts highly communicating tasks to the parts with closer IDs. On the machine side, Hopper places the consecutive MPI ranks within a single node, then it moves to the closer nodes using space filling curves. Therefore, highly communicating consecutive MPI ranks are placed fairly
close to each other. However, there is still room for improvement when we exploit the actual task communication requirements. For example, $U_G$ obtains 5–18% and 5–17% better values on WH and TH, respectively.

Metric improvements on more sparse allocations (with less number of processors) are higher: $U_G$ significantly reduces WH and TH, and $U_{wh}$ improves them by another 4–5%. Also the variants that improve the WH metric also improve MC and MMC. For example, $U_G$ ($U_{wh}$) improves MC by 4% (10–12%) on 1024 and 2048 processors. However, when the number of processors is high, they increase the MC metric by 13–36% when the number of parts is high. Still, they reduce MMC, TH, and WH except $U_G$ on 16,384 processors. Also, $U_{mc}$ significantly reduces (27–37%) the MC metric for all cases and have 1–13% improvement on WH and TH. Similarly, $U_{MMC}$ reduces MMC by 24–37% with small increases on TH and WH.

LibTopoMap provides six algorithms, and the best one in our experiments employs recursive graph bi-partitioning. Here we only present the best variant’s performance ($T_{map}$ or T). The primary metric for LibTopoMap is MC. If $T_{map}$’s MC value is not smaller than the DEF mapping, it returns the DEF mapping. Overall, $T_{map}$ improves MC by 1–7% with 1–5% increase on the other metrics. On the other hand, $S_{map}$’s results are worse than DEF mappings for most of the cases.

Figure 7.3 presents the (geometric) mean mapping times of the algorithms. The times of the $S_{map}$, $U_G$ and $U_{wh}$ are the lowest, and they are followed by $U_{mc}$ and
Figure 7.3: (Geometric) mean execution times of different mapping algorithms on PATOH partitions. The time of $U_{WH}$, $U_{MC}$, and $U_{MMC}$ includes $U_G$ time, as they run on top of it.

$U_{MMC}$. TMAP’s execution time is more than the other methods, and it is 1.3–2.6 times slower than the slowest UMPa variant.

### 7.2.3 Communication-only experiments

In task mapping, the communication is usually modeled by assuming all the messages are transferred at once. However, this may not be the case in practice: load imbalance can delay some transfers, and applications might be using common techniques such as communication-computation overlap to hide the latency. Hence, improvements due to mapping may not be visible on an application’s execution time. Here, to limit the impact of these factors, we generate irregular, communication-only applications based on the SpMV communication patterns of the two largest matrices in our dataset: cage15 and rgg_n_2.23_s0 (in short rgg). In this SpMV-like executions, no computation is performed, and all the transfers are initialized at the same time where
Figure 7.4: Average execution times and metrics for pure communication-based applications generated from cage15 and rgg: the numbers at the bottom are the normalized execution times w.r.t. DEF mapping on $G_1^{\text{Patoh}}$. The partitioner names are given at the top, and the names at the bottom are the mapping algorithms, as given in Figure 7.2.
each processor follows the pattern in the corresponding communication graph. Therefore the total execution time of this application is equal to its communication time. To make the improvements more visible and reduce the noise, we scale the message sizes by using the factors $4K$ and $256K$ for cage15 and rgg, respectively. The experiment is performed with 4096 processors. Each mapping algorithm is run with the 7 communication graphs (one per partitioner), and for each mapping, the execution is repeated 5 times to reduce the noise on the time. Figure 7.4 shows the normalized mean execution times with standard deviations and the metric values (In real case, link congestions are also affected by the other running jobs. The reported congestion-metrics refer to those only incurred by the application.) normalized w.r.t. those of DEF mapping on $G_t^\text{Patoh}$. Although we run Smap in this experiment, its communication time is worse than the others (we exclude Smap from the figure for clarity). We do not report TH, as it is highly correlated with WH. Results with 8192 processors and a different sparse allocation can be found at http://bmi.osu.edu/hpc/software/umpa/ipdps15/.

Figure 7.4a shows the results for cage15 communication graphs. The overall execution time correlates well with WH. In most cases, $U_G$ and $U_{WH}$ improve WH, MC, and the communication time w.r.t. DEF with a few exceptions. For example, on $G_t^{\text{UMPA-MM}}$, WH minimizing algorithms (Algorithms 23 and 24) improve all three metrics at the same time. However, the execution times with these mappings slightly increase. $U_{WH}$ obtains much better WH, MC, and execution times compared to $U_G$. On $G_t^{\text{Kaffpa}}$, it improves WH in the expense of increasing MC but the execution time
significantly reduces. Overall, U_G and U_wh improve the performance up to 34% and 39% w.r.t. the DEF. For all graphs, U_mc obtains the best mc values and it usually improves the performance w.r.t. DEF. Moreover, it obtains the best execution time on G^SCOTCH_t, which has the highest TV w.r.t. other partitioners on this graph. Among the UMPa algorithms, Ummc obtains the worst execution times although it always significantly reduces MMC. This is expected; since the message sizes are scaled, the executions have a high TV value and the volume-related metrics are likely to be the bottleneck rather than the message-related ones. TMap can not improve the results of the DEF in some of cases, e.g., G^METIS_t, G^PATOH_t, and G^UMPAMM_t, and returns the default mapping (the times vary 2–3% due to noise). Lastly, although DEF obtains the best mean execution time on UMPa graphs, overall, the best times are obtained on PATOH graphs with U_wh and U_mc with 39% and 38% improvement, respectively.

Figure 7.4b shows the results for rgg communication graphs. The proposed mapping algorithms improve the execution time for all the graphs except for G^SCOTCH_t. Similar to cage15 experiments, the best performance is obtained by U_G, U_mc and U_wh. The best execution time is achieved by U_mc on G^UMPAMM_t with a 40% improvement w.r.t DEF mapping. TMap obtains the same mappings with DEF on most of the graphs except G^UMPAMM_t and G^UMPAMV_t. As the results for G^PATOH_t show, the proposed algorithms improves the performance 35–43% for rgg experiments.

The execution time is improved better with the algorithms minimizing WH and then MC. The improvements achieved by U_mmc is not as high as the others since for
these “scaled” applications, the volume metrics are likely to be the bottleneck. In Section 7.2.5, we perform a regression analysis to better analyze the relation between the metrics and the execution time.

### 7.2.4 SpMV experiments

In this section, we study the impact of the proposed algorithms on the SpMV performance. We use cage15 and perform SpMV using the Tpetra package of Trilinos with 500 and 1000 iterations. Figure 7.5 shows the performance results, where each metric and the overall execution time is normalized w.r.t. that of DEF on $G^\text{Patoh}_i$. The experiment is run for 4096 and 8192 processors on two different allocations. Only the results of a single allocation on 4096 processors is shown while the rest of results can be found at [http://bmi.osu.edu/hpc/software/umpa/ipdps15/](http://bmi.osu.edu/hpc/software/umpa/ipdps15/). The SpMV
operation is repeated 5 times for each mapping and communication graph. We report the average of these 5 executions, and error bars represent the standard deviations. Unlike the previous experiment, $TH$ is reported instead of $WH$, as its correlation with the total execution time is better.

In this setting, $U_{WH}$ obtains the best performance; it decreases the overall execution time almost always (except for $G_t^{UmpaMV}$) and up to 23% (for $G_t^{Metis}$) w.r.t $DEF$. $U_G$ obtains a similar performance with slightly higher execution times. Although $U_{MC}$ improves the performance for many cases w.r.t $DEF$, its performance is not as competitive as in the previous experiment since the message sizes are much smaller. Similar to the communication-only experiment, $U_{MMC}$ obtains smaller improvements than the other UMPa variants. The overall performance of TMAP is very close to $DEF$, since it returns the $DEF$ mapping for most of the cases.

Overall, $TH$ highly correlates with the execution time. Moreover, this correlation also holds among different communication graphs. In Section 7.2.2, we already observed that $TH$ is much lower on the graphs with a lower $TM$. Improving the $TH$ metric via both partitioning (with the objective $TM$) and mapping significantly reduces the parallel SpMV time. The best $TM$ values for cage15 have been found by KAFFPA, $Umpa_{MM}$ and $Umpa_{TM}$ (see the supplementary page for a cage15-only version of Fig. 7.1) and as Fig. 7.5 shows, these are the best partitioners for the default mapping. $U_{WH}$ reduces the execution time by another 9–16% for the for these cases and obtains the best overall execution time for $G_t^{UmpaTM}$. This is more than two times
faster than the slowest variant, which is obtained by the Def on $G^{\text{Scotch}}_i$. It also has 34% lower TM and 44% lower TH value. This shows the importance both the partitioning and mapping on SpMV performance.

7.2.5 Regression analysis

To analyze the performance improvements obtained for the communication-only applications and SpMV kernel w.r.t. the partitioning and mapping metrics, we use a linear regression analysis technique and solve a nonnegative least squares problem (NNLS). In NNLS, given a variable matrix $V$ and a vector $t$, we want to find a dependency vector $d$ which minimizes $\|Vd - t\|$ s.t. $d \geq 0$. In our case, $V$ has 14 columns: the partitioning metrics MSV, TV, MSM, TM; the mapping metrics WH, TH, MC, MMC, AC, AMC; inter-node communication volume (ICV), i.e., the total communication volume on the network excluding the intra-node communication (from TV); number of inter-node communication messages (ICM); the maximum receive volume of a node (MNRV); and the maximum number of messages received by a node (MNRM). A row $t$ of $V$ corresponds to an execution where the time is put to the corresponding entry of $t$. To standardize each entry of $V$ and make them equally important, each column of $V$ is normalized by first subtracting the column mean from each column entry, and dividing them to the column standard deviation. We then use MATLABs lsqnonneg to solve NNLS. The coefficient $d_i$ of the output shows the dependency of the execution time to the $i$th metric.
We perform linear regression on the communication-only experiments’ results with cage15 graphs, 4096 processors and two sparse Hopper allocations. The analysis distinguished three metrics with non-zero coefficients. The metric with the highest coefficient is \textit{wh}, followed by \textit{MSV} and \textit{mc} (0.023, 0.020 and 0.20), whereas the message-based metrics are found not to highly correlate with the performance. This is expected since the communication is scaled and the volume metrics’ importance are increased. The results show that from the mapping perspective, \textit{wh} and \textit{mc} are the most important metrics for the applications with a high communication volume, whereas from the partitioning perspective, it is likely to be \textit{MSV}.

We used the same experimental setting (cage15, 4096 processors, two allocations) for the SpMV kernel which is more latency bounded than the communication-only counterpart since there is no scaling on the communication volume. The metrics with non-zero coefficients are found to be \textit{amc}, \textit{icv}, \textit{mmc}, \textit{th}, and \textit{mnrv} (0.109, 0.070, 0.051, 0.050, 0.040). Since \textit{amc} better correlates with the performance compared to \textit{th}, it can be a good practice to utilize the already used links while reducing \textit{th}. One weakness of the regression analysis is that when highly correlating metrics are given in \textbf{V}, the analysis may return a positive coefficient for only one of them. In our case, the importance of \textit{MNRM}, \textit{ICM}, and \textit{TM} is hidden by the regression analysis. We also computed pairwise Pearson correlation of the metrics and observed a high correlation ($\geq 0.92$) of these metrics with \textit{AMC}. 
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Table 7.2: Average improvements of the mapping algorithms on communication-only applications and SpMV kernel that runs for 500 and 1000 iterations for the first and second allocations, respectively.

<table>
<thead>
<tr>
<th># proc</th>
<th>Rep.</th>
<th>Def</th>
<th>TMap</th>
<th>U_H</th>
<th>U_WH</th>
<th>U_MC</th>
<th>U_MMC</th>
</tr>
</thead>
<tbody>
<tr>
<td>cage15 SpMV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4096</td>
<td>1</td>
<td>1.44 sec.</td>
<td>1.01</td>
<td>0.93</td>
<td>0.87</td>
<td>0.93</td>
<td>0.95</td>
</tr>
<tr>
<td>2</td>
<td>2.77 sec.</td>
<td>1.00</td>
<td>0.91</td>
<td>0.89</td>
<td>0.94</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>8192</td>
<td>1</td>
<td>1.25 sec.</td>
<td>0.99</td>
<td>0.98</td>
<td>0.96</td>
<td>0.99</td>
<td>1.01</td>
</tr>
<tr>
<td>2</td>
<td>3.43 sec.</td>
<td>1.01</td>
<td>0.99</td>
<td>0.94</td>
<td>1.01</td>
<td>1.04</td>
<td></td>
</tr>
<tr>
<td>Gmean</td>
<td>2.03 sec.</td>
<td>1.00</td>
<td>0.95</td>
<td>0.91</td>
<td>0.97</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>cage15 Comm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4096</td>
<td>1</td>
<td>0.28 sec.</td>
<td>1.06</td>
<td>0.90</td>
<td>0.83</td>
<td>0.88</td>
<td>1.15</td>
</tr>
<tr>
<td>2</td>
<td>0.28 sec.</td>
<td>1.06</td>
<td>0.88</td>
<td>0.82</td>
<td>0.88</td>
<td>1.18</td>
<td></td>
</tr>
<tr>
<td>8192</td>
<td>1</td>
<td>0.19 sec.</td>
<td>1.01</td>
<td>1.02</td>
<td>0.89</td>
<td>1.01</td>
<td>1.16</td>
</tr>
<tr>
<td>2</td>
<td>0.20 sec.</td>
<td>1.00</td>
<td>0.95</td>
<td>0.89</td>
<td>0.99</td>
<td>1.18</td>
<td></td>
</tr>
<tr>
<td>Gmean</td>
<td>0.23 sec.</td>
<td>1.03</td>
<td>0.93</td>
<td>0.86</td>
<td>0.94</td>
<td>1.17</td>
<td></td>
</tr>
<tr>
<td>rgg Comm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4096</td>
<td>1</td>
<td>0.39 sec.</td>
<td>1.11</td>
<td>0.77</td>
<td>0.83</td>
<td>0.79</td>
<td>0.85</td>
</tr>
<tr>
<td>2</td>
<td>0.33 sec.</td>
<td>0.98</td>
<td>0.96</td>
<td>0.77</td>
<td>0.84</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td>Gmean</td>
<td>0.36 sec.</td>
<td>1.05</td>
<td>0.86</td>
<td>0.80</td>
<td>0.81</td>
<td>0.86</td>
<td></td>
</tr>
</tbody>
</table>

7.2.6 Overall Improvements

Table 7.2 presents a summary of the improvements achieved by the mapping algorithms in our experiments. For each allocation and part number, we calculate the geometric mean of the execution times obtained with the mapping methods on all graphs. The table shows the geometric mean of the execution times for Def, and the normalized time for the other algorithms. The average for all allocations and part numbers are given at the bottom of the table. Overall, U_wh improves the cage15 SpMV kernel time by 4–13%, whereas the improvements for the communication-only cage15 and rgg applications are 14% and 20%, respectively, w.r.t. Def.
7.3 Summary

We have proposed fast and high quality topology-aware task mapping methods that use graph models. We have compared the proposed methods with some other graph-based algorithms from the literature and with a default method used in Nersc’s Hopper Supercomputer. The experiments showed that on a set of 25 matrices from the UFL collection, the proposed methods obtained high quality mappings in a very short time for the target system. The experiments with 4096 processors revealed significant improvements on the mapping metrics compared to the Hopper’s default mapping. These improvements yield a 43% performance improvement on one case for a communication-only application and a 23% improvement on the SpMV performance. Overall, with 4096 and 8192 processors, the proposed algorithms improve the performance of the SpMV kernel and the communication-only applications by 9% and 14%, respectively. We also evaluated the metrics according to their correlation with the performance. For the applications with a large communication volume, our analysis revealed that the weighted hop metric is the most dominant one, and for those with smaller messages, the average message congestion is a good metric that correlates with the performance.
Chapter 8: Conclusion, Future Plan and Open Problems

In this work, the two-phase mapping problem has been studied in the contexts of both geometric models and connectivity-based models (hypergraph models). First, the partitioning algorithms have been studied in the context of geometric models. A parallel multi-jagged geometric partitioning algorithm, MJ, which has the ability to concurrently partition the dataset into multiple parts along a single dimension, has been proposed. Moreover, intelligent decision heuristics for the data movement have been investigated and implemented in the proposed geometric partitioner. Various experiments on various real and synthetic datasets have been conducted, and the performance of the proposed algorithm has been compared with respect to Zoltan’s RCB, a well used method in the literature. The experiments have shown that the proposed algorithm scaled fairly well up to 6,144 processor. Moreover, thanks to the data movement decision heuristics, the proposed partitioning algorithm performed better than RCB in almost all experiments on the datasets with various initial distribution properties.
Secondly, the partitioning problem, the first phase of the mapping problem, has been investigated using hypergraph models. Unlike the previous studies that use general hypergraph models and minimizes the traditional communication volume, a new directed hypergraph model has been proposed, and algorithms for multi-objective hypergraph partitioning have been presented. The proposed model and the algorithms have been materialized under the software package UMPa. Experiments on several hypergraphs from various applications have been carried out and the improvements of the proposed model and algorithms have been shown up to 85%, 45%, 43% on maximum communication volume, total message and maximum message metrics, respectively. Then, methods to improve the running time of the hypergraph partitioning problem have been studied. First set of improvements has been performed by exploiting the multi-core architectures. A set of multi-core clustering algorithms have been proposed. The proposed algorithms have been implemented in PaToH, a state-of-art hypergraph partitioner. Experiments on large number of hypergraphs have shown that proposed methods improve the running time of PaToH by 1.85, where the ideal speedup was 2.05. Second set of improvements on hypergraph partitioning problem have been studied by performing data manipulations. A set of hypergraph sparsification algorithms have been investigated. The proposed sparsification techniques have been implemented under the software package UMPa, and the experiments have
shown the effectiveness of the sparsification methods on hypergraph partitioning problem. The proposed techniques have made UMPa up to 4.1 faster with a minimal 4% harm on the quality.

Thirdly, the second phase of the mapping problem has been investigated. A new topology-aware task mapping method that uses a geometric model has been proposed to assign communicating tasks to nearby processors. Furthermore, heuristics have been presented to further improve the quality of the mappings. The experiments have been carried out on 2 different regular applications, and they have shown that the proposed mapping method improved the total execution time up to 34% on 64K cores. Moreover, the correlation of the theoretical metrics with the actual performance have been analyzed, and a discussion of which metric is the most suitable has been carried out.

Fourthly, the task mapping problem has been extended using the graph models. Using the graph models, an accurate representation of the applications tasks mapping on the supercomputers processors has been presented. Using this model, 3 very efficient mapping algorithms that obtain high quality mappings have been proposed. The mapping methods have been shown to minimize the communication overhead metrics accurately. On the experiments on the irregular applications, the mapping methods have been shown to improve the total execution time of SpMV up to 23%, and the total execution time of the communication-only experiment upto 43%.
8.1 Future Plans

Although this work covers a significant portion of the mapping problem, further research is being planned to extend the existing work.

Firstly, a hybrid partitioning method that incorporates both geometric and connectivity information is planned to be studied. Although connectivity-based partitioning methods are expected to obtain better quality, it has been shown that this is not the case for regular datasets in a previous work [60]. Therefore, the hybrid partitioning methods are planned to be investigated in order to improve both speed and quality of the partitioning processes.

Secondly, the power/energy consumption is a major concern in current high performance systems and it appears to become more vital issue in near future. Therefore, as another future work, the current partitioning work is planned to be extended to account for the energy consumption of the parallel applications. That is, an energy-aware partitioning model and method are planned to be investigated. Currently, the load-balancing methods assume that the energy usage is reduced by improving execution times of parallel applications. However, this may not be accurate. For example, energy consumption varies during the communication and computation steps, or when processors become idle because of the imbalances in these steps. More accurate models and methods for energy-aware partitioning is planned to be studied.

Thirdly, the scalability of the connectivity-based partitioning methods will be investigated further. The parallelization of the coarsening and uncoarsening heuristics
are challenging, however those are crucial steps to improve the scalability. Hybrid parallel (MPI+OpenMP) connectivity-based partitioning heuristics are planned to be investigated to address this issue.

8.2 Open Problems

Apart from the future plans, there are some interesting open problems for researchers to extend the presented work. For example, current supercomputer architectures allow complex message routing algorithms (e.g., dynamic routing mechanisms). Some provides mechanisms to separate big messages into smaller chunks and send them through multiple routes. Further research can be performed on task mapping algorithms by taking such technologies into account. In addition, incremental algorithms have been a hot topic in high performance computing in the last decade. There exists some research performing incremental graph partitioning. However, as static graph partitioning methods, they do not accurately model the communication behavior, and only address a single metric. In order to overcome these issues, multi-objective methods for incremental hypergraph partitioning can significantly improve the current state of art.
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