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The implementation of high-performance integrated phase-locked loops (PLLs) represents one of the primary design challenges in integrating a complete wireless RF transceiver into a single chip.

In this work, we explore the design trade-offs to achieve high-performance for fully integrated RF CMOS PLLs. Based on investigation at system-level, critical design parameters are chosen to achieve low phase-noise, fast settling behavior, and low power consumption. New circuit blocks and design techniques are presented. A novel dynamic phase-frequency detector is proposed which demonstrates no visible dead-zone, extended phase-detection range, and high frequency operation. Programmable charge-pump techniques are proposed to improve system performance in terms of loop dynamics and spur reduction. Optimization techniques for fractional-N control are also discussed. With the adoption of a state-of-the-art 0.18 µm Cu CMOS technology, high-speed dynamic-logic frequency dividers, and high-Q on-chip spiral inductors are obtained. The design techniques and high-performance circuit blocks are then applied to the design of a fully integrated 5.8GHz PLL for WLAN applications.
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CHAPTER 1

INTRODUCTION

1.1 The Information Era

During the past three decades, we have seen the booming development of personal computers, internet, mobile telecommunication, and multimedia. Never before, people are able to obtain information so timely and so conveniently. Yet in a great sense, one can state that this is not fast and convenient enough – technologies are still advancing, and there will be certainly some more technology revolutions to come.

The power of high-speed computing, worldwide internet access, mobile telecommunication, and multimedia, shall be greatly attributed to the development of integrated circuits. It should be noted that, compared with other technologies such as GaAs, bipolar, and BiCMOS, it is the standard CMOS technology that contributes most significantly to the fast expanding consumer electronics market. The ever-decreasing feature-size of CMOS technologies has gone from around 10 $\mu$m in the 1970’s, around 1 $\mu$m in the late 1980’s, to 0.12 $\mu$m in the present market. Feature size of 0.1 $\mu$m and smaller have been in development. While there exists a limit for CMOS downsizing, some newly evolved CMOS processes, such as triple-well CMOS, Cu CMOS,
Silicon-on-Insulator (SOI), Silicon-on-Sapphire (SOS), and etc., appear to provide better performance and possibly higher integration.

With the down-scaling of CMOS feature sizes, it is possible to implement more and more complex computing and signal-processing functions in a single chip. System-on-a-chip has become a popular terminology in recent years. This trend is driven by several factors from the consumer market: power consumption reduction, volume and weight reduction, and product cost reduction.

In light of the advancement in CMOS technologies and the motivation for full-system integration, it is our interest to look into the two most active communication areas in the IC industry.

1.1.1 Broadband communication

This mainly involves the high-speed transmission of data, voice, and video over existing communication infrastructure over twisted pairs, optical fiber and etc. Two representative applications, DSL and Gigabit Ethernet, are addressed below. Fully integrated CMOS transceivers for these two applications involve quite complicated on-chip digital filtering, encoding, decoding, echo-cancellation, and equalization techniques, presenting quite a lot challenges. Optical fiber communication is also a fast-going business area in broadband communication. Due to the author’s lack of knowledge in this field, it will not be discussed here. Yet, since our focus in this work is phase-locked loops, it is worthwhile to point out that the phase-jitter reduction is one of the primary design concerns in this type of application.

- DSL (Digital Subscribe Line): DSL technologies are currently in a stage of fast growth in the world. DSL is intended for expanding the bandwidth of existing
residential and business telephone lines (twisted copper pairs), in pace with the vast demand for high-speed internet and intranet access from home and office. In most countries, twisted-pair is still the most prevalent infrastructure for telecommunication. This tells why DSL presents a huge and profitable market.

- Ethernet: The focus of Ethernet is LAN (local area network). Fully integrated Gigabit Ethernet transceivers have been in the market for a short while and will soon obsolete the existing 10M/100M-bit Ethernet transceivers. At this time, people are paying attention to 10-Gigabit Ethernet transceivers, which will very likely become the mainstream in a few years. The development of 10-Gigabit Ethernet transceivers will further increase communication capacity, and might provide a cheaper method for WAN (wide area network) access.

1.1.2 Wireless communication

The wireless and radio frequency (RF) market has undergone tremendous expansion over the last 10 years.

The most aggressive wireless market is cellular phone. First-generation mobile communication, analog cellular, appeared as an entirely new form of communications, and required a system-wide deployment of infrastructure for a market that didn’t yet exist. Second-generation mobile communication, digital cellular or PCS, evolved from the first generation mobile phone quickly, and offered more advanced digital services and better quality. Just a few years after the digital cellular, the wireless communication is entering the third generation (3G). In 3G wireless, mobile telephony and internet access have been combined under the same ceiling. A wireless user will
have global access to voice, data and video services easily from anywhere using any terminal.

Another important trend in the wireless business is the development of wireless products in the unlicensed ISM\(^1\) bands. 900 MHz (902-928 MHz), 2.4 GHz (2400-2483.5 MHz) and 5.8 GHz (5725-5850 MHz). To facilitate multiple users sharing the same spectrum in an unlicensed environment, spread spectrum techniques are employed. Two types of spread spectrum techniques are available: the Direct Sequence Spread Spectrum (DSSS) and Frequency Hopped Spread Spectrum (FHSS). Several efforts are currently undergoing fast growth in parallel, which include Wireless Local Area Network (WLAN), Bluetooth (BT), and Home RF. Although WLAN, BT, and HomeRF share the same frequency spectrum, each of them targets different level of users, and operation range. WLAN aims to replace wired LAN in some occasions by providing fast network construction and low cost. Bluetooth is a wireless technology that enables the instant wireless connection between communication devices in a 'piconet', e.g., home or office environment, as well as instant wireless access to internet. HomeRF targets uniquely home environment. In fact, there is overlapping between these three different application domains. Mutual interference and interoperability are in the list of system design concerns.

The evolution of wireless communication is accompanied by people's enthusiasm to put as many as RF components in integrated circuits, or more desirably, to implement a full RF transceiver and baseband processing circuits in a single-chip using standard digital CMOS technologies. Compared with the bulky and power hungry cellular phones several years ago, today's cellular phones are already quite small (palm size),

\(^{1}\)ISM stands for Industry, Science, and Medicine.
with a battery life of around one week. Yet, the fight for the reduction of volume, weight and power consumption in mobile handsets and other RF ICs is going to continue.

1.2 System On A Chip – Design Challenges

Implementing a full system in a single-chip does not come without pain.

Firstly, standard CMOS technologies are generally characterized and optimized for digital baseband IC design. Extra characterization of devices at RF frequencies, such as device and bonding wire parasitics, is necessary to ensure the simulation accuracy of analog and RF circuits.

![Diagram of a heterodyne RF receiver](image)

Figure 1.1: A heterodyne RF receiver

Secondly, analog and particularly RF circuits often involve large amount of passive components, such as filters, inductors, varactors, and capacitors. Implementing these passive components on-chip may not be practical because they are area consuming. Demonstrated in Figure 1.1 is the RF front-end of a heterodyne receiver architecture (double down-conversion). In order to achieve satisfactory band-select, channel-select, and image-rejection, the band-pass filters in this receiver need to have high Q-factors and linearity. Active on-chip filters can not meet these requirements, instead, external passive SAW (surface acoustic wave) filters or crystal filters are generally adopted.
External passive components increase system volume and bonding wiring cost, and therefore it is very important to reduce or eliminate off-chip passive components. This requires a careful trade-off in system-level design. A homodyne receiver architecture (direct down-conversion) can be used to reduce off-chip components, which is shown in Figure 1.2. In this architecture, image-rejection filters are not necessary since $\omega_{IF} = 0$ and therefore no image signal exists. Because of the direct-downconversion, the baseband low-pass filters are working at lower frequencies and can be relaxed to allow monolithic integration. On the other hand, the direct down-conversion architecture has a severe drawback – the local oscillator may leak to the LNA and the antenna, and then is reflected back to the mixer. The reflected signal and the LO signal are at the same frequency, so the self-mixing will generate a DC-offset which can be large enough to saturate subsequent stages [1].

Thirdly, people have sought for a long time to implement on-chip high-Q inductors, transformers and etc. In most CMOS processes, it is very difficult to obtain high-Q on-chip inductors. Reported Q-factor for on-chip inductors without post-processing
or extra mask handling is around 3-6, which makes the design of low phase-noise oscillator very challenging, as will be discussed later.

Finally, analog and RF circuits are more sensitive to noise, and their performance can be seriously degraded by noise through substrate coupling or cross-talk. Since digital circuits are generally more noisy due to their switching activities, analog/RF blocks in a chip should be very well isolated from digital circuits. In addition to interference from neighboring noisy blocks, inherent electronic noise of a device can also become a major design barrier. For instance, in the previous mentioned wireless transceivers, people are often struggling hard to get the noise figure of the low-noise amplifier down to around 2 dB.

1.3 Phase-Locked Loops

Phase-locked loops are widely used as frequency synthesizers and clock recovery circuits. This is described below.

1.3.1 Frequency synthesizer

In wireless communications, phase-locked loops are used as frequency synthesizers to generate LO signals (refer to Figure 1.1 and 1.2). Ideally, LO should be a single-tone frequency signal. In a practical oscillator, due to electronic noise and interference, the LO frequency will fluctuate randomly around its center frequency. As a result, the LO spectrum will have skirts around its center frequency. This is illustrated in Figure 1.3, where the skirts are due to random phase-noise. In addition to random phase-noise, some spurious tones (spurs) also appear in the LO spectrum. Spurious tones originate from unexpected deterministic signals that may appear in the control input of an oscillator. This will be investigated later. Both phase-noise and spurs will
degrade communication quality. To understand this, we look at the down-conversion process of a wireless receiver, as depicted in Figure 1.4.

In this figure, the desired RF signal is weaker than the two blockers appearing in adjacent channels. The desired RF signal is down-converted to IF frequency \( f_{IF} = |f_{LO} - f_{RF}| \) by the LO frequency. Also, the phase-noise at \( f_{IF} \) apart from the first blocker, and the spurious tone at \( f_{IF} \) apart from the second blocker, down-convert the blockers to the same IF frequency. The desired signal therefore suffers from serious SNR degradation due to the blockers. To alleviate this problem, phase-noise and spurs in a LO must be suppressed to a sufficiently low level.

**1.3.2 Clock recovery**

Another important application of phase-locked loops is clock recovery. In many digital communication systems, data is transmitted without any additional timing
Figure 1.4: The effect of phase noise and spurious tones in a RF receiver

reference. In the transmission path to the destination, the waveform of the transmitted data stream then becomes garbled and distorted due to noise, interference, transmission delay, and etc. To reconstruct the data, an clock signal embedded in the transmitted data has to be firstly recovered at the receiver side. This recovered clock is then used as the timing basis to sample the received data. For accurate timing, the recovered clock has to be very stable. Similar to the case in frequency synthesis, the
recovered clock signal (PLL output) suffers from noise disturbance. This is reflected by random fluctuation of the clock transition time, as illustrated in Figure 1.5. The cycle-to-cycle variation of the clock is called timing jitter (or phase-jitter), which is simply the representation of phase-noise in the time domain.

![Jitter (Transition uncertainty)](image)

Figure 1.5: Phase-jitter in time domain

In order to sample the incoming data accurately, timing-jitter in the recovered clock should be as small as possible. In high-speed data communication, because the clock cycle is reduced, the time budget for the timing-jitter becomes considerably tight.

### 1.4 Current Work

Based on the above discussion, in this work we will deal with the problems associated with the full integration of phase-locked loops using standard CMOS technologies. In particular, a 0.18 $\mu$m 1-poly 6-metall 1.5/3.3 dual-voltage twin-well Cu CMOS technology is used for the design in this work [2] [3] [4] [5].

In Chapter 2, we will focus our discussion on the design trade-offs of PLLs. This is followed by more specific design strategies for the building blocks of a PLL in subsequent chapters: Chapter 3 discusses phase-frequency detectors. A novel dynamic-logic
phase-frequency detector is presented and its merits are compared with previous designs. The phase-frequency detector demonstrates no visible dead-zone and extended linear phase-detection range. In Chapter 4, we investigate the behavior of charge-pump. A programmable charge-pump is proposed which is capable of speeding up settling time, compensating loop gain variation, and reducing reference spurs. In Chapter 5, frequency dividers are investigated. Using the state-of-the-art Cu CMOS technology, a dual-modulus divider using dynamic logic is capable of operating normally for the 5.8 GHz WLAN application. In chapter 6 we present the design and experimental results of on-chip high-Q inductors (Q > 10) and their application to the design of LC-VCOs. In Chapter 7, we return to the topic of designing fully integrated Phase-locked loops, a 5.8 GHz frequency synthesizer is designed for wireless LAN applications. Finally, Chapter 8 draws some general conclusions for the presented work.
CHAPTER 2

DESIGN OF HIGH-PERFORMANCE PHASE-LOCKED LOOPS

2.1 Introduction

Phase-locked loops (PLLs) are widely used as frequency synthesizers and data recovery circuits in telecommunication systems. The block diagram in Figure 2.1 shows the general form of a PLL, consisting of a phase detector (PD), a low-pass filter (LPF), a voltage-controlled oscillator (VCO) and a frequency divider.

![Block diagram of a Phase-locked loop](image)

Figure 2.1: Block diagram of a Phase-locked loop

In contrast to most feedback systems in which signal amplitudes and their rate of change are of interest, a PLL is a negative feedback system that operates on the
frequency and phase of periodic signals. Phase-locking is the key to implement signal tracking or frequency multiplication in this unique system.

More specifically, in a PLL, the phase detector serves as an "error indicator" between the input reference signal \(U_{\text{ref}}\) and the feedback signal \(U_{\text{div}}\). The phase detector constantly monitors the phase difference of the two signals. If a phase error builds up, the phase detector will generate a correcting signal proportional to the phase error. This signal passes through the low-pass filter with high-frequency AC components suppressed. The remaining DC component adjusts the VCO frequency in such a way that the phase error between \(U_{\text{ref}}\) and \(U_{\text{div}}\) is reduced.

Through the feedback mechanism, the phase error between \(U_{\text{ref}}\) and \(U_{\text{div}}\) is minimized. At balance, the phase error is zero or remains constant, the phase of the feedback signal \(U_{\text{div}}\) is said to be "locked" to the phase of the reference signal \(U_{\text{ref}}\). As such the system is referred as a phase-locked loop.

It is important to note that phase-lock alone is not sufficient to keep the loop staying at balance. If the frequency of the reference signal and the frequency of the feedback signal are not equal, phase error will be built up over time. The ultimate acquisition of both frequency-lock and phase-lock may not be immediately perceptible based on the above discussion. This is explained further below. In a transient controlling and adjusting process, the loop might have already reached frequency locking at a certain point of time, but there is still phase error that continues to build up the control voltage, forcing the frequencies unequal again. The acquisition process seems to be reset, but of course, the process does not restart from scratch, since the system is not coming to a new initial condition. If the loop is designed to be stable, the system is now supposed to be closer to its final stable state. This behavior can
be more easily understood by drawing the trace of phase-error and frequency-error in a Cartesian-coordinate plane (phase-plane). We assume the system in discussion is stable, and let the X-axis the phase-error and Y-axis the frequency-error. If \((x,y)\) is originally at a point further away from the origin, after a certain time, it will move to a point that is closer to the origin the next time. The trace represented by \((x,y)\) will be expected to converge to the origin finally (Figure 2.2).

![Figure 2.2: The convergence of a dynamic system](image)

It is desirable that the time to converge from an unbalanced state to the origin is as small as possible. Stability and settling time are two important design issues to be explored further in this chapter.
We briefly point out that there exists another type of frequency synthesis circuit – the Direct Digital Frequency Synthesizer (DDFS). Unlike a PLL which is a dynamic feedback system and thus has slow settling time in frequency transition, a DDFS allows its synthesized frequencies to be changed instantly. The drawback of a DDFS is that it is power hungry, because its digital clock of a DDFS is required to run much faster than the synthesized output frequencies. For applications at gigahertz frequency operation, it is possible to up-convert the output of a low frequency DDFS by a PLL of fixed frequency. In general, DDFS is considered not suitable for silicon integration because it is bulky and power-hungry.

To understand PLL design issues, we will discuss phase-noise in the next section. In subsequent sections, we investigate the design trade-offs at system level, and discuss different ways to reduce phase-noise and settling time, and etc.

2.2 Phase-noise Fundamentals

PLLs operate on the phase of signals. Subject to internal device noise and external interference, the loop will be disturbed from time to time, and deviate from its “phase-locked” state. The loop monitors the deviation, reacts to return the system to a balanced state, and is disturbed again … The output frequency of the PLL will fluctuate around its center frequency.

It is easy to understand the effect of phase-noise in time domain: under the influence of phase-noise, the zero-crossing time of a sine-wave signal (or the transition time of a square-wave signal) will fluctuate in the vicinity of it nominal instant. Consequently, the period of each cycle will be different from cycle to cycle as already illustrated in Figure 1.5. To quantify the random error, we assume that the error
follows a normal distribution \(- N(0, \sigma^2)\), where \(\sigma\) is RMS phase-jitter. It is known that in normal distribution, the probability of the error falling into one \(\sigma\) is around 2/3. Assume that there is a 1.0 GHz clock signal, and its RMS phase-jitter is around 30 ps. It follows that the RMS phase-jitter takes up 10\(^\circ\) out of a 360\(^\circ\) clock cycle. This will give rise to significant inter-symbol interference error.

Frequency domain representation of phase-noise is more frequently used for wireless communication systems. To gain some insight of how frequency-domain phase-jitter is related to time-domain phase-jitter, we take a look at the output of a VCO, which is given by

\[
U_{\text{vco}}(t) = U_o(t) \sin(\omega_0 t + K_{\text{vco}} \int_0^t v_{\text{ctrl}}(t) d\tau)
\]

\(2.1\)

\[
= U_o(t) \sin(\omega_0 t + K_{\text{vco}} \int_0^t v_{\text{ctrl}}(t) dt + \theta(t))
\]

\(2.2\)

where \(U_o(t)\) is the amplitude of the output, \(v_{\text{ctrl}}(t)\) is the VCO control voltage, and \(\theta(t)\) is the initial excess phase. All variables are prone to random noise and interference, so we represent each of them as a time-variant function.

We consider the simplest case when each of the three variables subjects to a small sine-wave interference.

With \(U_e(t) = U_0 + a \sin(\omega_n t)\), one can obtain:

\[
U_o(t) = U_0 \sin(\omega_0 t + K_{\text{vco}} V_0 t + \theta_0) + a \cdot \sin(\omega_n t) \sin(\omega_0 t + K_{\text{vco}} V_0 t + \theta_0)
\]

\[
= U_0 \sin(\omega_c t + \theta_0)
\]

\[
-\frac{a}{2} \left[ \sin(\omega_c t + \omega_n t + \theta_0) + \sin(\omega_c t - \omega_n t + \theta_0) \right]
\]

\(2.3\)

where \(\omega_c = \omega_0 + K_{\text{vco}} V_0\) is the output carrier frequency.

Obviously, the sinusoidal variation of the VCO amplitude induces two sidebands at \(\omega_c \pm \omega_n\).
In the case of $V_{\text{ctl}}(t)$ fluctuation, i.e., $V_{\text{ctl}}(t) = V_0 + a \sin(\omega_n t)$, the VCO output is in effect frequency modulated, and

\[
U_o(t) = U_0 \sin[\omega_0 t + K_{vco} V_0 t + a K_{vco} \int \sin(\omega_n t) dt + \theta_0] \\
= U_0 \sin[\omega_c t - \frac{a K_{vco}}{\omega_n} \cos(\omega_n t) + \theta_0] \\
= U_0 \sin(\omega_c t + \theta_0) \cos\left[\frac{a K_{vco}}{\omega_n} \cos(\omega_n t)\right] \\
- U_0 \cos(\omega_c t + \theta_0) \sin\left[\frac{a K_{vco}}{\omega_n} \cos(\omega_n t)\right]
\] (2.4)

In general, the condition $a K_{vco}/\omega_n \ll 1$ can be satisfied, then

\[
U_o(t) \approx U_0 \sin(\omega_c t + \theta_0) - \frac{a K_{vco} U_0}{\omega_n} \cos(\omega_c t + \theta_0) \cos(\omega_n t) \\
= U_0 \sin(\omega_c t + \theta_0) \\
- \frac{a K_{vco} U_0}{2\omega_n} \left[\cos(\omega_c t + \omega_n t + \theta_0) + \cos(\omega_c t - \omega_n t + \theta_0)\right] 
\] (2.5)

This result is immediately recognized to be similar to that of equation 2.3.

Let’s now consider the excess phase fluctuation, with $\theta(t) = \theta_0 + a \sin(\omega_n t)$, it follows that,

\[
U_o(t) = U_0 \sin[\omega_0 t + K_{vco} V_0 t + \theta_0 + a \sin(\omega_n t)] \\
= U_0 \sin(\omega_c t + \theta_0) \cos[a \sin(\omega_n t)] \\
+ U_0 \cos(\omega_c t + \theta_0) \sin[a \sin(\omega_n t)]
\] (2.6)

Again, assume small phase variation, i.e., $a \sin(\omega_n t) \ll 1$, one gets.

\[
U_o(t) \approx U_e \sin(\omega_c t + \theta_0) + a U_0 \cos(\omega_c t + \theta_0) \sin(\omega_n t) \\
= U_0 \sin(\omega_c t + \theta_0) \\
+ \frac{a U_0}{2} \left[\sin(\omega_c t + \omega_n t + \theta_0) - \sin(\omega_c t - \omega_n t + \theta_0)\right]
\] (2.7)
In the above simple analysis, although the fluctuation originates from different sources, equation 2.3, 2.5 and 2.7 all tells that a deterministic interference will contribute sidebands (spurs) to the output spectrum (refer to Figure 2.3). The strength of spurs is measured in dBc, which is the power level of a spur in reference to the carrier power level.

![Diagram showing phase noise and spurs](image)

Figure 2.3: Phase noise and spurs

If the fluctuation in the above parameters is random, we will obtain the skirts in the output spectrum instead. To distinguish between the skirts and spurs, in a narrow sense, the skirts are referred as “phase-noise”. Because of the random nature of “phase-noise”, strictly the spectrum skirts in an oscillator is “phase-noise density”. This is why phase-noise is measured in dBc/Hz. By definition, phase-noise is given
by the following expression,

\[ \mathcal{L}(\Delta \omega) = \frac{\text{total noise power in a 1 Hz bandwidth at a frequency offset } \Delta \omega}{\text{carrier power}} \]  \hspace{1cm} (2.8)

where \( \Delta \omega \) is in reference to the center carrier frequency.

It might be unrealistic to measure the noise power in a 1-Hz bandwidth in practice, instead, "resolution bandwidth" is used to quantify the phase-noise. Equation 2.8 is then changed slightly, as follows,

\[ \mathcal{L}(\Delta \omega) = \frac{\text{total noise power in the resolution-bandwidth at offset } \Delta \omega}{(\text{carrier power}) \times (\text{resolution-bandwidth in Hz})} \]  \hspace{1cm} (2.9)

### 2.3 Discussion on PLL Dynamic Behaviors

#### 2.3.1 PLL linear model

The dynamic behavior of PLLs is now analyzed. In the discussion, we all focus on the noise transfer characteristics.

The analysis is based on the linear model as given by Figure 2.4, in which the phase-detector is represented by \( K_{PD} \), the loop filter is represented by \( F_{LPF}(S) \), the VCO is represented by \( K_{VCO}/S \), and the frequency divider is represented by \( 1/N \).

It is well-known that in a phase-locked loop the primary noise sources are the VCO noise and reference noise. These two noise sources are represented by \( \theta_{ref} \) and \( \theta_{vca} \) respectively.

The open-loop transfer function of the loop is obtained as,

\[ G(S) = K_{PD}F_{LPF}(S) \frac{K_{VCO}}{S} \cdot \frac{1}{N} \]  \hspace{1cm} (2.10)

The close-loop transfer function between the input phase \( \phi_{in} \) and the output phase \( \phi_{out} \) is given as follows,

\[ H(S) = \frac{\phi_{out}(S)}{\phi_{in}(S)} \]
Figure 2.4: Linear model of a phase-locked loop

\[
\begin{align*}
    H(S) &= \frac{N \cdot K \omega_p(1 + \frac{S}{\omega_z})}{S^2 + S(\omega_p + \frac{K \omega_p}{\omega_z}) + K \omega_p} \\
    &= \frac{N \cdot G(S)}{1 + G(S)} \\
    &= \frac{K_{PD} F_{LPF}(S) \frac{K_{VCO}}{S}}{1 + K_{PD} F_{LPF}(S) \frac{K_{VCO}}{S} \cdot \frac{1}{N}} \\
    &= \frac{N K_{PD} F_{LPF}(S) K_{VCO}}{N S + K_{PD} F_{LPF}(S) K_{VCO}} \tag{2.12}
\end{align*}
\]

For this moment, we assume that the low-pass filter is a lag-lead low-pass filter with a single pole and a single zero, as given in the following transfer function,

\[
F_{LPF}(S) = K_{LPF} \frac{1 + \frac{S}{\omega_p}}{1 + \frac{S}{\omega_z}} \tag{2.13}
\]

where \( \omega_p < \omega_z \).

We define \( K = K_{PD} K_{LPF} K_{VCO}/N \) as the loop gain. The open-loop transfer function is then rewritten as,

\[
G(S) = K \cdot \frac{1 + \frac{S}{\omega_z}}{S(1 + \frac{S}{\omega_p})} \tag{2.14}
\]

The close-loop transfer function in equation 2.12 is obtained,

\[
H(S) = \frac{N \cdot K \omega_p(1 + \frac{S}{\omega_z})}{S^2 + S(\omega_p + \frac{K \omega_p}{\omega_z}) + K \omega_p} \tag{2.15}
\]
This equation is further reduced to the following form in terms of the loop damping factor, $\xi$, and natural frequency, $\omega_n$.

$$H(S) = \frac{N \cdot \omega_n [2\xi - (\omega_n/K)]S + \omega_n^2}{S^2 + 2\xi\omega_n S + \omega_n^2}$$  \hspace{1cm} (2.16) $$

where

$$\omega_n = \sqrt{K\omega_p} \text{ rad/sec}$$  \hspace{1cm} (2.17) $$

and

$$\xi = \frac{1}{2}(1 + K/\omega_e)\sqrt{\frac{\omega_p}{K}}$$  \hspace{1cm} (2.18) $$

Equation 2.16 is the transfer function of a typical 2nd-order system. Its transient response is characterized by the denominator of $H(S)$, which is further determined by $\xi$ and $\omega_n$ uniquely. For this reason, we only need to consider the following normalized transfer function,

$$D(S) = \frac{\omega_n^2}{S^2 + 2\xi\omega_n S + \omega_n^2}$$  \hspace{1cm} (2.19) $$

whose transient step response is given by

$$d(t) = 1 - \frac{e^{-\xi\omega_n t}}{\sqrt{1 - \xi^2}} \sin(\omega_n \sqrt{1 - \xi^2 t + \theta_0})$$  \hspace{1cm} (2.20) $$

Figure 2.5 shows the transient step response with regard to different values of $\xi$, in which the horizontal time axes is normalized to $\omega_n t$. For a given $\xi$, the settling time $t_s$ of the system is proportional to $1/\omega_n$, that is, the bigger $\omega_n$ is, the shorter the settling time will be.

With regard to $\xi$, when $\xi = 0$, the transient step response of the system is sinusoidal, with the oscillation frequency equal to $\omega_n$. When $0 < \xi < 1$, the transient
Figure 2.5: Transient response with regard to different $\xi$
response has overshoot, but will gradually settle down to its steady state. When \( \xi > 1 \), the transient response will rise to the final steady state monotonically. At \( \xi > 1 \), although there is no overshoot, the response is generally slow.

A precise relationship between \( t_s \) and \( \xi \) is hard to obtain, partly due to the definition of \( t_s \), which is largely dependent on the allowed settling error \( \Delta \). When \( 0 < \xi < 1 \), a rough approximation for \( t_s \) can be obtained by simply considering the time when the envelope of the transient response falls within the allowed error. This is obtained by letting

\[
e^{-\xi \omega_n t} \frac{e}{\sqrt{1 - \xi^2}} = \Delta \tag{2.21}
\]

from which one obtains

\[
\omega_n t_s = \frac{-ln\Delta - ln\sqrt{1 - \xi^2}}{\xi} \tag{2.22}
\]

Equation 2.22 provides an upper bound for \( t_s \). Figure 2.6 illustrates this result graphically.

It turns out that when \( \xi \) is around 0.7, \( \omega_n t_s \) is close to minimum, while the the overshoot value \( \sigma_p \) is moderate. In practice, \( \xi \) is chosen to be between 0.5 and 0.8, and \( \omega_n \) is chosen as large as possible.

Now, we return to equation 2.17 and 2.18, and make the following observations,

- One can increase \( K \), \( \omega_p \) and \( \omega_z \) simultaneously by the same ratio. By doing so, \( \xi \) remains unchanged, but \( \omega_n \) is increased by the same ratio. According to equation 2.22, the settling time will be decreased by this ratio.

- Increasing \( \omega_n \) will influence the phase-noise performance, in two aspects: first, there will be larger reference spurs at the PLL output spectrum; second, random
Figure 2.6: Settling time with regard to different $\xi$

noise from reference input will have more weight on the overall phase noise of the PLL output. These two aspects are to be further explained in the next subsection.

- Increasing $K$ can be done by increasing $K_{PD}$, $K_{LPF}$, $K_{VCO}$ or by decreasing $N$. Increasing $K_{PD}$ generally requires the increase of supply voltage or current. A passive LPF like the previous mentioned lag-lead filter doesn’t provide voltage or current gain, however, for the passive low pass filter in a charge-pump PLL (to be discussed later), using smaller capacitors corresponds to the increase in current-to-voltage conversion gain. It is also possible to increase the gain of an active LPF, but using an active LPF isn’t favorable because it contributes more
noise. Increasing $K_{VCO}$ isn’t favored either, because that means the VCO will be more sensitive to noise. Finally, decreasing $N$ requires the increase of input reference frequency, which is constrained by output frequency resolution and the operating speed of phase-detectors.

2.3.2 Analysis of charge-pump PLLs

Transfer function

To continue, we pay our attention to the more frequently used charge-pump PLLs. In a charge-pump PLL, a tri-state phase detector (phase-frequency detector) is used together with a charge-pump device. Tri-state phase detector is to be discussed in chapter 3, and charge-pump is to be discussed in chapter 4 respectively. Figure 2.7 illustrates the diagram of a charge-pump PLL. The loop filter is also given in this diagram. In general, $C_1$, $R_2$, and $C_2$ are used to form a 2nd-order low-pass filter. In many applications, however, $R_3$, and $C_3$ or even more RC stages might be used to form a 3rd-order or higher-order filter to suppress reference spurs more effectively. In the following discussion, we will focus on 2nd-order LPF.
The phase-frequency detector in the PLL operates on phase difference between the reference input \( U_{\text{ref}} \) and the feedback input \( U_{\text{div}} \), and has two output terminals \( UP \) and \( DN \) to control the current sources \( I_{UP} \) and \( I_{DN} \) respectively. When \( U_{\text{ref}} \) leads \( U_{\text{div}} \), the upper switch turns on for a period of \( T_{UP} \), thus \( I_{UP} \) flows into node \( P \) and charges capacitor \( C_1 \) for the time period of \( T_{UP} \), causing node \( P \) voltage to increase. Similarly, if \( U_{\text{div}} \) leads \( U_{\text{ref}} \), capacitor \( C_1 \) will be discharged by \( I_{DN} \) for a period of \( T_{DN} \), causing node \( P \) voltage to decrease. If \( U_{\text{ref}} \) and \( U_{\text{div}} \) are in lock, both \( I_{UP} \) and \( I_{DN} \) will be turned off from node \( P \), then, node \( P \) is in a high-impedance state and its voltage remains unchanged. In any input cycle \( T_{\text{ref}} \), there might be both charging and discharging current. The overall average current \( \bar{I}_a \) entering node \( P \) is given by

\[
\bar{I}_a = \frac{I_{UP} \cdot T_{UP} - I_{DN} \cdot T_{DN}}{T_{\text{ref}}} \quad (2.23)
\]

\[
= I_{CP} \frac{T_{UP} - T_{DN}}{T_{\text{ref}}} \quad (2.24)
\]

in which \( I_{UP} = I_{DN} = I_{CP} = \text{const} \) is assumed.

The PFD and the charge-pump operate at discrete time, but as before, we will use a linear model to analyze the charge-pump PLL. The combination of the PFD and the charge-pump is in effect a phase-to-current converter. Its equivalent continuous time transfer function can be easily obtained by considering two extreme cases: At zero phase difference, neither \( I_{UP} \) nor \( I_{DN} \) is connected to node \( P \), so \( \bar{I}_a = 0 \). In the case that \( U_{\text{ref}} \) leads \( U_{\text{div}} \) by a phase of \( 2\pi \), in a whole reference cycle \( T_{\text{ref}} \), node \( P \) is charged by \( I_{UP} \), so \( \bar{I}_a = I_{UP} = I_{CP} \). The phase-to-current conversion gain is thus given by,

\[
K_{PD} = \frac{I_{CP}}{2\pi} \quad (2.25)
\]
The transfer function for the 2nd-order low-pass filter is given by,

$$K_{LPP} = \frac{1}{C_1 + C_2} \frac{1 + SR_2 C_2}{S(1 + SR_2 \frac{C_1 C_2}{C_1 + C_2})}$$

(2.26)

$$= K_{LPP} \frac{1 + \frac{S}{\omega_z}}{S(1 + \frac{S}{\omega_p})}$$

(2.27)

where $K_{LPP} = 1/(C_1 + C_2)$, $\omega_z = 1/(R_2 C_2)$, and $\omega_p = 1/(R_2 \frac{C_1 C_2}{C_1 + C_2})$.

Note that the low-pass filter provides an additional pole at $S = 0$. The PLL is now a 3rd-order system, with its open-loop transfer function given by,

$$G(S) = K \cdot \frac{1 + \frac{S}{\omega_z}}{S^2(1 + \frac{S}{\omega_p})}$$

(2.28)

which has two poles at $S = 0$.

The close-loop transfer function is given by,

$$H(S) = \frac{N \cdot K \omega_p (1 + \frac{S}{\omega_z})}{S^3 + S^2 \omega_p + S \frac{K \omega_p}{\omega_z} + K \omega_p}$$

(2.29)

3rd-order system analysis

The root locus of the system can be obtained from the open-loop poles and zeros. It is important to note that for the open-loop transfer function given in equation 2.28, because $\omega_z < \omega_p$, the root locus of the close-loop system will always locate in the left half of the complex plane, as illustrated in Figure 2.8. This means the stability of a 3rd charge-pump PLL is guaranteed, under the assumption that the linear model for the PLL is still valid.

Similar to the 2nd-order PLL discussed earlier, we may also rewrite the denominator of equation 2.29 in terms of $\xi$ and $\omega_n$, with an additional pole $-\omega_r$ on the real axis, as follows,

$$D(S) = \frac{\omega_r \omega_n^2}{(S + \omega_r)(S^2 + 2\xi \omega_n S + \omega_n^2)}$$

(2.30)
Figure 2.8: Root locus of a 3rd-order charge-pump PLL

\[
\frac{A_1}{S + \omega_r} + \frac{A_2S + A_3}{S^2 + 2\xi\omega_nS + \omega_n^2}
\]

(2.31)

where \(A_1, A_2,\) and \(A_3\) are constants.

Our previous analysis and conclusions with regard to the transient behavior of a 2nd-order system can still provide some insight here. However, unlike the 2nd-order system, here an analytical form for \(\xi, \omega_n,\) and \(\omega_r\) in terms of the design parameters \(K, \omega_p,\) and \(\omega_n\) is hard to obtain, due to the extra pole \(S = -\omega_r.\) If the close-loop pole \(S = -\omega_r\) is not far from the two complex poles, it will greatly affect the settling behavior, making the previous transient analysis method invalid.
It will be more convenient to carry out the design of a 3rd-order system in frequency domain based on its open-loop frequency response. In frequency domain, the dynamic behavior of a system is characterized by the unit-gain frequency (or cut-off frequency) $\omega_c$ and phase-margin $\gamma$ of the open-loop frequency response.

Figure 2.9 illustrates the open-loop frequency response of a 3rd-order PLL represented by equation 2.28, in which the phase margin and cut-off frequency are identified. For a $45^\circ$ degree phase margin given by this open-loop frequency response, the corresponding close-loop step response is illustrated in Figure 2.10.

![Open-loop frequency-domain response](image_url)

Figure 2.9: Open-loop frequency-domain response

One may wonder what is the relationship between the previous mentioned transient specifications ($\xi, \omega_n$) for transient response and the open-loop specifications ($\omega_c, \gamma$).
\( \gamma \). In fact, for a 2nd-order system, a one-to-one mapping between \((\xi, \omega_n)\) and \((\omega_c, \gamma)\) can be easily obtained [6], as follows,

\[
\omega_c = \omega_n \sqrt{1 + 4\xi^4 - 2\xi^2} \quad (2.32)
\]

\[
\gamma = \arctan \frac{2\xi}{\sqrt{1 + 4\xi^4 - 2\xi^2}} \quad (2.33)
\]

In a 2nd order system, for \(\xi\) to be between 0.5 and 0.8, \(\gamma\) needs to be around \(50^\circ \sim 70^\circ\).

In order to relate the open-loops specifications to the transient specifications, people developed some empirical equations [6] in practice, as follows,

\[
\sigma_p = 0.16 + 0.4 \left( \frac{1}{\sin \gamma} - 1 \right) \times 100\% \quad (2.34)
\]

\[
t_d(5\%) = \frac{K\pi}{\omega_c} \quad (2.35)
\]
with $K = 2 + 1.5\left(\frac{1}{\sin \gamma} - 1\right) + 2.5\left(\frac{1}{\sin \gamma} - 1\right)^2$ and $35^\circ < \gamma < 90^\circ$

The curves given by the above equations are drawn in Figure 2.11.

Figure 2.11: Relationship between open-loop frequency specifications and transient behavior

It should be noted that the above empirical equations fit well for some systems, but may give rise to large error for other systems. Figure 2.12 shows the transient step response of the 3rd-order PLL. It is found that equation 2.34 give a very good estimation for $\sigma_p$, while the approximation for the settling time given by equation 2.35 is rather poor. In light of this, we have obtained the relationship between the simulated settling time and phase margin for this 3rd PLL in Figure 2.13.
Figure 2.12: Transient step response of the 3rd-order PLL with different phase margin

The accuracy of the empirical equations is not our primary concern. Instead, we are very interested in the order of the settling time. Over a large variation of phase-margin, the setting time approximately falls within $5/\omega_c$ to $14/\omega_c$. This observation helps to draw a general conclusion: in settling time critical systems, the key to reduce $t_s$ is to increase the cut-off frequency.

2.3.3 Noise transfer characteristics

We will now discuss the noise performance of the charge-pump PLL. The block diagram of the PLL is displayed here again for convenience (Figure 2.14). The transfer
function with regard to the two major noise sources in a 3rd-order charge-pump PLL are derived below.

The transfer function for the reference noise is given by

\[ \frac{\phi_{\text{out}}(S)}{\theta_{\text{ref}}(S)} = \frac{N \cdot G(S)}{1 + G(S)} = \frac{N \cdot K_{\omega_p}(1 + \frac{S}{\omega_c})}{S^3 + S^2 \omega_{p} + S \omega_c K_{\omega_e} + K_{\omega_p}} \]  

(2.36)

It will become clear that this function represents a low-pass filter.

The transfer function for the VCO noise is given by

\[ \frac{\phi_{\text{out}}(S)}{\theta_{\text{vco}}(S)} = \frac{1}{1 + G(S)} \]
Figure 2.14: Linear model of a phase-locked loop

\[ \frac{S^2 K (S + \omega_p)}{S^3 + S^2 \omega_p + S \frac{K \omega_p}{\omega_x} + K \omega_p} \]  (2.37)

which is a high-pass filtering function.

**Loop-bandwidth**

The frequency response of both transfer functions are given in Figure 2.15. In this figure, we illustrate the case when the divider division ratio \( N = 1 \), so the magnitude of each curve is flat at 0 dB. The frequency at which the two transfer curves intersect is recognized to be exactly the open-loop cut-off frequency. This is because at the cross-over frequency,

\[ \left| \frac{\phi_{out}(j \omega_x)}{\theta_{vco}(j \omega_x)} \right| = \left| \frac{\phi_{out}(j \omega_x)}{\theta_{ref}(j \omega_x)} \right| \]  (2.38)

\[ \left| \frac{1}{1 + G(j \omega_x)} \right| = \left| \frac{N \cdot G(j \omega_x)}{1 + G(j \omega_x)} \right| \]  (2.39)

which gives

\[ 1 = |G(j \omega_x)|, \text{ since } N = 1. \]  (2.40)

Indeed we see that \( \omega_x = \omega_c \).

From Figure 2.15, we see that below the cut-off frequency \( \omega_c \), reference noise passes through the PLL without being attenuated. In order to reduce reference noise at the
Figure 2.15: Noise transfer function (N=1)

PLL output, \( \omega_c \) should be reduced. On the contrary, above the cut-off frequency, VCO noise will appear at the PLL output without being attenuated. \( \omega_c \) is also known as "loop bandwidth" in PLLs. Within the loop bandwidth, the output phase noise is primarily contributed by the reference noise, which is referred as in-band noise. While out of the loop bandwidth, the output phase noise is primarily contributed by the VCO noise, which is referred as out-of-band noise. To reduce the total output phase noise, an optimum balance has to be made between the in-band and out-of-band noise. This results in the trade-off to determine a proper "loop bandwidth".

In the above analysis we purposely chose \( N = 1 \) to recognize the particular importance of the open-loop cut-off frequency. It is important to notice that when \( N > 1 \).
the reference noise is amplified by $N$. This is shown in Figure 2.16, in which the reference noise is $20 \log(N)$ dB higher, while the VCO noise remains as before.

![Graph showing noise transfer functions](image)

Figure 2.16: Noise transfer function ($N \neq 1$)

In a frequency synthesizer, the input reference signal is generally from a crystal oscillator of high-quality, which means there is less noise coming out from the reference signal. This may lead one to conclude that the reference noise can be ignored, and thus $\omega_c$ can be increased to favor the reduction of VCO noise. This may not be the case if $N$ is so large that the noise contributed by the reference signal cannot be ignored. This situation is exacerbated when noise from other sources other than the reference input and the VCO are significantly large. This is addressed below.
Other noise sources

All devices in a PLL contribute to output phase noise. We have the noise of each device referred to its output (to be consistent with the reference and VCO noise), and derive the noise transfer function to the PLL output. The final results are expressed in terms of either the reference noise transfer function, or the VCO noise transfer function.

For phase detector (the combination of PFD and charge-pump),

$$\frac{\phi_{out}(S)}{\theta_{PD}} = \frac{1}{K_{PD}} \cdot \frac{\phi_{out}(S)}{\theta_{ref}}$$  \hspace{1cm} (2.41)

For the divider,

$$\frac{\phi_{out}(S)}{\theta_{divider}} = \frac{\phi_{out}(S)}{\theta_{ref}}$$  \hspace{1cm} (2.42)

For the loop filter,

$$\frac{\phi_{out}(S)}{\theta_{LPF}} = \frac{K_{vco}}{S} \cdot \frac{\phi_{out}(S)}{\theta_{vce}}$$  \hspace{1cm} (2.43)

It turns out that both the phase detector and divider contribute to in-band noise. In referring to the reference noise, there is a multiplication factor $1/K_{PD}$ for the phase detector noise, and a factor of 1 for the divider noise. According to the analysis in reference noise, these two noise sources are also amplified by $N$. It is therefore obvious that these two noise sources should be taken into serious consideration. With regard to the phase detector noise, given that $K_{PD} = I_{UP}/2\pi$ in a charge-pump PLL, an increase in the charge-pump current $I_{UP}$ helps to reduce the phase-noise. However, the increase in $I_{UP}$ will generally lead to larger power consumption and larger loop filter capacitors.
Figure 2.17: Loop filter noise transfer function (N ≠ 1)

The noise transfer function for the loop filter noise is somewhat different. We illustrate the transfer function of the loop filter noise along with the transfer functions of the reference noise and VCO noise in Figure 2.17. The PLL is a band-pass filter to the loop filter noise. Notice that the loop filter contributes significantly both in-band and out-of-band noise. In particular, from equation 2.43, the larger the VCO gain, the larger the noise contribution from the loop-filter. In practice, people use passive loop filter instead of active filter to reduce this noise source. It will be also helpful to reduce the noise influence by using smaller VCO gain.
Phase noise peaking

The close-loop transfer functions for the reference noise source and VCO noise source are displayed in Figure 2.18 again for difference open-loop phase margin. When phase-margin becomes small, there is significant peaking in the magnitude response near the cut-off frequency. This peaking will be reflected to the total output phase-noise power. Figure 2.19 illustrates the overall noise contributed by the reference input and the VCO together. In this figure, we have assumed that reference noise and VCO noise follow the typical spectrum of an oscillator, with the reference noise power significantly lower than the VCO noise power. For different phase margin, the phase noise density may vary up to 10dB.
Figure 2.19: Output phase noise for different open-loop phase margin

2.4 Topology Discussion

So far, we have investigated the dynamic behavior and noise transfer characteristics of a PLL. We made it clear that the performance of a PLL is greatly dependent of the loop-bandwidth and phase margin. We have shown that with a fairly large variation (30° – 70°) in phase margin, there is no critical degradation of performance in terms of settling time, although the total phase-noise performance can be affected. In critical design, the center issue in a PLL is on the design of the loop-bandwidth. Trade-offs have to be made with regard to the following aspects.

- For fast settling time, it is always good to increase the loop bandwidth since the settling time $t_s$ is inversely proportional to $\omega_c$. 
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• To reduce VCO induced noise, larger loop bandwidth should be used, however, increasing loop bandwidth will increase in-band noise induced by the reference input, the phase detector and the divider.

• With large loop bandwidth, the harmonics of the reference clock will leak through the loop filter and modulate the VCO output. This will generate reference spurs at the PLL output, which is as harmful as phase-noise. The problem can be alleviated by using large reference frequency.

The constraints on the loop bandwidth lead to the search of topologies other than the basic type discussed previously. There are also some other practical design issues in PLLs such as output frequency resolution, high-speed frequency dividers, and so on, which need to be solved by using more complex loop topologies.

In the following sections we will discuss fractional-$N$ PLLs and dual-loop PLLs to address some design trade-offs.

2.4.1 Fractional-$N$ PLL

For better noise suppression and good loop dynamics, large loop bandwidth is expected in frequency synthesizers. Nevertheless, the input reference frequency of an integer-$N$ PLL is restricted by the resolution of the synthesizer. To illustrate this, we change the division ratio of the programmable divider from $M$ to $M+1$, and the change in the output frequency will be

$$
\Delta f = f_{out,M+1} - f_{out,M} = f_{ref} \cdot (M + 1) - f_{ref} \cdot M
$$

(2.44)

$$
= f_{ref}
$$

(2.45)
If the resolution of the synthesizer is $\Delta f_{\text{min}}$, then it is obvious that $f_{\text{ref}}$ needs to be smaller than $\Delta f_{\text{min}}$. In GHz frequency synthesizers, a programmable divider cannot directly handle high frequency, a prescaler of fixed ratio $N$ may precede the programmable divider. In this case, $f_{\text{ref}}$ needs to be smaller than $\Delta f_{\text{min}}/N$.

A method to remove the restriction on the input reference frequency is to use fractional-N PLLs. In a fractional-N PLL, the prescaler is a dual or multi-modulus divider. Let’s consider the simpler dual-modulus $N/N + 1$ divider. The divider is divided by $N$ for a period of time $T_N$, and then divided by $N + 1$ for a period of time $T_{N+1}$. The average division ratio is then:

$$N_{\text{ave}} = \frac{N \cdot T_N + (N + 1) \cdot T_{N+1}}{T_N + T_{N+1}} \quad (2.46)$$

$$= N + \frac{T_{N+1}}{T_N + T_{N+1}} \quad (2.47)$$

Ideally, by changing $T_N$ and $T_{N+1}$, $N_{\text{ave}}$ may adopt any real number between $N$ and $N + 1$, and therefore a fractional-N frequency synthesizer can be tuned continuously. This means that the reference frequency can basically take any large value, without being restricted by the synthesizer resolution any more.

The block diagram of a fractional-N synthesizer is shown in Figure 2.20, in which the dual-modulus prescaler is usually controlled by an accumulator. The overflow signal of the accumulator switches the dual-modulus divider between $1/N$ and $1/(N+1)$ operation.

Since the fractional division ratio is achieved dynamically, it presents a serious drawback: When the divider is in the divided-by-$N$ mode, the feedback reference frequency will be instantaneously larger than the reference frequency. When the divider is in the divided-by-$N+1$ mode, the feedback frequency will be instantaneously
smaller than the reference frequency. In either case, the phase detector will drive current pulses to the VCO control input periodically. The consequence is that some significant sidebands will occur in the vicinity of the carrier frequency.

To overcome this problem, a $\Delta \Sigma$ modulator can be utilized as the modulus controller. Through the randomization and noise shaping capability of $\Delta \Sigma$ modulators, fractional spurs can be reduced.

**2.4.2 Dual-loop PLLs**

Dual-loop PLLs are often used in practice to ease some of the design challenges. Two types of dual-loop PLLs were described in [1]. Here we introduce a third dual-loop PLL that utilizes phase-interpolation techniques. This architecture provides a significant benefit for data recovery applications as clarified below.

Figure 2.21 shows the diagram of the dual-loop PLL. In this figure, the first loop is a regular PLL, which is used to generate an output frequency of very low phase-jitter.
Figure 2.21: A Dual-loop PLL using phase-interpolation technique

Note that the input reference clock to this loop is coming from a crystal oscillator, which contributes much less noise than a regular oscillator. In comparison with the case of a very noisy reference input, here one can choose a larger loop bandwidth to suppress oscillator noise.

The second loop is composed of a phase interpolator, a phase detector and a low-pass filter. The phase interpolator is controlled by the output of the low-pass filter in such a way that the phase of the interpolator output will be adjusted and aligned to the phase of clock signal embedded in the received data stream. Here the bandwidth of the low-pass filter is chosen to be small such that jitter originated from the input data is maximally suppressed.

Notice that by using the dual-loop architecture, the loop bandwidth of the two loops can be designed independently. In the first loop, the loop bandwidth is chosen to be large to suppress VCO noise, while in the second loop, the loop bandwidth is chosen to be small to suppress input noise.

Another merit of this dual-loop architecture is that there is only one VCO. In general, if there are more than one VCO residing in the same die, there will be big
chance that the VCOs will talk to each other, and their output frequencies will be pulled toward each other. By using phase interpolation techniques, one can avoid the frequency pulling hazard. To achieve phase interpolation, firstly, one needs to generate multi-phase clock signals \((0, \phi_1, \phi_2, \ldots, 2\pi)\) from the VCO. For each two neighboring phases, certain operations can be performed to obtain finer phase steps. Mathematically, given two sine-wave signals of phase \(\phi_a\) and \(\phi_b\), and let

\[
y = (1 - x) \cdot \sin(\omega_t + \phi_a) + x \cdot \sin(\omega_t + \phi_b)
\]

(2.48)

where \(x \in [0, 1]\) is the interpolation weight.

\(y\) is still a sine-wave signal, whose amplitude and phase are given by

\[
A_y = \sqrt{[(1 - x) \cos(\phi_a) + x \cos(\phi_b)]^2 + [(1 - x) \sin(\phi_a) + x \sin(\phi_b)]^2}
\]

(2.49)

\[
\phi_y = \tan^{-1} \frac{(1 - x) \sin(\phi_a) + x \sin(\phi_b)}{(1 - x) \cos(\phi_a) + x \cos(\phi_b)}
\]

(2.50)

To look at the linearity of the interpolation, \(\phi_y\) is drawn versus \(x\) in Figure 2.22 (without losing generality, let \(\phi_a = 0\), and \(\phi_b = 45^\circ, 60^\circ, 90^\circ\) respectively). It turns out that when \(\phi_b - \phi_a \leq 45^\circ\), the interpolation linearity is fairly good. Circuit implementation of phase interpolation is trivial, e.g., a double-balanced Gilbert mixer [7] [5] [8] can be used as a phase interpolator [9]. Finally, it is important to note that some complex digital circuits are needed to implement the weight control in the phase interpolator.
Figure 2.22: Linearity of phase interpolation
CHAPTER 3

PHASE-FREQUENCY DETECTOR

A number of different circuits can be used for phase detection. In earlier days, people used multiplier, Exclusive-OR gate and JK-flipflop as phase detectors (PDs). Phase-locked Loops using such PDs require auxiliary circuits to acquire frequency locking. A second class of phase detector, the tri-state phase detector, provides both phase and frequency detection capability. The tri-state phase detector is also called phase-frequency detector, and is favorably (if not exclusively) used in most phase-locked loops.

This chapter will go over the features of different phase detectors, and focus on the design issues of phase-frequency detectors (PFDs). A new dynamic-logic PFD of high-performance is presented to overcome the drawbacks of existing PFDs.

3.1 Phase Detectors Review

This section examines the operation and characteristics of different phase detectors. Two features that critically influence the loop dynamics of PLLs are under close inspection: the monotonic detection range and the frequency detection capability.
3.1.1 Multiplier

An analog multiplier (Figure 3.1 a) can be used as a phase detector. A possible implementation of a multiplier is the Gilbert cell (Figure 3.1 b). For proper operation, the reference input signal needs to a sine wave:

\[ V_{ref} = A_1 \sin(\omega_1 t + \theta_1) \]  

(3.1)

and the other signal is generally a square wave, which can be described by a Fourier series:

\[ V_{div} = \frac{4A_2}{\pi} \left[ \cos(\omega_2 t + \theta_2) + \frac{1}{3} \cos(3\omega_2 t + \theta_2) + \cdots \right] \]  

(3.2)

Multiplying \( V_{ref} \) and \( V_{div} \), we get:

\[ V_{out} = V_{ref} \cdot V_{div} \]

\[ = \frac{4A_1 A_2}{\pi} \sin(\omega_1 t + \theta_1) \cdot \left[ \cos(\omega_2 t + \theta_2) + \frac{1}{3} \cos(3\omega_2 t + \theta_2) + \cdots \right] \]  

(3.3)

When \( \omega_1 = \omega_2 \), \( V_{out} \) is given by

\[ V_{out} = \frac{2A_1 A_2}{\pi} \left[ \sin \theta_e + \cdots \right] \]  

(3.4)

where \( \theta_e = \theta_1 - \theta_2 \) is the phase error.

The first term – the “DC” component in the above equation represents the phase error. After low pass filtering, all the other higher frequency AC components will be removed, and the DC term \( \bar{V}_d \)

\[ \bar{V}_d = K_{PD} \sin(\theta_e) \]  

(3.5)

where \( K_{PD} = \frac{2A_1 A_2}{\pi} \) is the detection gain. Note that the detection gain is dependent on the amplitude of the inputs \( A_1 \) and \( A_2 \).
Figure 3.1: Multiplier used as phase detector
The transfer characteristics of the analog PD is shown in Figure 3.2, we see that the analog multiplier operates nonlinearly, and the monotonic detection range is \((-\pi/2, \pi/2)\).

Figure 3.2: Phase characteristics of the multiplier

In the above discussion, we assumed that both \(V_{\text{ref}}\) and \(V_{\text{div}}\) have no DC component. If DC component exists in both inputs, the PD will have a phase offset.

It is obvious that when the two inputs has different frequencies \((\omega_1 \neq \omega_2)\), the DC term of \(V_{\text{out}}\) will be zero, so the analog PD is not frequency sensitive.

3.1.2 Exclusive-OR gate

The operation of an Exclusive-OR gate used as a phase detector is shown in Figure 3.3. When the two input square-wave signals are 90° out of phase, the output
will have a 50% duty cycle, giving an average value of zero. When the phase difference deviates from 90°, the output duty cycle is no longer 50%, and the average value of the output is proportional to the phase difference. The monotonic detection range in this case is (0, π). If the waveforms of the input signals are not symmetrical, the detection range may be significantly reduced. This can be illustrated by considering an extreme situation when both two inputs have a small duty cycle, e.g., 1%. In this case, the average output is clipped to a value close to zero and the whole detection range is only \( \frac{2\pi}{100} \). Obviously, this PD is not frequency sensitive.

### 3.1.3 JK-flipflop

An edge triggered JK-flipflop can be used as a PD, as shown in Figure 3.4. In this device, a positive edge at the J input triggers the output to “high” and a positive edge at the K input triggers the output to “low”. Note that the average of the output \( \bar{V}_d \) reaches zero when the two input signals are at opposite phase. The average output reaches maximum when there is a 360° phase difference, and reaches minimum when the two signals are in phase. So the phase detection range of this PD is twice of previous two PDs. In addition, because this PD is edge triggered, the waveforms of the inputs do not need to be symmetrical.

Similar to the Exclusive-OR gate phase detector, the JK-flipflop is not capable of frequency detection.

### 3.1.4 Tri-state phase detector

A tri-state phase detector, or phase-frequency detector (PFD), is shown in Figure 3.5. It is composed of two D-flipflops and an AND-gate, and have two output terminals \( UP \) and \( DN \).
Figure 3.3: A Exclusive-OR PD and its phase-characteristics
Figure 3.4: A JK-flipflop PD and its phase-characteristics
Figure 3.5: A tri-state PFD with charge-pump and its ideal phase characteristics
At any time, the two outputs of the PFD, UP and DN, will be at one of four states: 00, 01, 10, 11, with UP = high, DN = low represented by state 10, and etc. The fourth state is an unstable state (at state 11, the AND-gate will reset the D-flipflops). In general, the tri-state PFD is implemented together with a charge pump, as illustrated in the dashed-line box in Figure 3.5. In this simple illustration, the charge pump is composed of a P current source and a N current source. The two current sources are controlled by the two outputs of the PFD. An active signal at UP (UP = 1) will turn on the P current source, allowing a positive current to flow into the output node (node $CP_{out}$) and make the output voltage to rise. Similarly, an active signal at DN (DN = 1) will turn on the N current source, which pulls current from the output node, causing the voltage at the output node to reduce. When both UP and DN are not active (UP=0, DN=0), both current sources are turned off from the output node, then the voltage at node $CP_{out}$ will remain unchanged.

The operation of the PFD is illustrated in Figure 3.5 as well. A positive transition in the REF signal causes the UP terminal to transit to “high”. Similarly, a positive transition in the DIV signal causes the DN terminal to transit to “high”. When both UP and DN are “high”, the PFD is reset, which brings UP and DN to “low”. The average output of the PFD is given in Figure 3.5. This time, the output put is expressed in current instead of voltage, since our interest is the average current flowing in and out of node $CP_{out}$.

It turns out that the ideal linear phase detection range of this PFD is $(-2\pi, 2\pi)$, which is twice of the JK-flipflop PD’s detection range. Out of this range, the phase characteristic curve is periodic with a period of $2\pi$. To look at the extra frequency detection feature provided by this device, we assume the REF frequency is higher.
than the DIV frequency. Notice that now the REF signal will have more positive
transitions than the DIV signal, as such the UP terminal will have more chances to
stay at “high” than the DN terminal. This means more current will flow into node
$CP_{out}$, and causes the voltage to increase.

We conclude that the tri-state phase-detector has superior performance than other
phase detectors in terms of phase detection range and frequency sensitivity.

Up to now, our focus is on the ideal behavior of PDs. We will continue to inves-
tigate the non-ideal characteristics of PFD.

### 3.2 Design Issues in Phase-frequency Detectors

#### 3.2.1 Dead-zone

Instead of using complex reset D-flipflops, a tri-state PFD is often implemented
in the form of Figure 3.6. Note that the reset signal is generated from intermediate
signals instead of from the UP and DN outputs directly. If the phase difference of
the input signals is small, a positive transition at UP or DN will be closely followed
by a reset operation. If the propagation delay at UP and DN is large enough, it
is possible that UP or DN may be pulled to low by the reset operation before it
completes a positive transition. Consequently, the charge pump output voltage will
keep intact at small phase difference. This phenomenon is called “dead-zone”, and is
shown in Figure 3.7, with the dead-zone exaggerated. In a PLL, if the input phase
error is within the dead-zone, it will have little influence on the VCO control voltage.
Consequently, the PLL operates as if the loop is open, and the oscillator noise will
appear at the PLL output without being suppressed.
A delay cell is usually inserted in the reset path such that the reset pulse is wide enough to allow the PFD outputs become effective before they are reset (Figure 3.6). By doing so, the UP and DN outputs are given enough time to make a positive transition, and thus dead-zone can be reduced. Nevertheless, the maximum operating frequency of the device will be limited by the total delay of the reset path. Since the maximum operating frequency happens when REF and DIV are in opposite phase [10], an approximate estimation of the operating frequency is given as follows:

Assume equal gate delay $t_g$ for the internal gates and $t_C$ for the driving gates of UP/DN nodes in Fig. 3.6. Also, denote the delay time of the delay element as $t_d$. It follows that the minimum RESET pulse width is $3t_g + t_d$, and the delay time from
the input (REF or DIV) to RESET is $2t_g + t_d$. We state that any transition edge in REF and DIV will be ignored during the reset operation (RESET = 1), and this is considered abnormal. To avoid such a situation, a transition in REF or DIV should happen after the reset operation. The maximum operating frequency is therefore given by

$$f_{\text{max}} = \frac{1}{2(5t_g + 2t_d)}$$  \hspace{1cm} (3.6)

which is illustrated graphically in Figure 3.8.

### 3.2.2 Blind-zone

The PFD output characteristic curve in Figure 3.7 rises monotonically with phase error. When the phase error approaches $\pm 2\pi$, the curve switches to the opposite sign abruptly. The cause of the abrupt polarity change can be explained through timing
analysis. In Figure 3.9, the occurrence of a REF rising edge coincides with a reset operation ($RESET = 1$) and therefore does not have any impact on the PFD output. This situation is depicted in Figure 3.9 by the dotted area. Consequently, the leading REF signal is incorrectly indicated by the PFD as lagged (DN is wider than UP) in a subsequent cycle. As long as a PFD is in reset mode, it will be blind, i.e., any input transition will be unseen by the PFD.

It becomes obvious that the blind-zone of a PFD is directly related to its reset time. Blind-zone is detrimental to the PFD settling behavior, and will slow down the lock time. This can be perceived on the phase-plane of Figure 2.2 – during the settling
procedure, the (phase-error, frequency-error) will follow a trace moving toward the origin. If an input transition of the PFD happens to occur in the blind-zone, the trace will bounce further away from the origin, and therefore it will take a longer time for the trace to converge to the origin.

The situation that an input transition falls in the blind-zone is nevertheless a random event. In the phase-plane of Figure 2.2, given a different initial conditions, a PLL may follow a trace that may or may not experience a blind-zone event. If it does, the PLL is driven to follow a new trace. A blind-zone event is hard to capture during a PLL settling process. It also becomes obvious that one cannot completely
eliminate the blind-zone through circuit design. In practice, the only effective way to reduce the probability of having a "blind-zone event" is to reduce the blind-zone.

Having a blind-zone is equivalent to a reduced phase detection range. Here we simply point out that the lock range of a PLL is proportional to the phase-detection range \([11]\) of the phase detector used. Based on previous discussion, one can easily estimate the phase detection range \((-\phi_{max}, \phi_{max})\) according to the reset time of the PFD:

\[
\phi_{max} = 360^\circ - \tau_{reset} \times f_{in} \times 360^\circ
\]  \(3.7\)

where \(f_{in}\) is the frequency of input signals, and maximum input frequency \(f_{in,max}\) is constrained by \(f_{in,max} \leq \frac{1}{2\tau_{reset}}\).

One can find from equation 3.7 that the phase-detection range is inversely proportional to the input frequency. Therefore, at high-operating frequency, a PFD will experience a blind-zone event more frequently.

### 3.3 Dynamic Logic Phase-frequency Detectors

Dynamic CMOS logic circuits and especially domino logic have been used in high performance designs due to their faster operating speed and potential saving in power. Several dynamic logic phase-frequency detectors were introduced in the last five years \([12]\) \([13]\) \([14]\) \([15]\) \([16]\).

A pioneer dynamic logic PFD is shown in Figure 3.10 \([12]\). In this circuit, the outputs are reset almost immediately following a positive transition at one of the inputs if initially a positive transition has occurred at the other input. As a result, the circuit experiences dead-zone problem, which cannot be effectively solved by adding an extra delay in the reset path similar to Figure 3.6. Furthermore, the detection
range of this circuit is only $(-\pi, \pi)$. To see this problem, consider a situation that a positive transition in REF occurs when \( \text{DIV}=1 \): In a normal tri-state PFD, following the rising edge of REF, UP should be pulled to high. In this circuit, UP will stay at low instead. This is because node U1 is discharged and node U2 is charged immediately after the rising edge of REF. UP gets no time to transit to high.

The above dead-zone problem was partially improved in [13] (U.S. Pat. No. 5,661,419, 1997) (Figure 3.11). This is accomplished by the three inverters and two NMOS transistors at the REF (or DIV) input, which basically form a pulse generator to delay the discharge of node U1 (and U2) such that UP and DN can become effective
Figure 3.11: A dynamic PFD with reduced dead-zone

for a certain amount of time. A defect in this circuit is that a DC path might be formed from the power supply to the ground through node U1 or U2. For instance, if DIV is transmitting from 0 to 1 while REF=0, a DC path is formed through node U1. Depending on whether the voltage at node U1 is low enough to be below the threshold of the following PMOS transistor, the UP signal may or may not be reset. Because of this, this circuit has only a linear detection range of \((-\pi, \pi)\).

Shown in Figure 3.12 is another dynamic PFD circuit [14]. Unlike the two dynamic PFD discussed above, in this design, the reset action is initiated solely by the PFD outputs. This means that a reset process will not happen until UP and DN become effective. For this reason, dead-zone is not visible in this design. There also exists a defect in this circuit – assume a rising edge of REF has caused a positive transition at
Figure 3.12: A dynamic PFD without dead-zone

UP, and then REF returns to 0. Subsequently, a rising edge of DIV causes a positive transition at DN. Since REF=0, UP=1, and DN=1, a DC path will be formed between the power supply and the ground via node U1. This situation is very similar to that found in Figure 3.11. The linear detection range of this circuit is only \((-\pi, \pi)\) as well.

A common problem in the above three dynamic PFDs is that they are not purely edge sensitive. By using two pulse generators (similar to that used in Figure 3.11), a dynamic logic PFD disclosed in [15] (U.S. Pat. No. 5,963,059, 1999) (Figure 3.13) is made to be purely sensitive. The device then functions in the same way as demonstrated by the original tri-state PFD (Figure 3.5). Ideally, the phase detection range
will approach \((-2\pi, 2\pi)\). Yet, according to our analysis in section 3.2, there exists a blind-zone of approximately three gate-delay. This circuit is relatively very simple, but requires a careful control of the delay of the pulse generators in order to reduce dead-zone. Extra latches are used (the cross connected inverters) in this circuit to ensure proper operation, which also slows down its operating speed.
3.4 A Novel Dynamic-logic Phase-frequency Detector

In an effort to design a PFD capable of working at gigahertz frequency with minimum dead-zone, minimum phase offset, and reduced blind-zone, we have proposed a new dynamic PFD using domino logic. Our design goals are accomplished by maintaining circuit integrity, that is, no DC path (short circuit) shall appear in a normal circuit.

The new PFD is shown in Figure 3.14. MU2-3 and MD2-3 form two inverter structures in the precharge stage that basically prevent the device from being short-circuited as happened in Figure 3.11 and Figure 3.12. It should become obvious that the integrity of the circuit and its operation will remain intact with a permutation of MU1 and MU2, MU3 and MU4 (also MD1 and MD2, MD3 and MD4).

The operation and the merits of this new PFD are further analyzed in the following discussion.

3.4.1 Circuit operation

To inspect the behavior of this PFD more closely, we have shown a finite-state diagram of the PFD with all its four possible states included (Figure 3.15). In the diagram, each state transition is accompanied by its corresponding transition condition, which is basically the positive transition of REF or DIV, denoted by \( \text{REF}\uparrow \) and \( \text{DIV}\uparrow \) respectively. Two simultaneously occurring positive transitions are simply denoted by \( (\text{REF}\uparrow \text{DIV}\uparrow) \).

The operation of the circuit can be explained according to the charging and discharging behavior of typical dynamic circuits. Assuming initially UP and DN are both low (state = 00) and REF and DIV are low, nodes U1 and D1 are precharged to
Figure 3.14: The proposed dynamic PFD
high through transistor MU1-2 and MD1-2 respectively. At the rising edge of REF, 
MU6-7 are turned on, node U2 is pulled to low, which drives UP to high. Similarly, 
a rising edge of DIV will drive DN to high. If the rising edge of REF comes first, the 
state will transit from 00 to 10, and then transit from 10 to 11 upon the arrival of a 
rising edge of DIV. If the rising edge of DIV comes first, the state transition will be 
from 00 to 01 and then to 11. In the case that the rising edges of REF and DIV come 
simultaneously, the state will transit from 00 to 11 directly. State 11 is an unstable 
state, as identified by the dashed circle. At state 11, UP and DN will turn on MU3-4 
and MD3-4, nodes U1 and D1 are discharged accordingly, and nodes U2 and D2 will 
be charged to high through MU5 and MD5 respectively. This returns the circuit to 
state 00.

Indeed, all the tri-state PFDs operate in the above manner, i.e., a rising edge of 
REF drives UP to high, and a rising edge of DIV drives DN to high. When both 
UP and DN are high, the circuit is reset, returning UP and DN to low. This general 
statement may disguise the truth. As we have carefully inspected all the previously 
mentioned dynamic PFDs, when the phase error is beyond \((-\pi, \pi)\), some of the
dynamic PFDs do not follow the statement any more, and in fact, most of them are not capable of properly indicating the phase difference. For this reason, we examine the operation of our PFD cautiously as below.

Assume REF is leading DIV by more than 180° degree. Initially, a leading rising edge of REF drives the device to state 19 as before. Now, upon a DIV rising edge, DN will be pull to low. At this moment, REF is low, but UP is driven high. So, the path formed by MU1-2 is shut off and no charge is injected from \( V_{dd} \) to node U1 during the time when U1 is being pulled to low through path MU3-4. UP is therefore reset to low normally. This clarifies that the detector can operate correctly when phase error lies between \( \pi \) and \( 2\pi \).

### 3.4.2 Performance evaluation

High-speed operation is one of our design concerns, so let's examine the maximum operating frequency of the circuit. As before, we assume DIV lags REF by 180°. Also we assume that the circuit is initially at state 00 and transits to state 10 upon the arrival of the rising edge of REF. Refer to Figure 3.14, at state 10, an incoming rising edge of DIV causes node D2 to discharge. After \( t_1 = t_{D2,f} + t_{DN,r} \), DN reaches high and the circuit transits to state 11. This triggers the reset mode, and after \( t_2 = t_{D1,f} + t_{D2,r} + t_{DN,f} \), UP/DN are pulled down to low. Note that REF cannot rise immediately after the falling edge of UP/DN, instead, it has to wait for an additional time \( t_3 = t_{U1,r} \) for node U1 to be precharged to high so as to prepare for next cycle's operation (Figure 3.16). The maximum operating frequency is estimated to be

\[
 f_{\text{max}} = \frac{1}{2(t_1 + t_2 + t_3)} = \frac{1}{2(t_{D1,r} + t_{D1,f} + t_{D2,r} + t_{D2,f} + t_{DN,r} + t_{DN,f})}
\]
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In the above representations such as $t_{DN,i}$, the first subscript refers to the corresponding node in charging or discharging, the second subscript refers to a rising or falling transition.

For simplicity, let $t_g = t_{D1,r} = t_{D1,f} = t_{D2,r} = t_{D2,f}$ and $t_G = t_{DN,r} = t_{DN,f}$, the maximum operating frequency is given as

$$f_{\text{max}} = \frac{1}{4(2t_g + t_G)}$$

where $t_G$ depends on external loads at nodes UP and DN.

Note that $t_2$ corresponds to the minimum pulse width of UP and DN, which is one fourth of $1/f_{\text{max}}$. Figure 3.19 demonstrates the waveform when the two inputs are at maximum operating frequency. Indeed, in our implementation the minimum pulse width of UP and DN is around 100 ps, one fourth of the period of the maximum operating frequency.

The phase characteristic of the PFD is obtained as shown by the solid-line in Figure 3.17. This clarifies our previous analysis that the circuit is able to operate up to 360° phase difference. Near the 360° phase difference, the phase curve falls down, presenting a blind-zone. Notice that the blind-zone is considerably smaller than that of the conventional PFD (dashed-line). This is attributed to the smaller reset time (or small minimum pulse width). We shall point out that blind-zone is not totally eliminated, as is common in all other practical implementation. In Figure 3.17, the operating frequency applied is 500 MHz, and the blind-zone is less than 10% of a clock cycle, reasonably small.

The phase curve near small phase error is examined in Figure 3.18, no obvious gain degradation is found even though the phase difference is as small as 1 ps. Also, because the PFD is symmetrical in structure, no phase offset is incurred.
The frequency sensitivity of the proposed PFD is illustrated in the waveform of Figure 3.20. The two input signals are at different frequencies.

Charge-sharing issue does not seem to impact the normal operation of the PFD although charge transfer through transistors MU2, MU3 (MD2, MD3) changes the voltage level at node U1 (D1). This can be attributed to the larger noise threshold
Figure 3.17: Phase characteristics of the proposed PFD (versus prior arts)

Figure 3.18: Magnified view near zero phase error
Figure 3.19: Maximum frequency test

provided by the double-buffer structure formed by MU5-7 and INV1 (as well as MD5-7 and INV2).

It turns out that the cascaded PMOS transistors (MU1-2, MD1-2) are the limiting factor for the PFD to run at higher speed. Nevertheless, compared with other PFDs requiring more complexity to achieve similar performance, speed is not sacrificed in this design. Benefiting from the very simple structure, no particular design efforts and trade-off are required in designing this PFD.

Under different corner and temperature tests, the device appears to be very robust, and still presents a linear detection range greater than 180° even the power supply is as small as 0.7 volt. This is illustrated in Figure 3.21

At 500 MHz, the power consumption of this device is less than 400 μW at different power supply, which is trivial compared with other blocks in a PLL (Figure 3.22).
3.5 Conclusion

A new domino logic PFD with no visible dead-zone and extended phase-detection range is designed for high-frequency operation. By identifying shortcomings and design defects in previous PFD circuits, we have made effort to maintain the operation integrity of domino logic circuit, and effectively improved the performance of dynamic logic PFDs.
Figure 3.21: Phase characteristics under various power supply
Figure 3.22: Power consumption under various power supply
CHAPTER 4

CHARGE PUMP

4.1 Considerations in Charge Pump Design

In charge-pump PLLs, a charge pump is used together with a 3-state phase-frequency detector as shown in Figure 4.1. The two outputs, UP and DN, of the PFD control the two current sources $I_{UP}$ and $I_{DN}$ respectively. Ideally, $I_{UP}$ and $I_{DN}$ shall be constant and equal. The capacitor at the output is charged by $I_{UP}$ and discharged by $I_{DN}$ depending on which of the two switches are turned on. When a PLL is in lock, the UP signal and the DN signal of the PFD maintain a minimum pulse width, and turn on the two switches in the charge-pump for equal time. Therefore the average charge goes into the capacitor will be zero. In the case the UP pulse is wider than DN pulse, then $I_{UP}$ will drive the output voltage to increase, and vise versa.

A major problem in charge-pump PLL is the mismatch of the $I_{UP}$ and $I_{DN}$. The cause of the mismatch and its effect on PLL performance will be examined in the next two sections.
4.1.1 Current mismatch

When a PLL is in lock, the charge stored in the capacitor should remain constant. If \( I_{UP} \) and \( I_{DN} \) are not equal, \( I_{UP} \) and \( I_{DN} \) need to satisfy the following expression

\[
I_{UP} \times T_{UP} = I_{DN} \times T_{DN}
\]

(4.1)

for each reference cycle.

Therefore the pulse width of \( I_{UP} \) and \( I_{DN} \) will be different. The output of the charge pump will then have spikes as shown in Figure 4.2. Using Fourier transformation, the voltage signal across the capacitor can be decomposed to a DC component, and many AC components at the harmonic frequencies of the reference signal. The loop filter following the charge-pump attenuate the AC components as long as the AC components fall within the loop bandwidth. The remaining AC components showing up at the VCO control input will modulate the VCO output and give rise to spurs in the output spectrum. According to the analysis in section 2.2, spurs are expected to show up at the harmonics of the reference signal (relative to the carrier frequency).
Component leakage is another very important factor that causes reference spurs. Due to leakage current, charge stored in the capacitor may not be able to remain constant as a PLL stays locked. From time to time, the phase-locked loop needs to temporarily enter an unbalanced state by causing $T_{UP} \neq T_{DN}$, such that the charge-pump will deliver a certain amount of charge to compensate for the charge loss.

We have mentioned the undesirable effect caused by reference spurs in previous chapters. Reducing reference spurs is therefore a major task in designing charge-pumps. This is done by minimizing the $I_{UP}$ and $I_{DN}$ current mismatch through proper circuit design, and by choosing proper loop bandwidth for maximum spur attenuation. We will address these issues further in this chapter.
4.1.2 Mismatch reduction

The current sources of the charge pump are implemented using current mirrors. In CMOS implementation, due to channel length modulation, the drain-source current of a MOS transistor does not maintain constant when its drain-source voltage varies. For the charge-pump, we have the variation of $I_{UP}$ and $I_{DN}$ with regard to the output voltage drawn in the same figure (Figure 4.3). The two output currents are equal only at point $A$. While it is usual that some PLLs may have only a fixed output frequency, and thus a single VCO control voltage at lock state, in general for frequency synthesizer PLLs, the VCO control voltage swings over a wide voltage range. We have to seek methods to reduce the current mismatch.

![Graph showing I_d vs V_d for PMOS and NMOS](image)

Figure 4.3: Charge pump current mismatch due to channel length modulation
A natural way to cope with this problem is to reduce channel length modulation effect in the current mirrors. This can be accomplished by using cascaded current mirror, or by adopting moderately larger channel length without significantly decreasing the turn-on speed of the charge-pump. To further reduce the mismatch due to channel length modulation, one may use a replica amplifier to compensate for the mismatching current. The idea is shown in Figure 4.4, in which the V-I converter delivers to the capacitor a compensation current based on the extra voltage of $V_B - V_A$ as illustrated in Figure 4.3.

![Figure 4.4: Charge pump with replica circuit to compensate current mismatch](image-url)

Figure 4.4: Charge pump with replica circuit to compensate current mismatch
4.2 System Performance Optimization

For convenience, the open-loop transfer function of a 3rd-order charge pump PLL is rewritten as follows,

\[
G(S) = \frac{I_{CP} \cdot (1 + S/\omega_z) \cdot K_{VCO}}{2\pi \cdot N \cdot (C1 + C2) S^2 (1 + S/\omega_p)}
\]  

(4.2)

According to our earlier discussion, the loop dynamics and phase noise performance are closely related to the loop bandwidth \(\omega_c\) and phase margin \(\gamma\) (refer to Chapter 2). The expressions for \(\omega_c\) and \(\gamma\) are given as follows,

\[
|G(S)|_{S=j\omega_c} = \left| \frac{I_{CP} \cdot (1 + j\omega_c/\omega_z) \cdot K_{VCO}}{2\pi N (C1 + C2) \omega_c^2 (1 + j\omega_c/\omega_p)} \right| = 1
\]  

(4.3)

\[
\gamma = \tan^{-1}(\frac{\omega_c}{\omega_z}) - \tan^{-1}(\frac{\omega_c}{\omega_p})
\]  

(4.4)

Equation 4.3-4.4 are the basis of our later discussion in PLL performance optimization with regard to fast settling time and optimum loop dynamics. Reference spurs reduction is also one of the important aspects in system performance optimization, which is discussed in section 4.3.2.

4.2.1 Division ratio variation

An important observation [17] is that in frequency synthesizers, the division ratio \(N\) is programmed to change in a certain range. For example, in 2.4 GHz Wideband CDMA applications, the usable bandwidth is 80 MHz, which gives rise to a change of \(N\) in percentage close to 4%. In some other applications, the change is even bigger. The change in \(N\) will make a PLL to deviate from its designed loop bandwidth and phase-margin. Assume \(\omega_z \ll \omega_c \ll \omega_p\), from equation 4.3, we have the following approximation,

\[
\frac{1 + j\omega_c/\omega_z}{\omega_c^2 (1 + j\omega_c/\omega_p)} \approx \frac{j\omega_c/\omega_z}{\omega_c^2} \cdot \frac{1}{1} = \frac{1}{\omega_z/\omega_c}
\]  

(4.5)
It follows that

\[ |G(S)|_{S=j\omega_c} = |\frac{I_{CP}K_{VCO}}{2\pi N(C1 + C2)\omega_2\omega_c}| = 1 \quad (4.6) \]

So when a change happens to \( N \), in order to satisfy the unit gain condition, \( \omega_c \) needs to change in the opposite direction with approximately the same percentage. A change in \( \omega_c \) causes the phase margin to change as well (refer to equation 4.4).

This means that the design of loop bandwidth and phase margin for optimum loop dynamics and phase noise is valid only at one division ratio. When \( N \) takes other values, the system performance will be degraded.

A remedy to the problem is to adjust other parameters in equation 4.3 in accordance with the variation of \( N \), such that the loop bandwidth and phase margin remain unchanged. In general, it is hard to vary the VCO gain. One may change the capacitance of \( C1 \) and \( C2 \) to compensate for the change in \( N \), but in order to keep the phase margin intact, one needs to simultaneously change the resistance of \( R2 \). Another simple solution is to use a programmable charge-pump. Obviously, when the charge-pump current changes exactly the same percentage as \( N \), \( \omega_c \) and \( \gamma \) remain the same.

### 4.2.2 Fast settling

Settling time can be reduced through the use of large loop bandwidth. However, increasing loop bandwidth may degrade phase-noise performance and cause large reference spurs.

In certain frequency hopping systems, both fast settling behavior and good phase noise performance are important. To achieve both goals, one may design a PLL that provides a wide loop-bandwidth during the transient settling process, while returning
to a moderately lower loop-bandwidth for spurs and phase-noise reduction after the PLL is in lock [18].

The idea here is similar to the one described in section 4.2.1. Through the manipulation of the loop parameters in equation 4.34.4, one can increase the loop bandwidth instantly during a settling process, while maintaining $\gamma$ intact all the time.

Suppose that the loop bandwidth is increased by a factor of $\alpha$, to satisfy the constant $\gamma$ requirement, one can increase $\omega_z$ and $\omega_p$ by the same factor of $\alpha$. This is further achieved by reducing either $C_1$ and $C_2$, or $R_2$ by the same factor. We favor the reduction of $C_1$ and $C_2$, as will be clarified shortly.

Now return to equation 4.3, by multiplying $\omega_c$, $\omega_z$, and $\omega_p$ by a factor of $\alpha$, there will be a term $\alpha^2$ existing in the denominator. This extra term can be canceled out by properly changing $\frac{I_{CP}K_{VCO}}{N(C_1+C_2)}$. If $C_1$ and $C_2$ have been reduced by a factor of $\alpha$, the $\alpha^2$ term can be canceled out by either increasing $I_{CP}$ or reducing $N$ by a factor of $\alpha$ (Again, it is not easy to change $K_{VCO}$.). Alternatively, if $R_2$ is reduced by a factor of $\alpha$, then one needs to increase $I_{CP}$ by a factor of $\alpha^2$, or to reduce $N$ by a factor of $\alpha^2$.

The choice of changing $I_{CP}$ or $N$ is left open, depending on which one is more conveniently available in a specific design. In either case, it is desirable that the variation factor in $I_{CP}$ or $N$ is $\alpha$ instead of $\alpha^2$, in order to ease the design and reduce power consumption.

The change of $I_{CP}$ can be achieved through the use of programmable charge-pump described in the next section.
4.3 A Programmable Charge Pump

4.3.1 Circuit description

Figure 4.5 is a charge pump capable of low supply voltage operation. Although a 0.18 $\mu$m CMOS process is used in this design, the channel length adopted in the circuit is not minimum. This is because with minimum channel length, MOS transistors experience serious channel length modulation problem, which makes the $I_{UP}$ and $I_{DN}$ current sources largely mismatched.

![Charge pump circuit diagram]

Figure 4.5: Charge pump circuit

The transistor M1-2 and M3-4 in Figure 4.5 are current mirrors to generate $I_{UP}$ current and $I_{DN}$ current. The two switches Mp1 and Mn1 are controlled by the phase detector outputs $UP$ and $DN$ (where $UP_b$ is the inverse of $UP$, and $DN_b$ is the inverse of $DN$). When $UP$ becomes active (high), Mp1 is turned off and Mp2 is
turned on, such that the current mirror M1-2 becomes functional, and a current goes
down from M2 to the output node (\( V_{cp\text{-}out} \)). When \( UP \) becomes low, Mp1 is turned
on, which pulls the gate voltage of M1-2 to the positive power supply, and effectively
shuts off M1-2. The transistor Mp2 is used to ensure that M2 gate voltage is pulled
high enough to shut off M2. Similar analysis can be applied to the current mirror
M3-4.

The two biasing currents in the charge pump are supplied by a 4-bit programmable
current source respectively. The programmable current source adopted is illustrated
in Figure 4.6. In this circuit, there is also an adjustable analog input, which can
be used to further extend the output current range. With this configuration, the
charge-pump is able to provide the largest flexibility for several purposes,

- Facilitate the dynamic division ratio compensation.
- Speed up the settling behavior during frequency transition.
- Compensate the current mismatch caused by channel length modulation.

Figure 4.7 illustrates the transient response of the charge pump, with \( UP \) and \( DN \)
activated by two signals of same frequency and 90° phase delay. The operation of the
charge pump is rather nonlinear, due to the fact that M2 works frequently in triode
region whenever the pump output voltage (\( V_{cp\text{-}out} \)) is charged to the positive rail of
the power supply. Also, when \( V_{cp\text{-}out} \) becomes larger, the average charge delivered
to the integrating capacitor will become smaller and smaller, due to the mismatch
caused by channel length modulation. This is why the increase of the filter output
(\( V_{fit\text{-}out} \)) slows down with time.
Figure 4.6: Programmable current source
Figure 4.7: Charge pump transient response
4.3.2 Reference spurs reduction

We observed that due to the mismatch in $I_{UP}$ and $I_{DN}$, there would be charge being transferred to the integrating capacitor even when the two control inputs are at same frequency and same phase. Figure 4.8 illustrates this situation. In this simulation, we set up $Ibias1$ and $Ibias2$ equal, with the initial output voltage close to the positive rail of power supply. Notice the output voltage decreases with time because $I_{DN}$ is greater than $I_{UP}$. $V_{filt-out}$ will continue to decrease until at a certain point when $I_{UP} = I_{DN}$.

When this is inspected in a PLL, the mismatch will cause the input reference signal and feedback signal to have a phase error. This is discussed earlier. The phase error will further give rise to reference spurs. Assume that in a frequency synthesizer, the currents are perfectly matched for a certain output frequency, it becomes clear that the further a synthesized frequency deviates from this frequency, the stronger reference spurs will be.

To alleviate this problem, we can control the programmable current sources $Ibias2$ and $Ibias1$ such that $I_{UF}$ and $I_{DN}$ are kept nearly equal when a frequency synthesizer is at different output frequencies. Figure 4.9 demonstrates this idea for the same case shown in Figure 4.8. Now the filter output stays nearly constant at a voltage closer to the positive rail of power supply. The compensation of the mismatch, however, is greatly dependent on the available resolution of the programmable current source.
Figure 4.8: Current mismatch in a charge pump.
Figure 4.9: Mismatch compensation using programmable current sources
4.4 Programmable Charge-pump for Multi-standard Applications

In the mobile communication world, there are currently still many different communication standards coexisting in different countries and different regions in the world. Some of the representative standards are GSM in Europe, IS-54, IS-95, IS-136 in North America, PHS in Japan, and so on. When a mobile phone subscriber enters from one region to another region using a different mobile standard, it is desirable that his mobile handset can support both mobile standards. Ideally, it is desirable that a mobile user will be able to use his mobile handset around the world without being aware of what communication standard he might be using. This is so called global-roaming – the key of this conception is ultimate integration of hardware, in particular, RF transceivers, in a handset to support different communication standards.

Integrating RF transceivers for multi-standard applications isn’t an easy task. First of all, each standard operates in different frequency bands, has different channel spacing, adopts different modulation schemes, and etc. Integrating all the functions in a single transceiver is hardly possible. Some designs use several transceivers, but it is still desirable that these transceivers share common components as many as possible in order to reduce area and power consumption.

One of the most challenging tasks here is the design of multi-standard frequency synthesizers. To accommodate different standards operating at different carrier frequencies (900 MHz for GSM, 2.4 GHz for Wideband CDMA, and etc.), and different channel spacing (200 kHz for GSM, 5 MHz for Wideband CDMA, and etc.), a multi-standard frequency synthesizer may need to use multi VCOs, and different frequency
tuning schemes for each standard, let alone that the phase noise specifications are quite different in each standard. The integration of frequency synthesizers for multi-standard applications is very attractive and remains rather challenging.

We make some observations for the design of a multi-standard PLL frequency synthesizer, as follows

- Since the carrier frequency, bandwidth, and channel spacing are different for each standard, multi VCOs or extra frequency dividers are needed, along with the proper configuration of programmable frequency divider and prescaler.

- This means that VCO gain and division ratio in a PLL may vary over a large range.

- Because of different channel spacing, different input reference frequencies might be necessary. Also, phase noise requirements for each standard are different, and it might be necessary to vary the loop bandwidth over a large range.

- Referring to the discussions in chapter 2 and in this chapter, different values for $K_{VCO}$, $K_{LPF}$, and $N$ in different standards need to be compensated in order to maintain loop stability and good dynamic performance. The most convenient way to do so is by changing $K_{PD}$, or in another words, by changing the charge-pump current.

Based on the above observation, we consider that programmable charge-pump is the key for the development of multi-standard phase-locked loops. This conception is yet left to be proved in our further research and design practice.
CHAPTER 5

HIGH-SPEED FREQUENCY DIVIDER

We look into the design of frequency dividers in this chapter. In general, the VCO output signal has the highest frequency in a PLL. This high frequency signal is fed to a frequency divider directly, and therefore maximizing the operating speed is the primary consideration in designing the frequency divider.

In previous chapters, we treated the frequency divider in a PLL as a single block. In practice, it is composed of two parts: a prescaler, and a programmable divider. A prescaler has simpler logic, and is capable of operating at higher frequency. On the contrary, a programmable divider is more complex in logic, and is much slower in speed. For this reason, the prescaler is used to convert the VCO signal to lower frequency before it goes into the programmable divider.

The prescaler in an integer-N PLL is generally constructed by modulus-2 dividers. A divided-by-two divider is simply a T-flipflop (a D-flipflop with its Q output connected to input D). D-flipflop is also the building block for more complicated dividers. Because a single D-flipflop can operate really very fast, in most cases, the prescaler speed in an integer-N PLL isn’t a design problem.

In a fractional-N divider, the prescaler is, in most designs, a dual-modulus divider, or in some situation, a multi-modulus divider. For a dual-modulus $N/N + 1$ divider,
the division ratio is controlled to switch between modulus-\(N\) and modulus-\(N+1\). Due to the additional control logic, its operating frequency is lower than an integer divider. To cater the need of high frequency applications, special care needs to be taken in designing high-speed D-flipflops.

Integer-\(N\) PLLs are still frequently used in many applications. While the speed of an integer prescaler isn't a problem, one would expect the integer prescaler to have small division ratio such that the input reference frequency is not restricted too much by the output frequency resolution of the PLL (Chapter 2). To maximize the reference input frequency, the division ratio of the integer \(N\) divider needs to be as small as possible, but this also means that the programmable divider shall operate at much higher frequency.

In this chapter, we will focus on the above topics. In section 5.1, we discuss the design of prescalers using high-speed dynamic logic. The fast operation of a dual-modulus prescaler implemented in True-Single-Phase-Clock (TSPC) logic [19] is demonstrated using the 0.18 \(\mu\)m Copper CMOS technology. We have also implemented a high-speed programmable divider in section 5.2.

5.1 Prescaler

The implementation of gigahertz prescalers in CMOS process is a challenging task. In the past, quite a lot effort was made to boost the operating speed of dual-modulus dividers [19] [20] [21] [22] [23]. Among them, TSPC logic dual-modulus dividers were investigated in many publications [24] [25] [26] [19] [22] [23]. However, most of the reported dual-modulus dividers were fabricated in above 0.5 \(\mu\)m CMOS processes, and their maximum operating frequency is around 1.5 \(GHz\) to 1.9 \(GHz\).
For the 5.8 GHz WLAN application, we made some attempts to investigate the capability of existing design techniques. Using the 0.18 μm Copper process, we identified that a 64/65 dual-modulus divider designed in traditional static CMOS logic is capable of operating up to 4.0 GHz. As such, we turned our attention to dynamic TSPC logic. Among several different versions of TSPC D-flipflops, we adopted the circuit from [19], based on the consideration of reliability and charge-sharing issue. For a 64/65 dual-modulus divider using this TSPC D-flipflop, we achieved an operating speed of greater than 6.0 GHz by careful design and layout optimization, which is slightly better than what we expect for the 5.8 GHz application.

5.1.1 Dual-modulus prescaler

The general divide-by-N/N+1 dual-modulus prescaler is based on the circuit in Figure 5.1. It consists of a divide-by-4/5 counter (in the dashed-line box), several divided-by-2 T-flipflops and a few logic gates. The MODE pin is controlled by an accumulator or a sigma-data modulator to form the so-called fractional-N prescaler. Take an accumulator for example, given an initial starting number, the accumulator will add up upon the coming of each control clocks. When the accumulator overflows, an overflow signal is generated on the MODE pin that switches the division ratio from N to N + 1 for one clock cycle of the model control signal. By controlling the accumulator input, we basically determine the time that the divider stays in divided-by-N mode, and the time that the divider stays in divided-by-N + 1 mode. The average of this operation provides a fractional division ratio.

The operation of the dual-modulus divider is described as follows:
When MODE is set to '1', the output of the 5-input NOR-gate is always '0', without being influenced by the output of the TFF chain. This implies that the output of the NAND gate in the divided-by-4/5 stays at '1', and therefore the Q' pin of the succeeding DFF stays at '0'. As a result, the first two DFFs are isolated from the third DFF, and they operate as a divided-by-4 counter. The divide-by-4 counter is further fed to the TFF chain of divided-by-16 divider. The total division ratio is therefore 64.

In the case that the MODE pin is set to '0', as long as one of the TFF outputs is at '1', the output of the 5-input NOR-gate will be '1'. Similar to the above case, the divider operates as a divided-by 64 divider. However, if at a certain time, the outputs of the TFFs reach all '0's, the output of the 5-input NOR-gate will be '1'.
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The third DFF in the dashed-line box now comes into operation, and the divided-by-4/5 counter is in the divided-by-5 configuration. This configuration will delay the transition of the Q4 for one input clock cycle (as if an input clock cycle is missing). At the next input clock cycle, Q4 takes a transition, which drives the TFFs to a non-zero state, and the divider is put in divided-by-4 configuration again. Therefore, the whole divider is equivalently in division ratio of 65 when $MODE = 0$.

A fractional division ratio between 64 and 65 is achieved by toggling $MODE$ between '1' and '0' at a certain ratio.

The speed bottleneck of the prescaler is the divided-by-4/5 counter, which is the only part that operates at maximum frequency. The remaining flip-flops operate at frequency four times lower than the input frequency.

### 5.1.2 TSPC D-Flipflop

TSPC logic is used for the implementation of the D-flipflops in the divided-by-4/5. Figure 5.2 is the TSPC DFF schematic [19]. The merit of this circuit is that it allows a systematic way to optimize transistor sizes for high-speed operation. Also, charge-sharing problem, which is typical for this type of dynamic logic, is remedied by adding additional latches at node $Y1$ and node $Q'$ respectively. MN5, MP2 and the two inverters serve for such purpose. For the convenience of understanding how the circuit operates, MN5, MP2 and the two inverters are ignored in the following discussion.

The circuit operation is basically divided in two stages: the precharge stage ($\phi = 0$) and the evaluation stage ($\phi = 1$).
Figure 5.2: Schematic of the TSPC DFF

Assume initially $D$ stays at '1'. At the precharge stage, $Y1$ stays low, and $Y2$ is precharged to high. At the rising clock edge, the circuit enters the evaluation stage. Since $Y1$ remains low, $Y3$ will be high, node $Q'$ will be discharged to low through MN3, MN4, and MNS2. The state of node $Q$ is therefore '1', which is the same as that of $D$ input.

On the other hand, if initially $D$ is '0', at the precharge stage, both $Y1$ and $Y2$ are precharged to high. At the evaluation stage, $Y1$ remains high, $Y2$ is discharged to low through MN2 and MNS1, which turns MP2 on, and causing $Q'$ to be charged to high, and $Q$ is forced to low. Note that again, $Q$ is the same as $D$.

In sum, the circuit functions as a DFF as we expect. Be cautious that in the above analysis $D$ is assumed to be fixed during the operation. If $D$ changes during the precharge or evaluation stage, the output of the circuit will change in an unexpected
way, and it will be very different from a normal DFF. Therefore, the TSPC DFF is not a fully functional DFF. By incorporating the TSPC DFF into a divider, however, will ensure that $D$ will remain constant during the transition of the input clock.

5.1.3 Trapezoidal scaling and optimization

In this design, minimum gate length is used for all the transistors. According to [27] [19], to reduce the switching delay, the cascaded N transistors or P transistors in the TSPC DFF should be scaled in a manner that the FET closest to AC ground is the largest, with FET size decreasing monotonically from AC ground to the output node (trapezoidal scaling) [19] [27] [25].

Following the trapezoidal scaling, design trade-offs have to be made in the sizing of each transistor. As each transistor presents load capacitance to its preceding stage, small transistor width is desired. However, each transistor drives the gates of its succeeding stage, for fast operation, large driving current, and therefore large transistor width is desirable. Fortunately, these conflicting requirements are not so overwhelming in this circuit. As analyzed in [19], the operation of the circuit puts some transistors in floating. Transistors in floating present much less load to the driving stage than if we generally consider gate parasitics as the load. Analysis shows that only the two transistors MP2 and MN1 have conflicting requirements, the width of other transistors, by first order estimation, should be either increased or reduced but not both. This greatly simplifies the optimization procedure.

During the optimization simulation, the TSPC DFF is configured as a toggle flip-flop, an inverter of proper size is add to node $Q$ to load the TFF. By careful tuning, the TFF is able to operate normally over 10 $GHz$ at 1.5 $V$ supply voltage (Figure 5.3).
Figure 5.3: Transient analysis of the TSPC toggle flip-flop with 10 GHz input frequency and 1.5 V supply voltage

5.1.4 Charge-sharing problem

As mentioned previously, MN5, MP3, and the two inverters are used to alleviate the charge sharing problem at node Y1 and node Q'. Refer to fig. 5.2, during the evaluation stage ($\phi = 1$), if D changes from high to low, normally node Y1 should remain low until the next precharge stage. However, because node A was charged to high before MPS1 is turned off, and remains high. The charges at node A will discharge through MP1 to node Y1 when D switches from high to low, this may pull the voltage at node Y1 to a sufficiently high level and turn MN2 on, Y2 then is slowly pulled to low. The output at Q and Q' changes accordingly and give the wrong logic. The positive feedback loop formed by the inverter and MN5 functions as a latch,
which keeps node Y1 voltage below a relatively low level when charge flows from A to Y1 in the above situation.

Under normal operation, when $\phi$ and $D$ are both low, node Y1 should be charged to high as if the latch does not exist. Therefore, the size of MN5 and the gain of the inverter should be chosen properly such that the loop only forms a weak positive feedback. Otherwise, the circuit may malfunction or even oscillate. The same explanation holds for the latch at node $Q'$.

It is worthy of mentioning that proper layout structure will decrease the capacitance at node A, hence less charge is stored at node A. This further alleviates the charge-sharing problem.

5.1.5 Performance

After speed optimization and charge-sharing reduction, the TSPC DFF is incorporated into the divided-by-4/5 counter as well as the TFF chain in the prescaler. No further relative scaling is done to the three DFFs and the TFFs although it might provide better power consumption and speed performance.

Figure 5.4 illustrates the waveforms of the TSPC DFF operation within a divided-by-4/5 divider. Notice the voltage level variation at node $a_1$, $a_2$, and $Q'$. This is partly due to the charging and discharging behavior, and partly due to charge-sharing. Note that charge-sharing is greatly reduced by the latches.

The waveforms of the final dual-modulus divider are shown in Figure 5.5. When $Mode = 0$, a pulse at node ModeOut will be generated per 65 input clock cycles, and the pulse is 5 clock cycles wide. At mark A in Figure 5.5, an extra input clock cycle is incurred to the output waveform of the divided-by-4/5 divider.
Figure 5.4: Waveforms of the TSPC DFF

The power consumption obtained in this design is around 3.3 mW at maximum operating frequency and 1.5 V power supply. Considering the down-scaled power supply and increased operating frequency, this value seems reasonable compared with the reported power consumption in other designs [22]. The power consumption in those designs range from 25 to 50 mW when operating at gigahertz frequency and at 3 V or 5 V power supply.
Figure 5.5: Waveforms of the prescaler with $f_{dk}$ at maximum frequency

5.2 Programmable Divider

The block diagram of a programmable divider is shown in Figure 5.6, where the D-flipflops are configured to be divided-by-2 counters and their outputs are fed to the end-of-count (EOC) detector. In normal operation, the counters are initially loaded with a number (the programmable division ratio $N$). Triggered by the input clock $F_{in}$, the counter counts down by 1 at each clock cycle. When the outputs of the D-Flipflops all reach zero, the EOC detector is triggered. The counter stage is then
re-initialized (reload) to the state $N$. The counter will start another cycle of counting. The frequency of the reload signal is then the input clock frequency divided by $N$.

![Diagram of a programmable divider](image)

Figure 5.6: Diagram of a programmable divider

The speed of this programmable divider is restricted by the total delay resulting from the counter, the EOC detector and the reload circuit.

The propagation delay of the counter is determined by the first DFF in this asynchronous counter structure. A regular DFF circuit can be used for this DFF instead of a dynamic type. This is mainly because a simple implementation of a set and reset DFF based on the TSPC DFF is not easy. In addition, the delay incurred by a regular DFF here is not so overwhelming since there is no big capacitance load interacting with it.

The delay incurred by the EOC detector does not seem to be a major problem either. For the down-counting counter, when an all zero condition happens, all the
high bits have already settled down to zero in previous clock cycles, so the EOC delay is purely decided by the lowest bit.

The reload circuit delay needs some special consideration, since the reload signal is driving n-bit data to the counter simultaneously. The high fan-out may incur a big delay for the reloading operation. A buffer stage is needed to reduce this delay. [20] proposed a method that produces the reload signal one clock cycle in advance. The method utilizes dynamic logic circuits to pre-store the reload signal for each bit, and allows the reload signal to be buffered per two bits. By such an arrangement, the circuit achieved a considerably high operating frequency.

Another simpler scheme is proposed in [28] to boost the throughput of the programmable divider. In this scheme, the EOC detector is designed to expand the reloading operation over three input clock cycles. Although the total delay for the counter, EOC detection and reload circuit may be long, they are now distributed over three clock cycles. Therefore, the circuit can operate much faster than the conventional detection method.

We adopted the second scheme. For convenience, Figure 5.7 illustrated the EOC detector that is designed to detect the state 000010 instead of 000000.

![Figure 5.7: End-of-count detector](image)
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Initially, the Reload signal is low. When the counter state changes from 000011 to 000010, the output of the EOC detector ($D_0$) becomes high. A subsequent rising edge of the input clock triggers the output $Q'_0$ to 0, which causes the reload signal to reach high. The Reload signal resets the counter to $N$. At this clock cycle (000010), $D_0$ becomes low again. So at the next clock rising edge, $Q'_0$ will return to high and $Q_0$ is deactivated. The delay is basically distributed into 3 cycles instead of one.

Finally, Figure 5.8 demonstrates a simple reload circuit for one single digit.

![reload_circuit](image)

Figure 5.8: Reload circuit

Without going through a full-custom design process, we implemented the programmable divider using cells from a standard digital cell library. Timing simulation shows that the achievable maximum operating frequency is up to 2.0 GHz. Better performance can be achieved by a full-custom design, with careful design optimization and layout.
CHAPTER 6

ON-CHIP INTEGRATED INDUCTOR AND VCO

6.1 introduction

In the search for fully integrated frequency synthesizers, the design of low phase-noise VCO and on-chip high-Q inductors are the most challenging tasks and have been receiving much attention during the past several years. LC oscillators with on-chip inductors were reported in many recent papers [29] [30] [31]. Some detailed investigations were made on on-chip inductors [32] [33] [34] [35] [36] [37] [38]. However, due to process limitations, on-chip spiral inductors formed in conventional CMOS technologies generally have small Q-factors of around 3–6, and hardly achieve a Q-factor of better than 10, which is far lower than that can be attained from off-chip inductors.

A lumped π model for an on-chip inductor is shown in Figure 6.1, in which the series resistor $R_s$ stands for the resistive loss of the metal conductor, the capacitor $C_{ox}$ stands for the parasitic capacitance between the conductor layer and the substrate, and the resistance $R_{sub}$ stands for the substrate loss.

The parasitic resistances, especially the series resistance $R_s$, need to be minimized whenever possible. This is because they are directly related to the phase noise of LC
oscillators, as derived in [31]:

\[ dV^2_{out\{\Delta \omega\}} = kT \cdot R_{eff} \cdot [1 + A] \cdot (\frac{\omega_0}{\Delta \omega})^2 \]  \hspace{1cm} (6.1)

where \( dV^2_{out\{\Delta \omega\}} \) is the oscillator noise density at the frequency \( \omega_0 + \Delta \omega \). \( R_{eff} \) is the effective resistance which is approximately equal to the total series resistance in a LC tank. \( A \) is a coefficient related to the noise from the active devices in an oscillator.

The Q-factor of the inductor is inversely proportional to \( R_{eff} \) as given by

\[ Q = \frac{\omega_0 L}{R_{eff}} \]  \hspace{1cm} (6.2)

As illustrated by the simple \( \pi \) model, in order to design high-Q on-chip inductors, one needs to reduce the series resistance \( R_s \) and \( R_{sub} \).

The reduction of \( R_s \) can be achieved by the use of thicker metal layers (1–3\( \mu \)m thick in some typical RF CMOS processes), the use of higher conductivity metal
layers (Cu versus Al), or the use of multi-metal layers that increases the effective thickness of inductors.

The reduction of $R_{\text{sub}}$, i.e., the reduction of substrate loss, is similarly important. Many CMOS processes use a highly doped substrate that has low resistivity. Substrate resistivity in some typical CMOS processes ranges from 10 to 20 $\Omega - \text{cm}$ or less. At low frequency, low substrate resistivity does not seem to cause problem. However, when the frequency in a spiral inductor is increased over gigahertz, the magnetic field generated by the oscillating current in the inductor will induce eddy currents in the substrate, as such energy will be dissipated in the substrate. In addition, the magnetic field formed by eddy currents tends to cancel the magnetic field generated formed by the current in the inductor, so the total inductance of the spiral inductor will be reduced.

As a measure of reducing substrate loss, some people used etching techniques to remove the substrate under spiral inductors [39]. Recently, MEMS technology is being utilized to create suspended inductors that can achieve Q-factor of over 40. Nevertheless, the extra etching step required by these methods raises fabrication cost, in addition to possible mechanical failure and yield reduction. As a result, they are not widely accepted by the industry yet. Substrate loss reduction can also be achieved by the use of thicker oxide, by the use of hollow spiral inductors (The inner sections of a spiral inductor contribute less inductance because they span a small area. On the other hand, the skin effect of the inner sections is significant due to the stronger magnetic field at the center of the spiral, which results in larger resistance even though they have smaller length.), or straightforwardly, the use of SOI (silicon-on-insulator) technology.
6.2 Design of High-Q Inductors

6.2.1 On-chip spiral inductors in Copper CMOS process

Although we previously made an argument that the reduction of parasitic resistance can be achieved by the increase of metal thickness, this benefit might be countered by the increase in parasitic capacitance. The availability of Copper CMOS technology allows us to obtain high-Q inductors from another perspective due to the fact that the sheet resistance of Cu process is about 30% lower than Al process, and via resistance of Cu process is 10x lower than Al process.

In the CMOS technology we are using, there are totally 6 layers of metal for interconnect, all of them are copper. The top two copper layers are 1.0 $\mu m$ thick, M3 and M4 are 0.45 $\mu m$ thick, and M1 and M2 are 0.3 $\mu m$ thick. Inter-metal oxide layers range between 0.5 and 0.8 $\mu m$, with an oxide dielectric constant of 4.1. The typical value of the substrate resistivity is 20 $\Omega - cm$. These process parameters basically determine the performance of on-chip inductors.

Figure 6.2 shows the layout of a 2.5-turn octagonal inductor, with a Ground-Signal-Ground (G-S-G) testing pattern. The open testing pattern is used to cancel out the influence of the probing pads (de-embedding). We will discuss de-embedding procedures in more detail later.

Based on the reports from other literature dealing with on-chip inductors, the inductance and Q-factor of a on-chip spiral inductor are also related to the geometry shape, number of turns, conductor width, and conductors spacing of the inductor. In general, inductors with circular geometry provide higher Q-factor than octagonal or rectangular inductors. A thorough optimization of spiral inductors in terms of all the geometry parameters seems to be prohibiting, since the simulation of an inductor
in an electro-magnetic simulator requires long simulation time and large memory. To facilitate the simulation process, we have developed a program to automate the inductor simulation. Firstly, the layout of a spiral inductors is generated by a program that can take arbitrary shape and geometry as input parameters. The layout data is then given to an electro-magnetic solver to obtain the two-port scattering parameters (S parameters). The Q-factor and the inductance can then be extracted by first transforming the S-parameter to Y-parameter (normalized), as given by the following expressions:

\[
Y_{11} = \frac{(1 - S_{11})(1 + S_{22}) + S_{12}S_{21}}{\Delta} \quad (6.3)
\]

\[
Y_{21} = -\frac{2S_{21}}{\Delta} \quad (6.4)
\]

\[
Y_{12} = -\frac{2S_{12}}{\Delta} \quad (6.5)
\]
\[ Y_{22} = \frac{(1 + S_{11})(1 - S_{22}) + S_{12}S_{21}}{\Delta} \] (6.6)

where \( \Delta = (1 + S_{11})(1 + S_{22}) - S_{12}S_{21} \).

Q-factor is then given by,

\[ Q = \frac{Im(Y_{12})}{Re(Y_{11})} \] (6.7)

In this expression we have assumed that one port of the inductor is connected to ground (this is the case valid for most RF applications). The Q-factor is referred to as unloaded-Q. In practice, the inductor is often in parallel or in series with an external resistive load, which will cause a lower effective Q-factor.

L is given by,

\[ L = \frac{Im(Y_{12})}{2\pi f \cdot [Re^2(Y_{12}) + Im^2(Y_{12})]} \] (6.8)

### 6.2.2 Parasitics and layout consideration

To minimize series resistance, we have M5 and M6 connected in parallel. Figure 6.3 illustrates the cross section of the M6 and M5 conductors along with the interconnect capacitance. In this figure, \( C_a \) represents the parallel plate area capacitance, \( C_f \) represents the fringe capacitance to the substrate, and \( C_c \) represents the coupling capacitance between adjacent conductors. These parasitic capacitances need to be minimized as well to achieve high resonant frequency.

Both metal layers are 1 \( \mu m \) thick, and they are connected everywhere through M65 vias. The distance between M5 and the substrate is 5.4 \( \mu m \), therefore the parasitic capacitance between the conductor layer and the substrate is relatively small (0.006 \( fF/\mu m^2 \)) in comparison with the inter-layer capacitance (0.06 \( fF/\mu m^2 \)) of
Figure 6.3: Cross section of spiral inductor and inter-cap

two neighboring metal layers. Because M6 and M5 are connected by vias, the inter-layer capacitance of these two layers is eliminated. However, because the equivalent thickness of the conductor is big, the coupling capacitance ($C_c$) will dominate the parasitic capacitance if the spacing between two adjacent conductors is fairly narrow.

Figure 6.4 demonstrates the layout of a circular inductor, which has M6 and M5 connected in parallel, with the inner port connected to the probing pad by a M4 under-pass. The inductor is surrounded by a p-type guard-ring tied to ground to shield the inductor from other neighboring devices. To avoid any additional doping, the spiral inductor area should be blocked from the formation of P well or N well during fabrication, i.e., underneath the inductor, there is only the raw P-substrate layer.
6.2.3 Inductor de-embedding and measurement results

De-Embedding model representation

The inductor performance can be obtained by measuring the S-parameters of the two-port device shown in Figure 6.4. Note that the large dimension of the probing pads results in large parasitic capacitance, which must be subtracted from the S-parameters. In addition, the contact resistance between the probe and the probing
pads, and interconnect wiring resistance may also need to be removed before the final Q-factor and inductance are calculated.

![Diagram](image)

Figure 6.5: Physical representation of the lumped parasitics

A physical representation of the lumped parasitics resulting from probing pads and interconnect is shown in Figure 6.5. \( G_p \) represents the shunting parasitics resulting from the probing pads and interconnect wires. \( Z_c \) represents the contact resistance between probing pads and probes. After a standard substrate calibration the reference plane for S-parameter measurement is extended to the probe tips [40], so ideally, \( Z_c \) should be zero. In practice, because the substrate material for calibration and the probing pads are different, a contact resistance of up to several hundred \( m\Omega \) exists, which will cause measurement inaccuracy. \( Z_w \) represents the wiring parasitics between the probing pads to the actual inductor ports.

**De-embedding procedure**

Assume the raw inductor S-parameter is represented by \( S_{ij,raw} \). To de-embed all the parasitics (\( Z_c, Z_w, \) and \( G_p \)), some additional measurements need to be performed. The procedures are given as follows,
Do a short measurement by shorting $P_1$ and $P_2$ to the ground. The obtained S-parameter is converted to Z-parameter, and this will extract $Z_{c1}$, $Z_{c2}$ according to,

$$Z_{c1} = Z_{11, \text{short}P}$$ (6.9)

$$Z_{c2} = Z_{22, \text{short}P}$$ (6.10)

By subtracting out $Z_{c1}$ and $Z_{c2}$ we can obtain the de-embedded Z-parameter at the $P_1$, $P_2$ reference plane.

$$Z_{11,P} = Z_{11, \text{raw}} - Z_{c1}$$ (6.11)

$$Z_{21,P} = Z_{11, \text{raw}}$$ (6.12)

$$Z_{22,P} = Z_{22, \text{raw}} - Z_{c2}$$ (6.13)

$$Z_{12,P} = Z_{12, \text{raw}}$$ (6.14)

Next we do an open measurement by leaving $D_1$ and $D_2$ open circuit. $G_{p1}$ and $G_{p2}$ are extracted according to,

$$G_{p1} = Z_{11, \text{open}D} - Z_{c1}$$ (6.15)

$$G_{p2} = Z_{22, \text{open}D} - Z_{c2}$$ (6.16)

$G_{p1}$ and $G_{p2}$ can now be de-embedded from the $P$ plane using Y-parameter,

$$Y_{11,P'} = Y_{11,P} - G_{p1}$$ (6.17)

$$Y_{21,P'} = Y_{21,P}$$ (6.18)

$$Y_{22,P'} = Y_{22,P} - G_{p2}$$ (6.19)

$$Y_{12,P'} = Y_{12,P}$$ (6.20)

Finally, we are going to de-embed $Z_{w1}$ and $Z_{w2}$. We do another short measurement by shorting $D_1$ and $D_2$ to ground. $Z_{w1}$ and $Z_{w2}$ is extracted according to the following
expressions,

\[
Z_{w1} = \frac{1}{\frac{1}{Z_{11,\text{shortD}} - Z_{c1}} - G_{p1}} \quad (6.21)
\]

\[
Z_{w2} = \frac{1}{\frac{1}{Z_{22,\text{shortD}} - Z_{c2}} - G_{p2}} \quad (6.22)
\]

The final results of the de-embedded inductor are given by the following equations,

\[
Z_{11} = Z_{11,\text{P}} - Z_{w1} \quad (6.24)
\]

\[
Z_{21} = Z_{21,\text{P}} \quad (6.25)
\]

\[
Z_{22} = Z_{22,\text{P}} - Z_{w2} \quad (6.26)
\]

\[
Z_{12} = Z_{12,\text{P}} \quad (6.27)
\]

Finally, the Z parameters are converted to Y parameters or S parameters to obtain the Q-factor and inductance value.

Note that more often only $G_{p1}$ and $G_{p2}$ are de-embedded through an open measurement. This is because $G_{p1}$ and $G_{p2}$ are more significant due to the large dimension of testing pads, while $Z_{c1,c2}$ and $Z_{w1,w2}$ have much less influence on the measurement accuracy.

**Measurement results**

S-parameter measurements were performed using a HP8720 network analyzer. First, the network analyzer was calibrated following a standard calibration procedure. The probing pad parasitics were then de-embedded according to the above procedures (depending on whether the contact resistance and interconnect parasitics are significantly large, the two short de-embedding steps may be skipped).
The measured two-port S parameters for a 1 nH inductor are shown in Figure 6.6. In this figure we demonstrate both the measurement results before de-embedding and after de-embedding. The differences of these two sets of S-parameters are mainly due to the parasitic capacitance of the probing pads.

![S-parameter plots](image)

Figure 6.6: Measured S-parameter (dotted-line: raw data; solid-line: de-embedded data)

The final S-parameters are used to extract the Q-factor, inductance as well as other parameters in the lumped inductor model. Figure 6.7 and Figure 6.8 show the plot for the measured inductance and Q-factor. The simulated L and Q within the
frequency range of our interest are also plotted in the figures. The results between the simulation and measurement are rather consistent, with the measured Q slightly below the simulated value. In this design, the inductance is 1nH, and it stays considerably constant up to 7.0 GHz and then ramps up when the frequency approaches the self-resonant frequency of the inductor. The peak Q-factor is greater than 10 at a frequency range of 4.0–6.0 GHz. It can be seen that the Q-factor initially increases with frequency until it reaches the peak value, and then at high frequencies it decreases due to large substrate loss resulting from eddy current.

![Figure 6.7: Inductance versus frequency](image)
6.3 LC Oscillator

6.3.1 Brief on oscillator phase noise

The description of LC oscillator phase noise has been empirically represented by Leeson’s equation:

\[
\mathcal{L}\{\Delta \omega\} = 10 \log\left\{ \frac{2FkT}{P_{\text{carrier}}} \left[ 1 + \left( \frac{\omega_c}{2Q\Delta \omega} \right)^2 \right] \left[ 1 + \frac{\Delta \omega_f}{|\Delta \omega|} \right] \right\}
\]

(6.28)

In which \(F\) is a fitting factor that needs to be obtained through experiments.

This equation provides a fitting curve for the three regions in the typical phase-noise characteristics of an oscillator, as shown in Figure 6.9. The noise in the \(\Delta \omega^{-2}\) region is the primary concern of oscillator design. Noise in this region results from
thermal noise sources in the oscillator. Thermal noise expands over a large frequency range, it contributes to the out-of-band noise in a PLL significantly, and therefore becomes the design focus, especially when one is choosing the PLL loop bandwidth. The $\Delta \omega^{-3}$ noise appears at very low frequency offset, and is caused by $1/f$ noise. $1/f$ noise generally falls in the loop bandwidth, and can be greatly attenuated. Finally, the flat section at high frequencies is usually seen in measurement, and it can be attributed to the noise floor of the circuit, or measurement instrument, and is not a design concern.

6.3.2 Circuit description and design consideration

The design of low phase-noise integrated VCO depends heavily on the quality factor $Q$ of on-chip spiral inductors as shown by the above equation.
Figure 6.10 illustrates the simplified VCO schematics, which is composed of a LC oscillator core, a double-end to single-end gain stage which serves also as a clock slicer, and finally an inverter buffer stage.

![Schematic diagram of oscillator]

**Figure 6.10: Oscillator schematic**

In this design, the oscillator used two 1 \( nH \) spiral inductors. For the 5.8 GHz wireless LAN application, the frequency bandwidth extends between 5.725 and 5.850 GHz. Therefore the total capacitance for each branch (\( ck_p, ck_n \)) of the oscillator needs to change from 0.740 \( pF \) to 0.773 \( pF \), of which approximately 0.18 \( pF \) is from the spiral inductor parasitic capacitance, and other capacitance is allocated to the MOS transistors and varactors. The parasitic capacitance of the active devices is composed of the drain-bulk, gate-source, gate-drain capacitance of the cross-coupled transistors \( M_1 \) and \( M_2 \), the gate-drain, gate source capacitance of differential transistor pair \( M_3 \) and \( M_4 \), as well as the pn-junction capacitance of the varactors.
The phase noise of the oscillator can be predicted according to [29]:

$$\mathcal{L}(\Delta \omega) = 10 \log \left[ \frac{8kT \omega_c}{I_b^2 Q^3 L \Delta \omega^2} \left( \frac{LG + 1.5}{3} \right) \right] \frac{dBC}{Hz}$$

(6.29)

where $k$ is Boltzmann’s constant ($k = 1.38 \times 10^{-23}$ J/K), $T$ is absolute temperature (290 K), $I_b$ is the oscillator bias current, $\omega_c$ is the oscillator center frequency, $\Delta \omega$ is the frequency offset from $\omega_c$, and $LG$ is the loop gain of the oscillator, which is expressed as $g_m (1 + Q^2) R$.

With $L = 1nH$, $Q = 10$, $I_b = 5mA$, and $LG = 2$, the predicted phase noise will be around 106 $dBC/Hz$ at a 600 $kHz$ offset from the 5.8 $GHz$ carrier frequency. Further reduction of phase noise can be achieved by the increase of $Q$, $I_b$, or $L$. The freedom to increase $Q$ has already been restricted by the specific CMOS process. Increasing $I_b$ will increase power consumption, and may not be allowed in most low-power applications.

Increasing $L$ implies that parasitic capacitance has to be reduced, which may not be feasible. For $LG = 2$, the required $g_m$ for transistors M1 and M2 is around 6 $mS$, this yields a width of 30 $\mu m$ for transistors M1 and M2. In the CMOS process used, the gate oxide capacitance is $10 fF/\mu m^2$. The total gate-oxide capacitance is therefore 0.054 $pF$. If we take all the other gate-drain, drain-bulk parasitic capacitance into consideration, the total parasitic capacitance resulting from M1-2 at each branch of the LC tank is below 0.1 $pF$. Putting together the parasitics from the inductor, parasitics from M1-2, and parasitics from M3-4 (much smaller that that of M1-2), the parasitic capacitance is around 0.3–0.4 $pF$, and the remaining parasitic capacitance of 0.4 $pF$ can be allocated to each of the varactors, of which a tuning range of around 0.05 $pF$ is needed. This tells that we still have some space to increase either the size of M1-2 to obtain a larger loop-gain such that there is a larger margin for the start-up
of the oscillator. Or we can use a slightly larger inductance such that phase noise can be reduced. However an increase in inductance will leave less capacitance allocation to the varactors, resulting in poor tuning performance.

6.3.3 Layout and simulation results

![VCO layout](image)

Figure 6.11: VCO layout

The layout of an oscillator for testing is shown in Figure 6.11. In the middle of the layout is the oscillator core, which is isolated by guard-rings from other parts.
of the circuits. The whole VCO is also surrounded by a guard-ring to reduce the interference between the VCO and other circuits in the same die. The wires for ground and power supply are made fairly wide (30μm). The whole die area of the VCO is around 550 × 550μm², of which the two inductors take up most of the area. The tunable varactors are situated in the upper middle, which also takes up a rather large die area. The biasing circuitry and some buffer stages are placed in the lower middle of the die. Some probing pads are also placed in the die, and they are properly buffered.

Figure 6.12: Oscillation start-up
The start-up process of the oscillator is shown in Figure 6.12. With a 1.5 V power supply, the peak-to-peak value of the oscillator output waveform is close to 3 V.

![Graph showing phase noise](image)

Figure 6.13: Phase noise

The simulated phase-noise performance is illustrated in Figure 6.13. At 600 kHz offset, the phase noise is 104.2 dBc/Hz, fairly close to the previous predicted value.
CHAPTER 7

IMPLEMENTATION OF A 5.8 GHz PLL

To demonstrate some of the ideals discussed in previous chapters, we have built a PLL for the 5.8 GHz wireless LAN application using the building blocks presented in this work. Figure 7.1 shows a testing chip. The chip is fabricated in a 0.18 μm 1-poly 6-metal 1.5/3.3 dual-voltage process twin-well Cu CMOS process. The chip area is 6 x 7 mm². In the upper-right corner of the chip is a testing PLL, which takes up only a very small fraction of the die area. In this chip we have enclosed some testing structures for spiral inductors and several of the key building blocks. In this chapter, we will give a discussion of the practical design issues, with some particular focus on fractional-N control. A simple but practical graphic method is demonstrated which can be used to obtain an optimal division ratio for the dual-modulus prescaler.

7.1 Some Practical Design Issues

7.1.1 Frequency-hopping

Because of the high operating frequency, 5.8 GHz WLAN transceivers were often implemented in GaAs or SiGe technology. In CMOS process, one of the biggest barriers to implement a PLL in the 5.8 GHz frequency band is the operating speed of frequency dividers. In this design, this is overcome by the use of the state-of-the-art
Figure 7.1: Testing chip
0.18 \mu m copper CMOS technology, and by the use of carefully designed high-speed dynamic logic TSPC circuits.

The PLL is tentatively designed for frequency-hopping systems in the 5725-5850 MHz ISM band. Under FCC regulation, a minimum 75 MHz of bandwidth should be covered within the 5725-5850 MHz band [41]. Assume 1 MHz bandwidth for each non-overlapping hopping channel, a minimum of 75 hopping channels would be required. To synthesize the hopping frequencies, one needs to set up the reference frequency and the division ratio with care, which is not so straightforward as it may suggest. For instance, with a predetermined reference input of 20 MHz, one can derive a division ratio of 287-291 to obtain an output frequency range of 5740-5820 MHz, which covers an 80 MHz bandwidth. To have all the 75 hopping frequencies generated, fractional-N control is required. To facilitate the division ratio distribution between the programmable divider and prescaler, a 4/5 dual-modulus prescaler is used. The programmable divider ratio then takes integer values between 58-72.

The parameters in the above method are obtained through try-and-error. A better way to derive the division ratio for the programmable M divider and the fractional-N divider respectively, as well as the input reference frequency, is described below.

Firstly, one predetermines the output frequency range \((Y_1, Y_2)\) and the dual modulus division ratio \(N (N = 2^k)\). It is obvious that there are only a few feasible values for \(N\).

Next, for arbitrary \((Y_1, Y_2)\), one can have the following expressions:

\[
Y_1 = f_{ref} \times M_1 \times (N + \alpha_1) \quad (7.1)
\]

\[
Y_2 = f_{ref} \times M_2 \times (N + \alpha_2) \quad (7.2)
\]

where \(\alpha_i \in [0, 1]\).
Let \( y = f_{\text{ref}} \times M_i \), one can obtain:

\[
y = Y_1/(N + \alpha)
\]  \hspace{1cm} (7.3)

\[
y = Y_2/(N + \alpha)
\]  \hspace{1cm} (7.4)

These two functions specify two bounding curves (Figure 7.2). It follows that each hopping frequency will correspond to a curve which lies between the two bounding curves, and is in parallel to them. The curves corresponding to all the hopping frequencies are supposed to distribute between the two bounding curves evenly. On

Figure 7.2: Bounding curves

each curve, one can find an infinite set of \( \alpha \) and \( y (y = f_{\text{ref}} \times M) \) to generate the corresponding hopping frequency. However, since \( M \) can only adopt an integer value,
and \( f_{\text{ref}} \) has to be large enough and be unique for all the hopping frequencies. The solution space for \((f_{\text{ref}}, M, \alpha)\) is very well constrained and can be easily obtained on the graph as demonstrated below.

![Graph showing solution space for \((f_{\text{ref}}, M, \alpha)\)](image)

**Figure 7.3: N=128**

To illustrate the idea, we turn to a real problem. In Figure 7.3, we have chosen \( Y_1 = 5750 \text{MHz} \), \( Y_2 = 5825 \text{MHz} \), and \( N = 128 \). Notice that in this specific case, if we choose \( f_{\text{ref}} \) to be greater than 1 MHz, no matter what integer value \( M \) may take, only curves between the two dashed-lines will intersect with the horizontal line \((y=f_{\text{ref}} \times M)\). It will be impossible to generate the hopping frequencies corresponding to curves beyond the two dashed-lines. Of course, if small loop bandwidth is not
a issue, one can choose a smaller $f_{\text{ref}}$ (e.g., 0.1 MHz) such that whole 75 MHz bandwidth is covered with the use of several $M$ values.

By choosing $N = 64$, we obtain the bounding curves in Figure 7.4. This time, any horizontal lines between the two dashed lines will be able to cross over all the hopping curves. It is obvious that at $y = 89.8$ (e.g., one can choose $f_{\text{ref}} = 22.45$ MHz and $M = 4$), and a sweep of $\alpha$ from 0 to 1 will cover the desired bandwidth. It becomes clear that with smaller $N$ (32, 16, ...), one can also find the corresponding parameter set.

We are interested in knowing what $N$ value is better. This has something to do with the fractional-N controller. For a simple fractional-N controller using an
accumulator, the resolution of the hopping frequencies is inversely proportional to the bit-length of the accumulator. Assume the bit-length of the accumulator is \( B \), the output frequency resolution is given by

\[
\Delta f = f_{\text{ref}} \times M \times \frac{1}{2^B} \approx \frac{f_{\text{out}}}{N}
\]  

(7.5)

With \( N = 4 \) and \( f_{\text{out}} = 5.8GHz \), an 18-bit accumulator will be needed in order to generate less than 1% frequency deviation (for 1 MHz channel spacing). This indicates that the accumulator will consume large die area and power. By increasing \( N \), the accumulator bit-length required for the same accuracy becomes smaller. It should become obvious that the save in die area and power consumption is more obvious when \( \Delta \Sigma \) modulator is used as the controller, due to the complexity of \( \Delta \Sigma \) modulators.

According to the above analysis, \( f_{\text{ref}} \) is chosen to be 22.45 MHz, along with \( N = 64 \), and \( M = 4 \) respectively. All the 75 channels are covered by changing \( \alpha \), i.e., by properly controlling the dual-modulus divider.

### 7.1.2 Loop parameters

A nominal charge-pump current of 1 mA is chosen, and the VCO gain is designed to be 85 MHz/V to cover the 75 MHz band with only 1 V voltage swing at the charge-pump output. The loop bandwidth is chosen to be 2.3 MHz. With a phase margin of 55° degree, the loop filter parameters of a 3rd-order PLL are calculated according to a nominal division ratio of 257.5, which gives \( C_1 = 0.50pF \), \( C_2 = 4.5pF \), and \( R_2 = 48.6k\Omega \).

Once the loop filter parameters are settled, one may worry that during frequency-hopping the loop dynamics would be influenced by the variation of the division ratio.
In this application, this isn’t a problem, as the change of the division ratio over the whole 75 MHz bandwidth is less than 1%.

7.1.3 Settling time

Notice that the settling time of the system is greatly reduced due to the use of large loop-bandwidth. In specifying the requirement for the settling time, one needs to take the frequency-hopping rate of the synthesizer into consideration. In addition, the fractional-N controlling process will slow down the settling behavior.

With regard to frequency-hopping rate, first of all, the transition time (settling time) of frequency-hopping will influence data transmission efficiency. The faster the hopping rate is, the more time will be spent on the non-transmitting hopping phase, then the lower the transmission efficiency will be. In general, a fast enough hopping rate is maintained to reduce the odds when a channel is instantaneously jammed by interference. On the other hand, faster hopping rate will also generate more interference to neighboring wireless network operating in the same frequency band. For these reasons, in current frequency-hopping systems the maximum hopping rate is often chosen according to specific engineering situations, and typical hoping rates are around or much less than 1000 hops/sec. In this scenario, the time budget left for settling does not seems to be tight, since in general the settling process of a PLL can be finished in a few reference signal cycles. With input reference frequency of higher than several MHz, the settling process takes only a few micro seconds. The use of fractional-N control to achieve frequency-hopping may underscore the statement made above. Refer to Figure 7.5, a brief observation is made to the reference frequency signal and the output frequency signal (Figure 7.6). Note that the output frequency
Figure 7.5: Fractional-N PLL diagram

$f_i$ is an average effect of $N \cdot f_{ref}$ and $(N + 1) \cdot f_{ref}$ within a period of $T_N + T_{N+1}$. When the output frequency hops from $f_1$ to $f_2$, the settling of the frequency will then need to expand over the $T_N + T_{N+1}$ time period. In the worst case, $T_N + T_{N+1} = 2^B$, where $B$ is the bit-length of the accumulator. With $B = 12$, and $f_{ref} = 22.45\,MHz$, the worst case settling takes a significant amount of time of around $180\,\mu s$. To reduce settling time, it is then necessary to make use of the programmable charge-pump to switch the PLL to larger loop bandwidth temporarily during the transition.

7.1.4 Reference spurs

While the mismatch in charge-pump currents can be partially compensated by a programmable charge-pump, the resolution of the programmable current sources determines how well the mismatch can be cancelled. In addition to current mismatch, the fractional-N controlling method also causes reference spurs. This type of spurs is
referred as “fractional spurs”. The mechanism of how fractional spurs are generated is illustrated in Figure 7.7. When the divider is in divided-by-N mode, the instantaneous $f_{div}$ frequency is greater than $f_{ref}$. The phase difference between $f_{div}$ and
$f_{ref}$ will become incrementally larger, which is reflected by the negative $I_{CP}$ pulse. As a result of the negative current pulses generated by the charge-pump, the VCO output frequency will approach $N \cdot f_{ref}$ (assume no programmable divider). Then, at the instant when the dual-modulus divider is put in the divided-by-N+1 mode, its instantaneous output frequency ($f_{div}$) will be smaller than $f_{ref}$, and a positive $I_{CP}$ pulse will be generated. The pulses in the charge-pump output current $I_{CP}$ cause voltage ripples to the VCO control input. The ripples cause spurs in the vicinity of the VCO center frequency. The distances between the spurs and the center frequency are $n \cdot \frac{x}{2^b} \cdot f_{ref}$, where $n = \pm 1, \pm 2, \ldots$, and $x$ is the accumulator control word.

$\Delta \Sigma$ modulators can be used as the fractional-N controller. Fractional spurs will be reduced by the randomization and noise shaping capability of $\Delta \Sigma$ modulator [42].

### 7.1.5 Process variation related issues

It is important to observe that each block in the PLL and the whole loop are sensitive to process variation. The charge pump, for example, when subject to device mismatch or process corner variation, will make the pumping current mismatch even worse. Process variation can cause VCO frequency to deviate from its design value, and therefore some trimming techniques are needed to ensure that a VCO operates in its normal operation region.

Consider another case at the system level: At the instant when the power is turned on, the VCO output frequency is driven to its upper limit. In normal conditions, the VCO may never operate at this upper limit, or at least the maximum frequency is well affordable by the dividers. It is possible that this output frequency is so high that it exceeds the maximum operating frequencies of the dividers. In this situation,
the dividers will be overdriven by the VCO. The consequence is that there is no AC signals coming out from the dividers, and the feedback signal will be put in saturation to either of the power supply rails. Meanwhile, the phase detector detects that the feedback signal frequency is smaller than the reference frequency, accordingly, it will attempt to drive the VCO to an even higher frequency, which overdrives the divider even harder, and the PLL is just clamped and dead. In this scenario, there is no implication that the whole PLL is abnormal if the VCO starts from any valid output frequencies. A solution to this type of problem is to reset the VCO output frequency to its nominal center frequency at start-up.
CHAPTER 8

CONCLUSIONS AND FUTURE WORK

In this work, we have investigated the design issues and trade-offs systematically of implementing fully integrated phase-locked loops in standard CMOS technologies. Low-power, low voltage and high-frequency operation ICs are pursued in our design in accordance with the ever-growing demands in low-power low-cost consumer RF electronics.

CMOS technologies are continuing to downscale toward smaller feature sizes. However, the benefits of downscaling in traditional aluminum CMOS technologies are countered by the larger parasitic sheet resistance of thinner wires. New materials with lower resistivity are needed to replace aluminum interconnect in the mature Al CMOS technologies. This is made possible by the recent breakthrough in Copper CMOS technologies. It is anticipated that Copper CMOS will soon become the mainstream in the market. In this research, we used a 0.18 \( \mu \text{m} \) Copper CMOS technology with 1 poly and 6 metal layers. The merits of Copper interconnect are explored in the design of high-performance integrated PLLs.

The most important design considerations in PLLs are phase-noise performance and dynamic behavior, which are directly related to loop bandwidth. Some trade-offs are necessary in choosing the loop bandwidth to achieve good performance. First of
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all, for noise suppression, the loop bandwidth needs to be chosen properly such that
in-band noise and out-of-band noise are suppressed optimally. A large loop bandwidth
facilitates fast settling behavior, but at the same time, will introduce higher level of
reference spurs to the output spectrum. To reduce reference spurs caused by charge-
pump current mismatch, programmable charge-pump can be used to compensate the
mismatch. If properly design, a programmable charge-pump can also be used to speed
up the settling time.

Two other efforts are made to achieve low phase-noise. One is the design of high-Q
inductors. In this effort, on-chip spiral inductors with Q-factor greater than 10 are
obtained and applied to the design of a LC-VCO. Another effort we have made in this
work is to minimize the dead-zone and blind-zone often existing in phase-frequency
detectors. The phase noise of a free running VCO will directly appear at the PLL
output unsuppressed when the phase difference falls within the dead-zone of the PFD.
Blind-zone will reduce the linear phase detection range, and slow down the dynamic
settling behavior of a PLL. Dead-zone and blind-zone often conflict with each other.
In this work the reduction of dead-zone and blind-zone are achieved by the innovative
design of a dynamic logic phase-frequency detector.

A programmable charge-pump is proposed that is capable of speeding up loop
dynamic settling, compensating loop gain variation, and reducing reference spurs. It
is pointed out that programmable charge-pumps are critical in developing PLLs for
multi-standard applications in wireless communications.

The design of high-speed prescaler is also investigated. Through careful design
and optimization, it is possible to implement dual-modulus dividers in CMOS that
operate in the 5.8 GHz WLAN frequency band or at even higher frequencies.
Further, a graphic method for obtaining the division ratio in fractional-N PLLs is given. The result obtained will be optimum in terms of power consumption and loop-bandwidth.

The exploration of fully integrated high-performance gigahertz PLLs are to be continued, and challenges continue to exist. Some future work in this research area includes:

- With the aid of good circuit simulators [43], it is possible to implement behavior models that reflect most of the non-ideal characteristics of PLL building blocks. The dynamic behavior and possibly noise performance of PLLs can then be explored at system level. This will be beneficial for better trade-offs in PLL design.

- PLLs that use $\Delta \Sigma$ modulator as the fractional-N controller have some advantages such as fine frequency tuning, and lowered reference spurs. However, currently PLLs with $\Delta \Sigma$ modulator are not widely and commercially available. The major cause might be due to the complexity and the power consumption of the modulator. The dynamic settling behavior of $\Delta \Sigma$ modulator controlled fractional-N PLLs should also be carefully investigated.

- Process and temperature compensation is always a great interest of high-yield IC design. This will continue to be one of the major efforts of designing high-performance PLLs.
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