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CHAPTER I

Introduction

An artificial medium is basically a macroscopic analog of a real medium, and typically consists of a large number of scattering objects distributed (more or less) uniformly in some host or background medium. The scattering objects affect the behavior of electric and magnetic fields inside the artificial medium. For example, a general plane wave in an artificial medium propagates with an effective wavenumber different than that of the host material or the scattering objects. As a result, artificial media can be characterized by an effective permittivity and effective permeability. In general, artificial media are anisotropic, and the constitutive parameters are tensor quantities.

When a plane wave propagates through an artificial medium, currents are induced in (or on) the scattering objects. As shown in Figure 1, these currents can be viewed as macroscopic current moments, analogous to the microscopic dipole moments induced in the molecules of an actual dielectric [1]. The effect of the macroscopic current moments is to produce a net electric and magnetic current moment per unit volume, and thus the artificial medium has some complex effective permittivity and permeability different from the host medium.

The complex effective constitutive parameters of the artificial medium are a function of frequency, the electrical size, shape, spacing, and orientation of the scattering objects, and the constitutive parameters of both the host medium and the scattering objects. Also, in contrast to real media, the constitutive parameters can
Actual Dielectric

\[ D = \varepsilon_0 E + P = \varepsilon E \]

(a)

Artificial Dielectric

\[ D = \varepsilon_0 E + P = \varepsilon_e E \]

(b)

Figure 1: The artificial dielectric model.
be a function of the direction of propagation through the artificial medium. By properly choosing the geometry and composition, it may be possible to design an artificial medium of desired permittivity, permeability and loss tangent.

This dissertation presents an integral equation and periodic method of moments (PMM) \[2, 3, 4\] solution to the problem of determining the effective permittivity and permeability of an artificial medium. The artificial medium is composed of a 3D periodic array of identical arbitrarily-shaped thin conductive or dielectric wire objects.

The solution proceeds as follows. First, an integral equation is formulated for a plane wave of unknown wavenumber propagating in an artificial medium of infinite extent in all three dimensions. Next, this integral equation is solved by the PMM, yielding the complex effective wavenumber of the plane wave, the eigenfunction currents in the wire objects, and the eigenfunction fields in the artificial medium. From these quantities, the effective constitutive parameters of the artificial medium are determined.

Three methods are formulated for determining the effective constitutive parameters. The first method determines what constitutive parameters a real medium must have to produce the same effective wavenumber solved for in the PMM solution. It is shown that this method applies only in certain simple geometries. The second and third methods are more general, and are based on the assumption that current and field quantities inside the artificial medium can be viewed in an average sense. The second method enforces the constitutive relationship equations using the current moments and eigenfunction fields averaged over a lattice cell. The third method enforces Maxwell's source-free equations (for a plane wave) applied to the eigenfunction fields averaged over a lattice cell.
The concept of artificial media was first introduced by Kock [5] in 1948 as applied to the design of microwave lenses. The problem was to produce a lightweight material with suitable index of refraction at microwave frequencies. Kock presented analysis of artificial dielectrics consisting of cubic arrays of spheres, discs and metallic strips. His preliminary work did not include interaction between the objects, and thus the objects and spacing must be electrically small with the objects small in terms of the spacing. Other applications include modeling a plasma as an artificial dielectric by Rotman [6] in the study of radio wave propagation. Bahl and Gupta [7] designed a leaky-wave antenna using the results of Brown [8]. King, Thiel and Park [9] inserted pins in a ground plane to synthesize a given surface reactance. Sihvola [10] modeled mixtures of rain and hail as artificial dielectrics in the analysis of microwave attenuation. A recent application of an artificial dielectric mixture is in the microwave welding of polymers by Wu and Benatar [11], where a lossy dielectric of desired conductivity is produced by the proper mixture of HCl doped polyaniline particles in a polyethylene host.

Arrays of spherical objects have been further treated by Lewin [12] where he accounts for the effects of plane wave scattering by nearby metal spheres, and by Corkum [13] where he uses the Clausius–Massoti equation [1, Sec. 2.8.1] suggested by Kock. Corkum’s analysis accounts the permeability of such an array, as well as the permittivity of a dielectric sphere array. Arrays of thin conducting disks have also received considerable treatment. For the magnetic field normal to the disks, Estrin [14] modeled the current on an isolated disk as a magnetic dipole and solved for the permeability in the case where the disks are far enough apart to neglect interaction. Estrin [15] also considered the anisotropic properties of a 3D array of disks in his analysis of oblique incident waves on such a medium. Brown and Jackson [16] include multipole interaction terms to provide a solution accurate for closely
packed disks. Further analysis of the metallic strip artificial dielectric, consisting of 2D metallic strips oriented transverse to both the direction of propagation and the electric field, is given by Brown [17] in which he formulates a more accurate theory based on transmission line theory. Also, Kolettis and Collin [18] presented a waveguide modal analysis for general directions of propagation through this strip media. Experimental results for the metallic strip artificial dielectric are presented by Kolettis and Collin [18], and Cohn [19].

Collin [20, Ch. 12] presents an extensive evaluation of artificial dielectrics, and his work serves as a good summary of much of the early work done in the area. He presents a simple static Lorentz solution which, only accounts for dipole interactions between objects, and thus, the objects must be electrically closely spaced and small in relative to the spacing. To account for larger objects, multipole terms can be included in the expressions for the fields.

The PMM solution presented in this dissertation was first suggested and utilized by Blanchard and Newman [21, 22]. They analyzed a 2D array of dielectric rods and a 3D array of straight perfect electric conducting dipoles. The current work included here is an extension of this preliminary work in several important ways. It analyzes periodic arrays of arbitrary conductive or dielectric wire objects, and allows for lossy materials. Also, methods are formulated to determine the anisotropic properties of artificial media, i.e., the effective permittivity and permeability tensors.

The theory of the given solution to artificial media is presented in Chapter II. This theory includes the derivation of the integral equation for a plane wave propagating in the artificial medium. The periodic method of moments (PMM) solution to the integral equation is presented, with specialization to the arbitrarily-shaped thin wire objects arranged in the 3D periodic lattice structure. This solution yields the complex wavenumber, as well as the eigenfunction currents and fields,
of the plane wave propagating in the artificial media. A discussion of how these quantities are used to determine the effective constitutive parameters of artificial media is included. Finally, expressions for the fields of a 2D planar array and a 3D volume array of current elements are derived. These field expressions provide the basis for the PMM solution and the eigenfunction fields in the artificial medium.

Chapter III presents the evaluation of the MM impedance matrix, and involves the computation of several distinct terms. Chapter IV presents the evaluation of the average eigenfunction electric and magnetic fields of the plane wave. The eigenfunction fields are spoken of in an average sense, i.e., they are averaged over the center lattice cell. Chapter V presents results obtained from the solution presented in this dissertation. These results are intended to illustrate the methods and techniques, as well as to present some interesting points about artificial media.

Many of the mathematical details of the PMM solution are given in appendices for clarity and to improve the readability of this dissertation. Appendix H presents a solution to the problem of determining the effective permittivity of an artificial dielectric composed of a 3D periodic array of small identical dielectric material spheres. The theory is similar to that presented in Chapter II, but it is not as general and complete. However, the implementation of the method is quite different, due to the scattering objects being spheres instead of wire objects. Appendix H is intended to be a self-contained document, with few references to material elsewhere in this dissertation.
CHAPTER II

Theory

This chapter presents the integral equation and PMM solution for a plane wave propagating through an artificial medium composed of thin conductive or dielectric wire objects arranged in a periodic lattice. This solution yields the complex wavenumber of the plane wave that can propagate without excitation through the artificial medium, i.e., the eigenfunction solution for the artificial medium. The solution also yields the shape of the eigenfunction currents in the scattering objects, from which the eigenfunction fields can be determined. Throughout this paper, all fields and currents are assumed to be time harmonic with the $e^{i\omega t}$ time dependence suppressed.

Two methods are presented for determining the effective permittivity and permeability tensors of the artificial medium. The polarization method is based on enforcing the constitutive relationship equations in an average sense in the artificial medium, and uses the average eigenfunction currents and fields per unit volume. The Maxwell's equations method is based on the assumption that Maxwell's equations for the plane wave are satisfied in an average sense in the artificial medium. This method uses the average eigenfunction fields per unit volume and the complex vector wavenumber of the plane wave.

As shown in Figure 2, the geometry of the artificial medium consists of a 3D triple periodic array of wire objects located in a homogeneous and isotropic host
medium. The homogeneous host medium has constitutive parameters \((\mu_0, \epsilon_0)\), wavelength \(\lambda_0\), wavenumber \(k_0\), and is not necessarily free space and may be lossy. The wire objects (shown as V-dipoles in the Figure 2) may be composed of an arbitrary conductive or dielectric material. The wires have radius \(a\), constitutive parameters \((\mu_0, \epsilon_1)\), and wavenumber \(k_1\). The complex permittivity of the wire objects, \(\epsilon_1\), is given by

\[
\epsilon_1 = \epsilon_{1\tau} \epsilon_0 - j \frac{\sigma_1}{\omega} = \epsilon_{1\tau} \epsilon_0 (1 - j \tan \delta_1)
\]  

(2.1)

where \(\sigma_1\) is the conductivity of the wire object (in \(\Omega^{-1}/\text{meter}\)) and \(\tan \delta_1\) is the loss tangent of the wire objects. The wire objects are arranged in a lattice cell structure with spacings \(d_u, d_v\) and \(d_w\) in the \(\hat{u}, \hat{v}\) and \(\hat{w}\) directions, respectively. This lattice cell structure need not be rectangular, and its unit vectors are

\[
\hat{u} = \hat{x}, \\
\hat{v} = u_x \hat{x} + u_y \hat{y} \quad \text{and} \quad \hat{w} = w_x \hat{x} + w_y \hat{y} + w_z \hat{z}.
\]

The elements are referenced by the index \(Q = (i_u, j_v, k_w)\) where \(-\infty \leq (i_u, j_v, k_w) \leq \infty\). The reference or center wire object is centered at the origin and is indexed by \(Q = 0 = (0, 0, 0)\). Also, let \(\Lambda Q = i_u d_u \hat{u} + j_v d_v \hat{v} + k_w d_w \hat{w}\) be the position vector from the origin to the center of lattice cell \(Q\).

Following the general methods presented by Blanchard and Newman [21, 22], the effective parameters of the artificial medium are determined by first assuming that a plane wave of unknown wavenumber is propagating through the medium. If the plane wave is propagating in the \(\hat{u}_k\) direction, assumed to be known, then it will be of the form

\[
e^{-j k_e \cdot \mathbf{R}},
\]

(2.2)

where \(k_e = k_e \hat{u}_k = k_{ex} \hat{x} + k_{ey} \hat{y} + k_{ez} \hat{z}\) is the unknown complex vector wavenumber (or wave-vector), and \(\mathbf{R} = x \hat{x} + y \hat{y} + z \hat{z}\) is the position vector. For a given direction
Wire Object $Q = (i_u, j_v, k_w)$

$(\mu_0, \epsilon_1)$

Background Medium $(\mu_0, \epsilon_0)$

$\hat{v} = v_x \hat{x} + v_y \hat{y}$

$\hat{u} = \hat{x}$

$\hat{w} = w_x \hat{x} + w_y \hat{y} + w_z \hat{z}$

$d_u$

$d_v$

$d_w$

Figure 2: The 3D volume lattice geometry.
\( \hat{u}_k \), it is desired to find \( k_e \) such that this plane wave satisfies Maxwell’s source free equations and all of the boundary conditions in the artificial medium, corresponding to the normal mode of propagation for the artificial medium, i.e., the eigenfunction solution for the artificial medium. Once the wavenumber \( k_e \) is known, then the shape of the eigenfunction currents in the material wire objects can be determined. From these eigenfunction currents, the eigenfunction fields can then be found.

For plane wave propagation in a given direction through a homogeneous anisotropic medium, it is known that there are two distinct eigenfunction modes of propagation [23, Sec. 4.2.5], [24, Sec. 14.2.2]. Each mode of propagation corresponds to a distinct complex wavenumber and polarization of the plane wave. Also, for homogeneous anisotropic media, the nine elements of the permittivity and permeability tensors are independent of the direction of propagation through the medium [23, Ch. 4], [24, Sec. 14.1].

It will be shown that the theory of two distinct modes of plane wave propagation extends to plane wave propagation through artificial media. Thus, for a given direction of propagation \( \hat{u}_k \) through an artificial medium, there are two values of \( k_e \) corresponding to the two eigenfunction solutions for the artificial medium. Each value of \( k_e \) corresponds to a distinct polarization of the plane wave, and to distinct eigenfunction currents on the wire objects, and hence, to distinct eigenfunction fields in the artificial medium. Also, it will be shown that the permittivity and permeability tensors typically will have only a slight variation on the direction of propagation in an artificial medium. One possible exception is when the eigenfunction current shapes are a strong function of the direction of propagation.
2.1 The Integral Equation

In formulating the integral equation for the artificial medium, as shown in Figure 3, the volume equivalence theorem is used to replace the wire objects by the host medium and the equivalent electric volume polarization currents [1, Sec. 7.7]

\[ J = j\omega(\varepsilon_1 - \varepsilon_0)E^t, \]  

(2.3)

where \( E^t \) is the total electric field inside the wire objects. Since the permeabilities of the host medium and the wire objects are identical, there are no magnetic currents in the wire objects. In the limiting case where the wires become perfectly conducting, the volume current \( J \) approaches a surface current on the wire surfaces. The current \( J \) exists in (or on) each and every wire object, and is written as

\[ J = \sum Q J^Q, \]  

(2.4)

where \( J^Q \) is the current in wire object \( Q \), and the summation is over all values of \( Q \), i.e., \(-\infty \leq (i_u, j_v, k_w) \leq \infty\). Since we seek a solution to Maxwell's source free equations, there are no impressed currents, and thus \( E^t \) is the electric field of \( J \) radiating in the homogeneous host medium. Equation (2.3) can be rearranged as the homogeneous equation

\[- E^t + \frac{J}{j\omega(\varepsilon_1 - \varepsilon_0)} = 0 \quad \text{in each wire object } Q, \]  

(2.5)

and is to be solved for the complex wavenumber \( k_e \), and the current in the center or \( Q = 0 \) wire object, by the PMM.

Due to the periodic nature of the array of wire objects, and of the plane wave of Equation (2.2), the current is identical in each wire object except for an amplitude and phase change corresponding to the value of the plane wave at the center of the
Equivalent Current $J^Q$ in Volume $V^Q$ 

Background Medium 

$\mathbf{v} = v_x \hat{x} + v_y \hat{y}$ 
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Figure 3: The equivalent 3D volume lattice geometry after application of the volume equivalence theorem.
lattice cell. In other words, the current in wire object \( Q \) differs from the current in the center wire object by the complex multiplier

\[
C^Q = e^{-j k_e \cdot \Lambda Q}.
\] (2.6)

As a result, the only unknowns are \( k_e \) and the current in the center wire object.

2.2 PMM Solution of the Integral Equation

Equation (2.5) will be solved by the periodic moment method (PMM) [2, 3, 4]. The first step in the PMM solution is to expand the unknown current \( J \) as

\[
J = \sum_Q J^Q \approx \sum_Q C^Q \sum_{n=1}^N I_n J_n^Q,
\] (2.7)

where the \( J_n^Q \) are \( N \) linearly independent expansion functions for the current in wire object \( Q \), and the \( I_n \) are \( N \) unknown expansion coefficients, with \( n = 1, 2, \ldots, N \). Note that for a given \( n \), all the \( J_n^Q \) are identical in shape, with the only difference being that a given \( J_n^Q \) is defined only on wire object \( Q \), i.e.,

\[
J_n^0(R) = J_n^Q(R - \Lambda Q).
\] (2.8)

Due to the periodic nature of the problem, it is only necessary to enforce Equation (2.5) over \( V^0 \), the volume of the center wire object.

Next, define \( N \) linearly independent weighting functions in the center wire object, denoted as \( W_m \) with \( m = 1, 2, \ldots, N \). Substituting \( J \) of Equation (2.7) into Equation (2.5), and taking the inner product of the result with the \( N \) weighting functions, reduces Equation (2.5) to an order \( N \) matrix equation which can be written as

\[
[Z + \Delta Z]I = [Z]I = 0.
\] (2.9)
Here, \(|Z| = |Z + \Delta Z|\) is the order \(N\) impedance matrix and \(I\) is the length \(N\) solution vector containing the \(I_n\) expansion coefficients of Equation (2.7). The impedance matrix elements are given by (\(m, n = 1, 2, ..., N\))

\[
Z_{mn}(k_e) = \sum_Q C^Q Z_{mn}^Q = -\sum_Q C^Q \int_{V_m} E_n^Q \cdot W_m \, dv 
\]

\[
\Delta Z_{mn} = \frac{1}{j\omega(\epsilon_1 - \epsilon_0)} \int_{V_m} J_n^0 \cdot W_m \, dv,
\]

where \(E_n^Q\) is the electric field of \(J_n^Q\), the \(n^{th}\) expansion function in wire object \(Q\), radiating in the homogeneous host medium. The integration is over \(V_m\), the volume of weighting function \(m\). The \(\Delta Z_{mn}\) terms do not depend on \(k_e\), but the \(Z_{mn}\) terms do through their dependence upon \(C^Q\). Note that the \(\Delta Z_{mn}\) terms are non-zero only when the expansion functions \(J_n^Q\) are in the center \(Q = 0\) wire object. Also, the \(\Delta Z_{mn}\) terms vanish when the wires are perfectly conducting, since \(|\epsilon_1| \to 0\).

The impedance matrix terms, \(Z_{mn}(k_e)\) and \(\Delta Z_{mn}\), are evaluated in Chapter III, for the piecewise sinusoidal (PWS) material wire expansion and weighting functions defined in Section 2.2.1.

The homogeneous matrix Equation (2.9) will have a non-trivial solution only if the determinant of the impedance matrix is zero. Thus, \(k_e\) is found by solving the fundamental equation

\[
|Z(k_e) + \Delta Z| = |Z| = 0,
\]

usually on an iterative basis.

2.2.1 The MM Expansion and Weighting Functions for Material Wires

In this section, MM expansion and weighting functions suitable for thin conductive or dielectric wires are defined. The expansion functions used are those employed by Newman [25], which incorporate known behavioral variations of the thin material.
wires. As shown in Figure 4, a dipole expansion function $n$ consists of two monopole current segments. Monopole $n_j$ is oriented along the $z_{nj}$-axis, with zero current at $z_{nj} = 0$ rising to unity current at $z_{nj} = d_{nj}$. The polarity of the current, on a monopole basis, always flows from the zero current end toward the unity current end. However, dipole expansion function $n$ has polarity such that current flows from the $j = 1$ monopole to the $j = 2$ monopole. Current is continuous, and of value unity, across the terminals of the dipole. The terminals of the dipole is where monopole 1 intersects with monopole 2, i.e., the point $z_{nj} = d_{nj}$. In this manner, expansion function $n$ is written as ($n = 1, 2, \ldots, N$)

$$J_n = J_{n1}(\rho_{n1}, z_{n1}) - J_{n2}(\rho_{n2}, z_{n2})$$

(2.13)

where, for $j = 1, 2$

$$J_{nj}(\rho_{nj}, z_{nj}) = \hat{z}_{nj} J_{nj}^z(\rho_{nj}, z_{nj}) + \hat{\rho}_{nj} J_{nj}^\rho(\rho_{nj}, z_{nj})$$

(2.14)

with $\rho_{nj}$ and $z_{nj}$ being the local radial and axial coordinates for monopole segment $n_j$.

The expansion function contains an axial and a radial component corresponding to the transverse magnetic (TM) to $z$ fields inside the thin material wire [25]. These components are written as

$$J_{nj}^z(\rho_{nj}, z_{nj}) = C J_0(k_\rho \rho_{nj}) F_{nj}(k_z z_{nj}) \quad \text{and}$$

$$J_{nj}^\rho(\rho_{nj}, z_{nj}) = \frac{-C}{k_\rho} J_1(k_\rho \rho_{nj}) F'_{nj}(k_z z_{nj})$$

(2.15)

(2.16)

where $C$ is a normalization constant, $J_i$ is a Bessel function of order $i$ ($i = 0, 1$), the prime $'$ denotes differentiation with respect to $z_{nj}$, and from the wave equation,

$$k_\rho^2 + k_z^2 = k_1^2.$$
The normalization constant $C$ is chosen such that $J^0_{nj}(\rho_{nj}, z_{nj})$ has unit terminal current, i.e.,

$$C = \left[\int_0^{2\pi} \int_0^a J_0(k_{\rho} \rho_{nj}) \, \rho_{nj} \, d\rho_{nj} \, d\phi\right]^{-1} = \frac{k_{\rho}}{2\pi a \, J_1(k_{\rho} a)}. \quad (2.17)$$

Note that the radial component $J^0_{nj}$ is dependent upon the axial component $J^z_{nj}$, and thus there is only one unknown current. The function $F_{nj}(k_z z_{nj})$ defines the axial variation of the expansion functions, as explained next.

As shown in Figure 4, dipole expansion functions are always zero at the endpoints but rise to unity at the terminals. Since the current vanishes at the endpoints of a perfectly conducting wire, these expansion functions are used for modeling the current on perfectly conducting wire objects. They are also used for modeling the current away from wire endpoints on imperfect conductive or dielectric wires objects. The axial variation of a dipole expansion function consists of two monopole axial variations. Choosing $k_z = k_0$, the monopole axial variation is

$$F_{nj}(k_z z_{nj}) = \begin{cases} \frac{\sin(k_0 z_{nj})}{\sin(k_0 d_{nj})} & \text{if } 0 \leq z_{nj} \leq d_{nj} \\ 0 & \text{otherwise.} \end{cases} \quad (2.18)$$

For imperfect conductive or dielectric wire objects, or when wire objects physically touch across adjacent cells, the current will not necessarily vanish at the wire object endpoints. To model such a current, monopole expansion functions are used. A monopole expansion function consists of only the $j = 1$ current segment. In analogy to Equation (2.13), monopole expansion function $n$ is written as

$$J_n = J_{n1}(\rho_{n1}, z_{n1}), \quad (2.19)$$

and the axial and radial variations remain the same as for the dipole expansion functions.
Figure 4: A typical dipole MM expansion function.
The weighting functions contain only an axial component and have axial variation the same as the expansion functions. However, the radial variation is constant. Therefore, a dipole weighting function is defined as

\[ W_m = \frac{1}{\pi a^2} \left[ \hat{z}_{m_1} F_{m_1}(k_z z_{m_1}) - \hat{z}_{m_2} F_{m_2}(k_z z_{m_2}) \right] \quad (2.20) \]

and a monopole weighting function is defined as

\[ W_m = \frac{1}{\pi a^2} \hat{z}_{m_1} F_{m_1}(k_z z_{m_1}) \quad (2.21) \]

for \( m = 1, 2, \ldots, N \).

### 2.2.2 Evaluation of the Eigenfunction Currents

Assume that a value of \( k_e \) has been found such that the fundamental Equation (2.12) is satisfied. Now it is desired to determine the eigenfunction currents in the wire objects. The MM matrix equation for the eigenfunction current in the center wire object can be written as

\[
\begin{bmatrix}
Z_{11} & Z_{12} & \cdots & Z_{1N} \\
Z_{21} & Z_{22} & \cdots & Z_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
Z_{N1} & Z_{N2} & \cdots & Z_{NN}
\end{bmatrix}
\begin{bmatrix}
I_1 \\
I_2 \\
\vdots \\
I_N
\end{bmatrix} =
\begin{bmatrix}
0 \\
0 \\
\vdots \\
0
\end{bmatrix} \quad (2.22)
\]

Recall that the determinant of the impedance matrix is zero, and thus this system of equations cannot be solved for the current coefficients \( I \) in the usual manner. However, the eigenfunction currents can be determined, to within a constant, by setting an arbitrary non-zero element of \( I \) to unity, and then reducing Equation (2.22) to an order \( N - 1 \) system of equations for the remaining \( N - 1 \) current coefficients. For example, setting the last coefficient \( I_N = 1 \), Equation (2.22) reduces
which can be solved using standard techniques. This method yields the eigenfunction currents on the wire objects to within a constant.

2.3 Determination of the Effective Constitutive Parameters

This section discusses the determination of the effective permittivity and permeability tensors, denoted by \((\tilde{\epsilon}_e, \tilde{\mu}_e)\), for an anisotropic artificial medium. A discussion of the roots \(k_e\) to Equation (2.12) is included, and different approaches to evaluating \((\tilde{\epsilon}_e, \tilde{\mu}_e)\) are presented.

Much of the theory contained in this section follows from anisotropic media theory as applied to crystal optics [23, Ch. 4], [24, Ch. 14]. This theory seems to apply to the macroscopic model of artificial media, provided the arbitrary material wire objects are not too electrically large or spaced too far apart and the eigenfunction current shape is not a strong function of the direction of propagation.

2.3.1 Discussion of the Roots \(k_e\) and Polarization

The first step in determining the equivalent permittivity and permeability of the artificial medium is to determine the roots, \(k_e\), to Equation (2.12). For a given direction of propagation through an anisotropic artificial medium composed of arbitrary scattering objects, there are two fundamental roots, \(k_e\), to Equation (2.12) [23, Sec. 4.25], [24, Sec. 14.2.2]. Each root corresponds to a distinct polarization of the
plane wave in the artificial medium, and its corresponding eigenfunction currents and fields.

For special geometries, the roots may be repeated roots or degenerate to the host medium wavenumber \( k_e = k_0 \). For example, repeated roots (two roots with the same numerical value for \( k_e \)) will occur for propagation normal to a symmetric wire cross with equal length vertical and horizontal members. One root corresponds to vertical polarization, and the other root corresponds to horizontal polarization. If the scattering object is of 2D or of 3D extent, the two roots will be different from the host medium wavenumber. If the scattering object is of 1D extent (i.e. a linear dipole), then there will be one root \( k_e = k_0 \), corresponding to a plane wave with polarization perpendicular to the dipole, and one root \( k_e \neq k_0 \), corresponding to polarization parallel to the dipole.

In a real homogeneous anisotropic medium the elements of the tensor constitutive parameters are independent of the direction of propagation [23, Ch. 4], [24, Sec. 14.1]. However, in an artificial medium, these elements may depend on the direction of propagation. If the material wire objects are not too electrically large or spaced too far apart, and the eigenfunction current shape is not strongly dependent on the direction of propagation, then any direction-dependent variation of the tensor constitutive parameter elements should be small or negligible. However, if the eigenfunction current shape is a strong function of the direction of propagation, then the tensor constitutive parameter elements may also vary with the direction of propagation.

Note that in developing Equation (2.12), the polarization of the plane wave was not specified. Thus, when a root of Equation (2.12) is found, the polarization is unknown. To find the polarization one can first compute the corresponding eigenfunction currents using Equation (2.23), and then the eigenfunction electric
and magnetic fields, as presented in Chapter IV. The polarization of the electric field is taken as the polarization corresponding to the chosen value of $k_e$. Once the eigenfunction fields are known, the characteristic impedance of the artificial medium, denoted $\eta_e$, can be evaluated as the ratio of the electric to magnetic eigenfunction fields tangential to the assumed direction of propagation. If the host medium and the scattering objects are lossless, then $k_e$ and $\eta_e$ will be positive real numbers. However, if either the host medium or the scattering objects have loss, then $k_e$ will be a complex number in the fourth quadrant, and $\eta_e$ will be a complex number in the sector $\pm 45^\circ$ of the positive real axis [26, Sec. 2-3].

Since the scattering objects in an artificial medium are typically electrically small, one is usually interested in the eigenfunction modes with the smallest $k_e$. However, it is important to note that larger roots, with larger $k_e$, may exist. One manner in which higher order roots do exist is through the periodic nature of the complex multiplier $C^Q$ of Equation (2.6). For example, in a problem where propagation is in the $\hat{u}_k = \hat{z}$ direction, $C^Q$ simplifies to

$$
C^Q = e^{-j k_e (k_w d_w w_z)}.
$$

(2.24)

Recall that $C^Q$ is the only term in the fundamental root Equation (2.12) that depends on $k_e$. Let $k_e = k_{e0}$ be the smallest root to Equation (2.12), where $\text{Re}(k_{e0}) > 0$. It can be seen by inspection of Equation (2.24) that if $k_{e0}$ is a root, then so will be values of $k_e$ where

$$
k_e = k_{e0} \pm \frac{2p\pi}{d_w w_z} \quad \text{for } p = 1, 2, 3, \ldots
$$

(2.25)

Thus, for some geometries, there exists a periodic occurrence of roots to Equation (2.12). However, for the material presented here, the lowest order root is the only root of interest, i.e., $k_e = k_{e0}$ is assumed. It should be noted that higher order
roots may exist that correspond to higher order modal eigenfunction solutions in the artificial medium, however, no such roots have been found to this date.

2.3.2 Polarization Method

Consider the determination of the dyadic effective permittivity and permeability \((\bar{\varepsilon}_e, \bar{\mu}_e)\) for an anisotropic artificial medium. It is assumed that for a given geometry, the two roots \(k_e\), their corresponding eigenfunction currents \(J^0\) on the center element, and their eigenfunction fields averaged over the volume of the center cell \((E^0, H^0)\), have all been determined. In the limit as \(k_e \to k_0\), the eigenfunction currents vanish and the eigenfunction fields become identical to a plane wave in the host medium.

The electric and magnetic dipole moment per unit volume in the center cell can now be computed as [20, Ch. 12.5]

\[
P^0 = \frac{1}{j\omega \Delta v} \int_{V^0} J^0 \, dv = \varepsilon_0 \bar{\chi}^e \cdot E^0
\]

\[
M^0 = \frac{1}{2\Delta v} \int_{V^0} R \times J^0 \, dv = \bar{\chi}^m \cdot H^0
\]

where \(V^0\) represents the region of the center cell of volume \(\Delta v\), and \(\bar{\chi}^e\) and \(\bar{\chi}^m\) are the dimensionless symmetric [23, Sec. 4.24], [24, Sec. 14.1] effective electric and magnetic susceptibility tensors, respectively, for the artificial medium. Equation (2.27) shows that even perfectly conducting or pure dielectric scattering objects can have a magnetic moment, and thus an effective permeability different from the host medium. Assuming that the usual constitutive relationships, which are valid point by point in a real medium, hold in an average sense in an artificial medium, the average electric and magnetic flux densities in the center cell are given by

\[
D^0 = \varepsilon_0 E^0 + P^0 = \varepsilon_0 E^0 + \varepsilon_0 \bar{\chi}^e \cdot E^0 = \bar{\varepsilon}_e \cdot E^0
\]

\[
B^0 = \mu_0 (H^0 + M^0) = \mu_0 (H^0 + \bar{\chi}^m \cdot H^0) = \bar{\mu}_e \cdot H^0.
\]
From Equations (2.28) and (2.29), the dyadic effective permittivity and permeability are given by

\[ \bar{\varepsilon}_e = (\bar{I} + \bar{\chi}^e)\varepsilon_0 \]  
(2.30)

\[ \bar{\mu}_e = (\bar{I} + \bar{\chi}^m)\mu_0 \]  
(2.31)

where \( \bar{I} \) is the unit dyad.

Explicitly showing Equation (2.26) relating the effective electric susceptibility to the average electric field and the electric dipole moment per unit volume in the center cell,

\[
\begin{bmatrix}
\varepsilon_0 \chi_{xx}^e & \varepsilon_0 \chi_{xy}^e & \varepsilon_0 \chi_{xz}^e \\
\varepsilon_0 \chi_{yx}^e & \varepsilon_0 \chi_{yy}^e & \varepsilon_0 \chi_{yz}^e \\
\varepsilon_0 \chi_{zx}^e & \varepsilon_0 \chi_{zy}^e & \varepsilon_0 \chi_{zz}^e
\end{bmatrix}
\begin{bmatrix}
E_0^0 \\
E_0^0 \\
E_0^0
\end{bmatrix}
= 
\begin{bmatrix}
P_0^0 \\
P_0^0 \\
P_0^0
\end{bmatrix}.
\]

Equation (2.32) is equivalent to three equations in the nine components of \( \bar{\chi}^e \), and is the result of one of the two roots of Equation (2.12). The other root will produce a dyadic equation, similar to Equation (2.32) with the same \( \bar{\chi}^e \), but with different \( E^0 \) and \( P^0 \). The two dyadic equations, along with the condition that \( \bar{\chi}^e \) is symmetric, can now be solved for the nine components of \( \bar{\chi}^e \). Once \( \bar{\chi}^e \) is known, then \( \bar{\varepsilon}_e \) is determined simply from Equation (2.30). The determination of \( \bar{\mu}_e \) is parallel to that presented for \( \bar{\varepsilon}_e \), but uses the dyadic Equation (2.27).

### 2.3.3 Maxwell’s Equations Method

Another method of determining the tensor constitutive parameters of the artificial medium follows directly from Maxwell’s equations. For this method, it is assumed that Maxwell’s equations apply to the average fields in the center cell of the artificial medium. Applying the well-known source–free Maxwell’s equations to the plane wave fields of the form assumed in Equation (2.2), it is obtained that [27,
\[
\begin{align*}
\nabla \times \mathbf{H} &= -j\omega \mathbf{D} \quad \Rightarrow \quad \mathbf{k}_e \times \mathbf{H}^0 = -\omega \mathbf{D}^0 = -\omega \bar{\varepsilon}_e \cdot \mathbf{E}^0 \\
\nabla \times \mathbf{E} &= j\omega \mathbf{B} \quad \Rightarrow \quad \mathbf{k}_e \times \mathbf{E}^0 = \omega \mathbf{B}^0 = \omega \bar{\mu}_e \cdot \mathbf{H}^0 \\
\n\nabla \cdot \mathbf{D} &= 0 \quad \Rightarrow \quad \mathbf{k}_e \cdot \mathbf{D}^0 = 0, \\
\n\nabla \cdot \mathbf{B} &= 0 \quad \Rightarrow \quad \mathbf{k}_e \cdot \mathbf{B}^0 = 0
\end{align*}
\] (2.33, 2.34, 2.35, 2.36)

where the tensor constitutive relationships of Equations (2.28) and (2.29) have been used.

Explicitly showing Equation (2.33) relating the effective wave-vector and permittivity tensor to the average electric and magnetic fields per unit volume in the center cell,

\[
\begin{bmatrix}
k_{ey}H^0_y - k_{ez}H^0_y \\
k_{ez}H^0_z - k_{ex}H^0_z \\
k_{ex}H^0_y - k_{ey}H^0_z
\end{bmatrix} = -\omega
\begin{bmatrix}
\varepsilon_{zz}^e & \varepsilon_{zy}^e & \varepsilon_{zz}^e \\
\varepsilon_{yz}^e & \varepsilon_{yy}^e & \varepsilon_{yz}^e \\
\varepsilon_{zz}^e & \varepsilon_{zy}^e & \varepsilon_{zz}^e
\end{bmatrix}
\begin{bmatrix}
E^0_z \\
E^0_y \\
E^0_z
\end{bmatrix}.
\] (2.37)

Equation (2.37) is equivalent to three equations in the nine components of \( \bar{\varepsilon}_e \), and is the result of one of the two roots of Equation (2.12). The other root will produce a dyadic equation, similar to Equation (2.37) with the same \( \bar{\varepsilon}_e \), but with different \( \mathbf{k}_e \) and \((\mathbf{E}^0, \mathbf{H}^0)\). The two dyadic equations, along with the condition that \( \bar{\varepsilon}_e \) is symmetric, can now be solved for the nine components of \( \bar{\varepsilon}_e \). The determination of \( \bar{\mu}_e \) is parallel to that presented for \( \bar{\varepsilon}_e \), but uses the dyadic Equation (2.34).

### 2.3.4 Uniaxial Artificial Media

For certain simple anisotropic media, termed uniaxial media, the off-diagonal components of \( \bar{\varepsilon}^e \) (and \( \bar{\varepsilon}^m \)) are negligible, and the diagonal components are related
to \(E^0\) and \(P^0\) by
\[
\chi^e_{ii} = \frac{P^0_i}{\varepsilon_0 E^0_i} \quad i = x, y, z. \tag{2.38}
\]
Equation (2.38) can be used to find the \(ii\) component of \(\chi^e\) provided that \(E^0_i\) is non-zero. If for a given direction of propagation and root, \(E^0_i \neq 0\) for \(i = x, y, z\), then Equation (2.38) can be used to find all three diagonal components of \(\chi^e\). If for a given direction of propagation and root \(E^0_i = 0\), then \(P^0_i = 0\), and Equation (2.38) is indeterminate. In this case \(\chi^e_{ii}\) can be determined from the other root, or by a different direction of propagation.

Consider propagation along one of the three principle axes in a uniaxial media. The two roots will correspond to polarizations in the directions of the two principle axes transverse to the direction of propagation. For this special case, the effective permittivity and permeability can be determined from the root \(k_e\) and characteristic impedance \(\eta_e\). It is assumed that \(k_e\) and \(\eta_e\) have been determined for a given frequency, polarization and direction of propagation along one of the principle axes. Since \(k_e\) and \(\eta_e\) are related to \(\mu_e\) and \(\varepsilon_e\) by
\[
k_e = \omega \sqrt{\mu_e \varepsilon_e} \quad \text{and} \quad \eta_e = \sqrt{\frac{\mu_e}{\varepsilon_e}}, \tag{2.39}
\]
then
\[
\varepsilon_e = \frac{k_e}{\omega \eta_e} \quad \text{and} \quad \mu_e = \frac{\eta_e k_e}{\omega}. \tag{2.40}
\]
If the magnetic moment of the scattering objects is negligible, then \(\mu_e = \mu_0\), and \(\varepsilon_e\) is given by
\[
\varepsilon_e = \frac{k_e^2}{\omega^2 \mu_0}. \tag{2.41}
\]
The advantage of using Equation (2.41) for pure artificial dielectrics (i.e., \(\mu_e = \mu_0\)) is that one need not compute \(\eta_e\).
2.4 Fields of a 2D Planar Array of Current Elements

This section evaluates the exact electric and magnetic fields of a 2D planar array of linear current elements. The theory included here has been presented before [28, 29, 30], however, it is repeated here since it is of great importance in implementing the PMM solution, and to employ notation specific to the artificial dielectric geometry.

Figure 5 shows a 2D planar array of infinitesimal current elements arranged on a parallelogram grid. The host medium is homogeneous and isotropic with constitutive parameters \((\mu_0, \varepsilon_0)\). Note that the host medium is not necessarily free space, and in general is a lossy medium. The unit vectors of the grid are \(\hat{u} = \hat{x}\) and \(\hat{v} = v_x \hat{x} + v_y \hat{y}\), and the spacings of the grid are \(d_u\) in the \(\hat{u}\) direction and \(d_v\) in the \(\hat{v}\) direction. The elements are referenced by the indices \((i_u, j_v)\) for \(-\infty \leq (i_u, j_v) \leq \infty\) and element \((i_u, j_v)\) is located at \(R_{ij} = i_u d_u \hat{u} + j_v d_v \hat{v}\). All elements are polarized in the arbitrary direction \(\hat{a}\), which may have a component out of the \(xy\) plane (or the \(uv\) plane.) Corresponding to the value of the plane wave with wave-vector \(\mathbf{k}_e\) propagating across the array, the incremental current moment on element \((i_u, j_v)\) is

\[
\hat{a} I dI' e^{-j\mathbf{k}_e \cdot \mathbf{R}_{ij}} = \hat{a} I dl' e^{-j(i_u d_i + j_v d_j)} \quad \text{where}
\]

\[
\mathbf{k}_e = k_{ex} \hat{x} + k_{ey} \hat{y} + k_{ez} \hat{z},
\]

\[
d_i = d_u k_{ex}, \quad \text{and}
\]

\[
d_j = d_v (k_{ex} v_x + k_{ey} v_y).
\]

The entire array produces some incremental electric vector potential \(d\mathbf{A}\), which is the summation of each individual element's contribution. If the field point is at \(\mathbf{R} = x\hat{x} + y\hat{y} + z\hat{z}\), then the contribution of element \((i_u, j_v)\) to \(d\mathbf{A}\) is

\[
d\mathbf{A}_{ij} = \frac{\mu_0}{4\pi} I dl' e^{-j(i_u d_i + j_v d_j)} e^{-jk_0|\mathbf{R} - \mathbf{R}_{ij}|} \frac{e^{-jk_0|\mathbf{R} - \mathbf{R}_{ij}|}}{|\mathbf{R} - \mathbf{R}_{ij}|}. \quad (2.42)
\]

26
Figure 5: A 2D planar array of infinitesimal current elements.
Summing the contributions of every element in the array, it is obtained that

\[
dA = \sum_{i_u} \sum_{j_v} dA_{ij} = \hat{a} \frac{\mu_0}{4\pi} I \, dl' \sum_{i_u} e^{-j(i_u d_i)} \sum_{j_v} e^{-j(j_v d_j)} e^{-jk_0|\mathbf{R} - \mathbf{R}_{ij}|}. \tag{2.43}
\]

In Equation (2.43) it is implicit that the summations are over \(-\infty \leq (i_u, j_v) \leq \infty\).

The inner summation of Equation (2.43) can be rewritten as

\[
\sum_{i_u} e^{-j(i_u d_i)} e^{-jk_0|\mathbf{R} - \mathbf{R}_{ij}|} = \sum_{i_u} e^{-j(i_u d_i)} \frac{e^{-jk_0\sqrt{(x' - i_u d_u)^2 + a^2}}}{\sqrt{(x' - i_u d_u)^2 + a^2}} \tag{2.44}
\]

where \(x' = x - j_v v_x d_v\) and \(a^2 = (y - j_v v_y d_v)^2 + z^2\). Next, the Poisson sum formula [31]

\[
\sum_{m} e^{jm\omega_0 t} F(m\omega_0) = \frac{2\pi}{\omega_0} \sum_{n} f \left( t + \frac{2\pi}{\omega_0} \right) \tag{2.45}
\]

along with the Fourier transform pair

\[
F(\omega) = \frac{e^{-jk_0\sqrt{a^2 + (\omega - \omega_1)^2}}}{\sqrt{a^2 + (\omega - \omega_1)^2}} \iff f(t) = \frac{e^{j\omega_1 t}}{2j} H_0^{(2)} \left( a\sqrt{k_0^2 - t^2} \right) \tag{2.46}
\]

where \(H_0^{(2)}(\cdot)\) is the second type Hankel function of order zero, is applied to Equation (2.44). With the variables of transformation defined as

\[
m \to i_u \\
n \to n_u \\
\omega_0 \to d_u \\
\omega_1 \to x' \\
t \to -k_{ex}
\]

it is obtained that

\[
\sum_{i_u} e^{-j(i_u d_i)} \frac{e^{-jk_0|\mathbf{R} - \mathbf{R}_{ij}|}}{|\mathbf{R} - \mathbf{R}_{ij}|} = \frac{\pi}{j d_u} \sum_{n_u} e^{-jx(k_{ex} + n_u \frac{2\pi}{d_u})} e^{j(j_u v_x d_v)(k_{ex} + n_u \frac{2\pi}{d_u})} \times
\]

\[
H_0^{(2)} \left[ a\sqrt{k_0^2 - \left( k_{ex} + n_u \frac{2\pi}{d_u} \right)^2} \right]. \tag{2.47}
\]
All the summation indices of Equations (2.45) and (2.47) are of the range $-\infty \leq (m, n, n_u) \leq \infty$.

The electric vector potential can be now be written as

$$
dA = \tilde{A} \frac{\mu_0 I dl'}{4 j_d u} \sum_{n_u} e^{-j k_0 z \left( \frac{k_{ex}}{k_0} + n_u \frac{2\pi}{k_0 d_u} \right)} \times
$$

$$
\times \sum_{j_v} e^{-j k_0 \left( \frac{k_{ey}}{k_0} v_y - n_u \frac{2\pi}{k_0 d_u} \right)} \left[ H_0^{(2)} \left( k_0 r_p \sqrt{(y - j_v v_y d_v)^2 + z^2} \right) \right], \quad (2.48)
$$

where $r_p = \sqrt{1 - \left( \frac{k_{ex}}{k_0} + n_u \frac{2\pi}{k_0 d_u} \right)^2}$. The Poisson sum formula of Equation (2.45) is applied a second time using the Fourier transform pair

$$
F(\omega) = H_0^{(2)} \left( k_0 r_p \sqrt{z^2 + (\omega - \omega_2)^2} \right) \iff f(t) = \frac{e^{j\omega_2 t} e^{-j z \sqrt{(k_0 r_p)^2 - t^2}}}{\pi} \frac{1}{\sqrt{(k_0 r_p)^2 - t^2}} \quad (2.49)
$$

and the transformation variables defined as

\[
\begin{align*}
m & \rightarrow j_v \\
n & \rightarrow n_v \\
\omega_0 & \rightarrow v_y d_v \\
\omega_2 & \rightarrow y \\
t & \rightarrow -k_0 \left( \frac{k_{ey}}{k_0} - n_u \frac{v_x}{v_y} \frac{2\pi}{k_0 d_u} \right).
\end{align*}
\]

Carrying out this process on the inner summation of Equation (2.48), it is obtained that

$$
dA = \tilde{A} \frac{\mu_0 I dl'}{2 j k_0 d_u v_y d_v} \sum_{n_u} \sum_{n_v} e^{-j k_0 z \left( \frac{k_{ex}}{k_0} + n_u \frac{2\pi}{k_0 d_u} \right)} \times
$$

$$
\times \frac{e^{-j k_0 \sqrt{1 - \left( \frac{k_{ex}}{k_0} + n_u \frac{2\pi}{k_0 d_u} \right)^2 - \left( \frac{k_{ey}}{k_0} - n_u \frac{v_x}{v_y} \frac{2\pi}{k_0 d_u} + n_v \frac{2\pi}{k_0 d_v} \right)^2}}}{\sqrt{1 - \left( \frac{k_{ex}}{k_0} + n_u \frac{2\pi}{k_0 d_u} \right)^2 - \left( \frac{k_{ey}}{k_0} - n_u \frac{v_x}{v_y} \frac{2\pi}{k_0 d_u} + n_v \frac{2\pi}{k_0 d_v} \right)^2}}. \quad (2.50)
$$

It is worthwhile to write Equation (2.50) in the compact form

$$
dA = \tilde{A} \frac{\mu_0 I dl'}{2 j k_0 d_u v_y d_v} \sum_{n_u} \sum_{n_v} e^{-j k_0 R \cdot \hat{z} \pm \frac{1}{r_x}} \quad \text{for} \quad z \left\{ \begin{array}{ll} > 0 & \text{where} \\ < 0 & \end{array} \right. \quad (2.51)
$$
\[ \mathbf{R} = x\hat{x} + y\hat{y} + z\hat{z}, \]
\[ \hat{r}_z = r_x\hat{x} + r_y\hat{y} \pm r_z\hat{z}, \]
\[ r_x = \frac{k_{xz}}{k_0} + n_u\frac{2\pi}{k_0d_u}, \]
\[ r_y = \frac{k_{zy}}{k_0} - n_u\frac{v_x}{v_y}k_0d_u + n_v\frac{2\pi}{k_0v_yd_u}, \]
\[ r_z = \sqrt{1 - r_x^2 - r_y^2} \quad \text{such that } \text{Im}(r_z) \leq 0. \]

In this form, the electric field of the 2D array of infinitesimal current elements is expressed as a double spectral summation of plane waves propagating in the spectral direction \( \hat{r}_+ \) for positive \( z \) and \( \hat{r}_- \) for negative \( z \). Note that in the square root defining \( r_z \), the root is chosen such that the spectral plane wave either propagates or decays exponentially as it moves away from the \( xy \) plane. In general, for a lossless host medium (\( \text{Im}(k_0) = 0 \)) there will be a finite number of propagating waves and an infinite number of decaying evanescent waves.

The incremental magnetic field is found simply as
\[
\frac{d\mathbf{H}}{d\mu_0} = \frac{1}{\nabla} \times d\mathbf{A} = \frac{Idl'}{2d_ud_yd_v} \sum_{n_u} \sum_{n_v} e^{-jk_0\mathbf{R} \cdot \hat{r}_\pm} \hat{\mathbf{a}} \times \hat{r}_\pm, \tag{2.52}
\]
and the incremental electric field is found as
\[
d\mathbf{E} = \frac{1}{j\omega\epsilon_0} \nabla \times d\mathbf{H} = \frac{Idl'd_0}{2d_ud_yd_v} \sum_{n_u} \sum_{n_v} e^{-jk_0\mathbf{R} \cdot \hat{r}_\pm} \mathbf{e}_\pm \quad \text{where,} \tag{2.53}
\]
\[
\mathbf{e}_\pm = (\hat{\mathbf{a}} \times \hat{r}_\pm) \times \hat{r}_\pm = (\hat{r}_\pm \cdot \hat{\mathbf{a}})\hat{r}_\pm - \hat{\mathbf{a}}. \tag{2.54}
\]

If the reference point moves from the origin to \( \mathbf{R}' \), the resulting field is the same as if the reference point stays at the origin, and the field point moves to \( \mathbf{R} - \mathbf{R}' \). In this manner, \( d\mathbf{E} \) becomes
\[
d\mathbf{E} = \frac{Idl'd_0}{2d_ud_yd_v} \sum_{n_u} \sum_{n_v} e^{-jk_0\mathbf{R} \cdot \hat{r}_\pm} \mathbf{e}_\pm e^{jk_0\mathbf{R}' \cdot \hat{r}_\pm}. \tag{2.55}
\]
The total electric field of a linear current element \( nj \), denoted as \( F_{nj}(l') \), is now determined by integrating Equation (2.55) along the length of the current element.
Typically, a current element $n_j$ will be monopole $j$ ($j = 1$ or 2) of expansion function $n$. Note that in Equation (2.55) the only variation on the source point $R'$ is in the last exponential term. As shown in Figure 6, if current element $n_j$ is straight, the source point $R'$ can be written as

$$R' = R_{n_j} + \hat{a}_{n_j} l' \quad \text{for } 0 \leq l' \leq d_{n_j} \quad (2.56)$$

where $R_{n_j}$ is the position vector from the origin to the reference end of current element $n_j$, and $d_{n_j}$ is the length of segment $n_j$.

Figure 7 shows that there are three possible distinct regions that the field point $R$ can be within. The field in Region (I) consists only of left–going waves, so the $\hat{f}_-$ spectral vector is chosen and the integration is over the entire range of the current element. Similarly, the field in Region (III) consists only of right–going waves, so $\hat{f}_+$ is chosen and the integration is over the entire current element. In this manner,
the electric field in Region (I) can be written as

\[
E_{nj}^{(I)}(R) = \frac{\eta_0}{2\alpha v y d_n} \sum_{n_u} \sum_{n_v} e^{-jk_0(R-R_{nj}) \cdot \hat{r}_-} \frac{r_z}{r_z} e_{nj-} P_{nj-}^s (0, d_{nj})
\]  \( (2.57) \)

and the electric field in Region (III) can be written as

\[
E_{nj}^{(III)}(R) = \frac{\eta_0}{2\alpha v y d_n} \sum_{n_u} \sum_{n_v} e^{-jk_0(R-R_{nj}) \cdot \hat{r}_+} \frac{r_z}{r_z} e_{nj+} P_{nj+}^s (0, d_{nj}).
\]  \( (2.58) \)

The function \( P_{nj\pm}^s(a, b) \) is termed the \( nj \)th source pattern factor and is defined as

\[
P_{nj\pm}^s(a, b) = \int_a^b F_{nj}(l') e^{+jk_0 l'(a_{nj\pm} \cdot \hat{r}_\pm)} dl'
\]  \( (2.59) \)

where \( F_{nj}(l') \) is the current distribution along the length of current segment \( nj \).

The source pattern factor is evaluated in greater detail in Appendix A. In Region (II) the electric field at point \( R \) consists of left-going waves from that section of the current element denoted by \( nj- \) and right-going waves from that section of the current element denoted by \( nj+ \). Thus, the field at point \( R \) in Region (II) is the sum obtained by choosing the \( \hat{r}_- \) spectral vector and integrating Equation (2.55) over \( nj- \) plus choosing the \( \hat{r}_+ \) spectral vector and integrating Equation (2.55) over \( nj+ \). Therefore, the electric field in Region (II) can be written as

\[
E_{nj}^{(II)}(R) = \frac{\eta_0}{2\alpha v y d_n} \sum_{n_u} \sum_{n_v} \left[ e^{-jk_0(R-R_{nj}) \cdot \hat{r}_+} \frac{r_z}{r_z} e_{nj+} P_{nj+}^s (a_{nj+}, b_{nj+}) + \right.

\left. + e^{-jk_0(R-R_{nj}) \cdot \hat{r}_-} \frac{r_z}{r_z} e_{nj-} P_{nj-}^s (a_{nj-}, b_{nj-}) \right].
\]  \( (2.60) \)

The limits of integration are from \( a_{nj+} \) to \( b_{nj+} \) for evaluating the \( P_{nj+}^s \) integral and from \( a_{nj-} \) to \( b_{nj-} \) for evaluating the \( P_{nj-}^s \) integral. These limits depend upon the specific wire segment geometry, and are given in Section A.1.

Note that if the current element is in a plane parallel to the \( xy \) plane, then Region (II) vanishes and there are only two regions. In this case, Equations (2.57) and (2.58) can be used to determine the electric field everywhere.
Figure 7: The three regions that the field point can be within.
In a similar manner, the magnetic fields in the three distinct regions are:

\[
H_{n_j}^{(I)}(\mathbf{R}) = \frac{1}{2d_u v_y d_v} \sum_{n_u} \sum_{n_v} e^{-jk_0(R-R_{n_j})} \hat{\mathbf{r}}_{-} \cdot (\mathbf{a}_{n_j} \times \mathbf{r}) P_{n_j}^s(0, d_{n_j}) \tag{2.61}
\]

\[
H_{n_j}^{(II)}(\mathbf{R}) = \frac{1}{2d_u v_y d_v} \sum_{n_u} \sum_{n_v} \frac{e^{-jk_0(R-R_{n_j})} \hat{\mathbf{r}}_{+}}{r_z} \cdot (\mathbf{a}_{n_j} \times \mathbf{r}) P_{n_j}^s(0, d_{n_j}) \tag{2.62}
\]

\[
H_{n_j}^{(III)}(\mathbf{R}) = \frac{1}{2d_u v_y d_v} \sum_{n_u} \sum_{n_v} \left[ \frac{e^{-jk_0(R-R_{n_j})} \hat{\mathbf{r}}_{+}}{r_z} \cdot (\mathbf{a}_{n_j} \times \mathbf{r}) P_{n_j}^s(a_{n_j+}, b_{n_j+}) \right. \\
+ \left. \frac{e^{-jk_0(R-R_{n_j})} \hat{\mathbf{r}}_{-}}{r_z} \cdot (\mathbf{a}_{n_j} \times \mathbf{r}) P_{n_j}^s(a_{n_j-}, b_{n_j-}) \right] \tag{2.63}
\]

It should be noted that the fields evaluated in this section are for a single current element \(n_j\). This is adequate for evaluating the fields from a monopole expansion function. However, a dipole expansion function is composed of two current segments, and the procedure of this section must be repeated for each section. As shown in Figure 6 and in Equation (2.56), the vector \(\mathbf{R}_{n_j}\) always points from the origin to the zero current endpoint of current segment \(n_j\), and the unit vector \(\mathbf{a}_{n_j}\) points from the zero current endpoint to the unity current endpoint.

### 2.5 Fields of a 3D Volume Array of Current Elements

This section uses the results of Section 2.4 to evaluate the exact electric and magnetic fields of a 3D volume array of linear current elements [32, Ch. 2]. As shown in Figure 8, the 3D volume array consists of an infinite parallel stacking of the 2D planar array of elements in the host medium \((\mu_0, \varepsilon_0)\). The 2D layers are referenced by the index \(k_w\) for \(-\infty \leq k_w \leq \infty\), and are spaced a distance of \(d_w\) in the unit direction \(\mathbf{w} = w_x \hat{x} + w_y \hat{y} + w_z \hat{z}\). Therefore, the vector from the reference point on the \(k_w = 0\) plane (the origin) to the equivalent point on any \(k_w \neq 0\) plane can be skew to the \(xy\) plane, and is given as \(k_w d_w \mathbf{w}\). The current elements on each
Figure 8: A 3D volume array made of stacked 2D planar arrays.

plane will be weighted by the plane wave propagating through the volume array. The current weighting corresponding to the plane wave's variation in the \( \hat{u} \) and \( \hat{v} \) directions have already been included in the analysis of Section 2.4. The current weighting corresponding to the plane wave's variation in the \( \hat{w} \) direction is

\[
C(k_w) = e^{-j k_w d_w (k_e \cdot \hat{w})} = e^{-j (k_w d_k)} \quad \text{where}
\]

\[
d_k = d_w (k_{ex} w_x + k_{ey} w_y + k_{ez} w_z).
\]
Primarily of interest are the fields in the center lattice cell about the origin. These fields are the sum of all the 2D planar element fields for all planes \(-\infty \leq k_w \leq \infty\). The fields of the \(k_w = 0\) planar array were determined in Section 2.4. The fields of the planes referenced by \(k_w = +1, +2, +3, \ldots, +\infty\) consist of only left-going waves in the center lattice cell. Thus, \(E_{nj}^{(I)}(R)\) and \(H_{nj}^{(I)}(R)\) of Equations (2.57) and (2.61) must be weighted by \(C(k_w)\) and summed over positive \(k_w\). Similarly, the fields of the \(k_w = -1, -2, -3, \ldots, -\infty\) planes consist of only right-going waves in the center lattice cell. Thus, \(E_{nj}^{(II)}(R)\) and \(H_{nj}^{(II)}(R)\) of Equations (2.58) and (2.62) must be weighted by \(C(k_w)\) and summed over negative \(k_w\). It should be noted here that the \(z\) range spanned by elements in adjacent \(k_w\) planes do not overlap. (See Figure 7.) This requirement insures that there are no Region (II) type fields from planes where \(k_w \neq 0\). For both positive and negative \(k_w\), to account for the shift in position to the plane indexed by \(k_w\), the vector \(R_{nj}\) (of the field equations for Regions (I) and (III)) must be replaced by \(R_{nj} + k_w d_w \hat{w}\).

In this manner, the total electric field in the center lattice cell, due to the 3D volume array of all the \(n_j^{th}\) current elements, can be written as

\[
E_{nj}^{TOT}(R) = E_{nj}(k_w = 0, R) + \sum_{k_w = +1}^{+\infty} C(k_w) E_{nj}^{(I)}(k_w, R) + \sum_{k_w = -1}^{-\infty} C(k_w) E_{nj}^{(II)}(k_w, R). \tag{2.64}
\]

The electric field \(E_{nj}^{(I)}(k_w, R)\) can be written as

\[
E_{nj}^{(I)}(k_w, R) = \frac{\eta_0}{2 d_u v_y d_v} \sum_{n_u} \sum_{n_v} \frac{e^{-j k_0 [R - (R_{nj} + k_w d_w \hat{w})] \cdot \hat{r}}}{r_z} e^{n_j - P_{nj}^s}(0, d_{nj}). \tag{2.65}
\]

Inserting \(E_{nj}^{(I)}(k_w, R)\) into the first summation of Equation (2.64) and rearranging the summation order, it is obtained that

\[
\sum_{k_w = +1}^{+\infty} C(k_w) E_{nj}^{(I)}(k_w, R)
\]
\[
= \frac{\eta_0}{2d_u v_y d_v} \sum_{n_u} \sum_{n_v} \left( \sum_{k_w=-1}^{+\infty} e^{-j(k_w\beta_-)} \right) \frac{e^{-j k_0 |\mathbf{R}-\mathbf{R}_{nj}| \cdot \mathbf{e}_z}}{r_z} e_{nj-} P_{nj-}^{s}(0, d_{nj}). \quad (2.66)
\]

Similarly, the second summation of Equation (2.64) becomes

\[
\sum_{k_w=-1}^{\infty} C(k_w) E_{nj}^{(III)}(k_w, \mathbf{R})
\]

\[
= \frac{\eta_0}{2d_u v_y d_v} \sum_{n_u} \sum_{n_v} \left( \sum_{k_w=-1}^{\infty} e^{-j(k_w\beta_+)} \right) \frac{e^{-j k_0 |\mathbf{R}-\mathbf{R}_{nj}| \cdot \mathbf{e}_z}}{r_z} e_{nj+} P_{nj+}^{s}(0, d_{nj}). \quad (2.67)
\]

For Equations (2.66) and (2.67), \( \beta_{\pm} = d_k - k_0 d_w (\mathbf{\hat{w}} \cdot \mathbf{\hat{e}}_{\pm}) = d_w [k_e - k_0 \mathbf{\hat{r}}_{\pm}] \cdot \mathbf{\hat{w}} \).

The innermost summation on \( k_w \) can be evaluated in closed form by making use of the summation identity

\[
\sum_{k=1}^{\infty} e^{-j \beta k} = \frac{e^{-j \beta}}{1 - e^{-j \beta}}
\]

where \( \beta \) is a complex number. The summation on \( k_w \) in Equation (2.66) is a straightforward application of this identity. However, the summation on \( k_w \) in Equation (2.67) requires a change in the summation index of \( k_w \rightarrow -k_w' \), such that the summation is over positive \( k_w' \). The results are

\[
\sum_{k_w=-1}^{+\infty} e^{-j k_w \beta_-} = \frac{e^{-j \beta_-}}{1 - e^{-j \beta_-}} \quad \text{and} \quad \sum_{k_w=-1}^{\infty} e^{-j k_w \beta_+} = \frac{e^{j \beta_+}}{1 - e^{j \beta_+}}.
\]

(2.68)

Combining these results, the total electric field in the center lattice cell can be written as

\[
E_{nj}^{\text{TOT}}(\mathbf{R}) = E_{nj}(k_w = 0, \mathbf{R}) +
\]

\[
+ \frac{\eta_0}{2d_u v_y d_v} \sum_{n_u} \sum_{n_v} \left[ \left( \frac{e^{-j \beta_-}}{1 - e^{-j \beta_-}} \right) \frac{e^{-j k_0 |\mathbf{R}-\mathbf{R}_{nj}| \cdot \mathbf{e}_z}}{r_z} e_{nj-} P_{nj-}^{s}(0, d_{nj}) +
\]

\[
+ \left( \frac{e^{j \beta_+}}{1 - e^{j \beta_+}} \right) \frac{e^{-j k_0 |\mathbf{R}-\mathbf{R}_{nj}| \cdot \mathbf{e}_z}}{r_z} e_{nj+} P_{nj+}^{s}(0, d_{nj}) \right]. \quad (2.69)
\]
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Performing a very similar operation on the magnetic field, the total magnetic field in the center lattice cell can be written as

\[
H_{nj}^{\text{TOT}}(R) = H_{nj}(k_w = 0, R) + \\
\frac{1}{2d_w v_d d_v} \sum_{n_u} \sum_{n_v} \left[ \left( \frac{e^{-j\beta_-}}{1 - e^{-j\beta_-}} \right) e^{-jk_0[R - R_{nj} \cdot \hat{r}_-]} \frac{1}{r_z} (\hat{a}_{nj} \times \hat{r}_-) P_{nj-}^g(0, d_{nj}) + \\
\left( \frac{e^{j\beta_+}}{1 - e^{j\beta_+}} \right) e^{-jk_0[R - R_{nj} \cdot \hat{r}_+]} \frac{1}{r_z} (\hat{a}_{nj} \times \hat{r}_+) P_{nj+}^g(0, d_{nj}) \right].
\]

(2.70)

For simplicity, it is worthwhile to write these total fields as

\[
E_{nj}^{\text{TOT}}(R) = E_{nj}(k_w = 0, R) + E_{nj}(k_w > 0, R) + E_{nj}(k_w < 0, R) \quad (2.71)
\]

\[
H_{nj}^{\text{TOT}}(R) = H_{nj}(k_w = 0, R) + H_{nj}(k_w > 0, R) + H_{nj}(k_w < 0, R). \quad (2.72)
\]
CHAPTER III
Evaluation of the Impedance Matrix

Typical elements of the impedance matrix are given by Equation (2.10) for the $Z_{mn}$ terms, and by Equation (2.11) for the $\Delta Z_{mn}$ terms. The evaluation of the $\Delta Z_{mn}$ terms is straightforward and is presented in Section 3.1. The $Z_{mn}$ terms are more complicated to evaluate, as will be outlined next.

Recall that expansion function $n$ can be either a dipole ($j = 1$ and 2) or monopole ($j = 1$) expansion function. Similarly, weighting function $m$ can be either a dipole ($i = 1$ and 2) or monopole ($i = 1$) weighting function. Therefore, there are four mutual impedance possibilities. Following the polarity convention presented in Section 2.2.1, the four mutual impedance possibilities are:

1. $i = 2, j = 2$: $Z_{mn} = Z_{m1,n1} - Z_{m1,n2} - Z_{m2,n1} + Z_{m2,n2}$,
2. $i = 1, j = 2$: $Z_{mn} = Z_{m1,n1} - Z_{m1,n2}$,
3. $i = 2, j = 1$: $Z_{mn} = Z_{m1,n1} - Z_{m2,n1}$, and
4. $i = 1, j = 1$: $Z_{mn} = Z_{m1,n1}$

where $Z_{mi,nj}$ is the mutual impedance between monopole $j$ of expansion function $n$ and monopole $i$ of weighting function $m$.

From Equation (2.10), on a monopole to monopole basis, it is seen that

$$Z_{mi,nj} = \sum Q C^Q Z_{mi,nj}^Q$$ (3.1)
where

\[ Z_{mi,nj}^Q = - \int_{V_{mi}} E_{nj}^Q \cdot W_{mi} \, dv \]  

(3.2)

in which \( E_{nj}^Q \) is the electric field of \( J_{nj}^Q \), and the integration is over \( V_{mi} \), the volume of monopole \( i \) of weighting function \( m \). The electric field \( E_{nj}^Q \) results from both the axial and the radial components of \( J_{nj}^Q \), given in Equations (2.15) and (2.16).

Therefore, it is convenient to write \( E_{nj}^Q \) as

\[ E_{nj}^Q = E_{nj}^{Qz} + E_{nj}^{Q\rho} \]  

(3.3)

where \( E_{nj}^{Qz} \) is the electric field of the axial current component and \( E_{nj}^{Q\rho} \) is the electric field of the radial current component. Similarly, it is convenient to write \( Z_{mi,nj}^Q \) as

\[ Z_{mi,nj}^Q = Z_{mi,nj}^{Qz} + Z_{mi,nj}^{Q\rho} \]  

(3.4)

\[ Z_{mi,nj}^{Qz} = - \int_{V_{mi}} E_{nj}^{Qz} \cdot W_{mi} \, dv \]  

(3.5)

\[ Z_{mi,nj}^{Q\rho} = - \int_{V_{mi}} E_{nj}^{Q\rho} \cdot W_{mi} \, dv. \]  

(3.6)

The evaluation of \( Z_{mi,nj}^{Q\rho} \) is presented in Section 3.2.

The \( Z_{mi,nj}^{Qz} \) terms are evaluated for all values of \( Q \) at once by noting that

\[ Z_{mi,nj}^{Qz} = \sum_Q C^Q Z_{mi,nj}^{Qz} \]

\[ = - \sum_Q C^Q \int_{V_{mi}} E_{nj}^{Qz} \cdot W_{mi} \, dv = - \int_{V_{mi}} \left[ \sum_Q C^Q E_{nj}^{Qz} \right] \cdot W_{mi} \, dv \]  

(3.7)

where

\[ \left[ \sum_Q C^Q E_{nj}^{Qz} \right] = E_{nj}^{TOT} \]

with \( E_{nj}^{TOT} \) given in Equation (2.69) or (2.71). The evaluation of Equation (3.7) is rather involved, and is presented in Section 3.3.
3.1 Evaluation of $\Delta Z$

A typical $\Delta Z_{mn}$ term is given by Equation (2.11), which involves only the expansion and weighting functions defined in the center $Q = 0$ lattice cell. Note that the $\Delta Z_{mn}$ term will be non-zero only when expansion function $n$ overlaps with weighting function $m$. Since the expansion functions are made up of monopoles, the overlapping is treated on a monopole to monopole basis. Figure 9 shows the two possible ways that monopole $j$ of expansion function $n$, can overlap with monopole $i$ of weighting function $m$, for $i, j = 1$ and/or 2.

The $\Delta Z$ contribution when monopole $j$ of expansion function $n$ overlaps with monopole $i$ of weighting function $m$ can be written as

$$\Delta Z_{mi,nj} = \frac{1}{j \omega (\epsilon_1 - \epsilon_0)} \int_0^d \int_0^{2\pi} \int_0^a J_{nj}^0 \cdot W_{mi} \, \rho \, d\rho \, d\phi \, dz \quad (3.8)$$
where \( d \) is the length of the overlapping monopole segment. Noting the expressions for the expansion and weighting functions in Section 2.2.1, Equation (3.8) becomes

\[
\Delta Z_{mi,nj} = \frac{1}{j\omega \pi d^2 (\varepsilon_1 - \varepsilon_0)} F_{mi,nj}
\]  

(3.9)

where \( F_{mi,nj} \) depends upon the axial variations of the overlapping segments, and is written as

\[
F_{mi,nj} = \int_0^d F_{mi}(k_0 z) F_{nj}(k_0 z) \, dz.
\]  

(3.10)

In both overlapping cases of Figure 9, the axial variation for the weighting monopole \( mi \) is

\[
F_{mi}(k_0 z) = \begin{cases} 
\frac{\sin(k_0 z)}{\sin(k_0 d)} & \text{if } 0 \leq z \leq d \\
0 & \text{otherwise.}
\end{cases}
\]  

(3.11)

If the overlapping geometry is as shown in Figure 9(a), then the axial variation of the expansion monopole \( nj \) is the same as for the weighting monopole \( mi \), and Equation (3.10) becomes

\[
F_{mi,nj} = \frac{k_0 d - \cos(k_0 d) \sin(k_0 d)}{2 k_0 \sin^2(k_0 d)}.
\]  

(3.12)

If the overlapping geometry is as shown in Figure 9(b), then the axial variation of the expansion monopole \( nj \) is

\[
F_{nj}(k_0 z) = \begin{cases} 
-\frac{\sin(k_0 (d-z))}{\sin(k_0 d)} & \text{if } 0 \leq z \leq d \\
0 & \text{otherwise,}
\end{cases}
\]  

(3.13)

and Equation (3.10) becomes

\[
F_{mi,nj} = -\frac{\sin(k_0 d) - k_0 d \cos(k_0 d)}{2 k_0 \sin^2(k_0 d)}.
\]  

(3.14)

The minus sign in Equations (3.13) and (3.14) account for the fact that the current on the monopoles in Figure 9(b) are of opposite polarity.
3.2 Evaluation of $Z_{Q\rho}^{\omega}$

This section evaluates $Z_{mi,nj}^{Q\rho}$ given in Equation (3.6). As indicated in Section 2.2.1, the MM expansion functions have a radial current component, $J_{nj}^{\rho}$, defined on a per monopole basis and given by Equation (2.16). However, the MM weighting functions, $W_{ni}$, given by Equations (2.20) and (2.21), contain only an axial current component. The $\hat{p}_{nj}$-directed current $J_{nj}^{\rho}$ will produce an electric field, which will be highly localized to an axial field along its centerline. Therefore, $Z_{mi,nj}^{Q\rho}$ will be approximated as zero, unless if monopole $j$ of expansion function $n$ overlaps with monopole $i$ of weighting function $m$. In this manner, only the radial currents in the center $Q = 0$ wire object contribute to the impedance matrix. In summary, $Z_{mi,nj}^{Q\rho} = 0$ for all $Q \neq 0$ and for all nonoverlapping segments.

As illustrated in Figure 9, and explained in Section 3.1, the overlapping is treated on a monopole to monopole basis. If monopole $j$ of expansion function $n$ overlaps with monopole $i$ of weighting function $m$, then the contribution to the impedance matrix element $Z_{mn}$, resulting from $J_{nj}^{\rho}$, is written as

$$Z_{mi,nj}^{\rho} = \int_{0}^{d} \int_{0}^{2\pi} E_{nj}^{J_{\rho}^{\omega}} \cdot W_{mi} \rho \, d\rho \, d\phi \, dz$$

(3.15)

where $d$ is the length of the overlapping monopole segment, and $E_{nj}^{J_{\rho}^{\omega}}$ is the electric field of $J_{nj}^{\rho}$. Referencing the work of Richmond and Newman [33], this becomes

$$Z_{mi,nj}^{\rho} = -\frac{C \left[1 - J_{0}(k_{0}\alpha)\right]}{j\omega\epsilon_{0}k_{0}^{2}} F_{mi,nj}^{\prime}$$

(3.16)

where

$$F_{mi,nj}^{\prime} = \int_{0}^{d} F_{mi}^{\prime}(k_{0}z) F_{nj}^{\prime}(k_{0}z) \, dz.$$ 

(3.17)

The prime $'$ denotes differentiation with respect to $z$, and $F_{mi}(k_{0}z)$ and $F_{nj}(k_{0}z)$ are given by Equations (3.11) and/or (3.13), depending on the overlap geometry. If
the overlap geometry is as in Figure 9(a), then

$$F'_{mi, nj} = \frac{k_0}{2 \sin^2(k_0 d)} [k_0 d + \sin(k_0 d) \cos(k_0 d)]$$  \hspace{1cm} (3.18)

and if the overlap geometry is as in Figure 9(b), then

$$F'_{mi, nj} = \frac{k_0}{2 \sin^2(k_0 d)} [k_0 d \cos(k_0 d) + \sin(k_0 d)].$$  \hspace{1cm} (3.19)

The opposite polarity of the overlap case of Figure 9(b) has been included into Equation (3.19).

### 3.3 Evaluation of $Z^z$

This section evaluates the monopole to monopole impedance $Z^z_{mi, nj}$ given in Equation (3.7). In general, the scalar product of $E_{nj}^{\text{TOT}}$ with $W_m$ is integrated throughout $V_m$, the volume of monopole $i$ of weighting function $m$. Thus, the impedances require a triple volume integration throughout $V_m$. However, in all cases this can be reduced to a single integration in the axial direction of the weighting function monopole $m_i$.

If the monopoles $m_i$ and $n_j$ do not physically touch or overlap, then the currents can be approximated as line sources of the same axial current variation and strength, located at the centerlines of the monopole segments. In this case no stagger of the weighting monopole is necessary. However, if both monopoles are in the same plane, and that plane is parallel to the $xy$ plane, then a slight stagger of the weighting monopole out of this plane can accelerate the convergence of the spectral summations involved in the impedance evaluation. This is due to the slight exponential decay of the evanescent waves in the spectral summation of plane waves.

If the monopoles $m_i$ and $n_j$ do physically touch or overlap, then the triple volume integration is reduced to a single integration by employing the method of
equivalent wire radius, as used by Newman for thin material wires [25]. Basically, this results in the elimination of the $d\rho$ and $d\phi$ integrations by staggering the weighting monopole an *equivalent wire radius* off its centerline. The theory of this equivalent wire radius is presented in Appendix B, and the rules for staggering the weighting monopole $m_i$ are given in Appendix C.

When integrating in the axial direction of the monopole $m_i$, it is worthwhile to note that the position vector to a point on monopole $m_i$ can be written as

$$\mathbf{R} = \mathbf{R}_{m_i} + \hat{\mathbf{a}}_{m_i} l \quad \text{for} \quad 0 \leq l \leq d_{m_i} \quad (3.20)$$

where $\mathbf{R}_{m_i}$ is the position vector from the origin to the reference end of monopole $m_i$, and $d_{m_i}$ is the length of monopole $m_i$. Recall that for the PWS monopoles used in this paper, the reference end is the zero-current end. Equation (3.20) is a direct result of Figure 6 applied to monopole $m_i$ instead of monopole $n_j$, where the position variable $l'$ has been replaced by $l$.

The impedance $Z_{m_i,n_j}^z$ involves $E_{n_j}^{\text{TOT}}$, the electric field of the 3D array of current segments $n_j$. $E_{n_j}^{\text{TOT}}$ is given in Equation (2.71), where it is represented as contributions from the three ranges of the lattice summation index $k_w$ ($k_w = 0$, $k_w > 0$ and $k_w < 0$). Thus, it is convenient to write $Z_{m_i,n_j}^z$ as

$$Z_{m_i,n_j}^z = Z_{m_i,n_j}^{z=} + Z_{m_i,n_j}^{z>} + Z_{m_i,n_j}^{z<} \quad (3.21)$$

$$Z_{m_i,n_j}^{z=} = - \int_{V_{m_i}} E_{n_j}(k_w = 0, R) \cdot W_{m_i} \, dv \quad (3.22)$$

$$Z_{m_i,n_j}^{z>} = - \int_{V_{m_i}} E_{n_j}(k_w > 0, R) \cdot W_{m_i} \, dv \quad (3.23)$$

$$Z_{m_i,n_j}^{z<} = - \int_{V_{m_i}} E_{n_j}(k_w < 0, R) \cdot W_{m_i} \, dv. \quad (3.24)$$

In all the above cases, the weighting monopole becomes the filament source

$$W_{m_i} = \hat{a}_{m_i} F_{m_i}(l). \quad (3.25)$$
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3.3.1 The Evaluation of $Z^\infty_{mi,nj}$

The form of $E_{nj}(k_w = 0, R)$ used in the evaluation of $Z^\infty_{mi,nj}$ depends upon the geometrical arrangement of monopoles $mi$ and $nj$. Figure 34 and Appendix D describe the eight possible geometrical arrangements, which are labeled as Case 1 – Case 8. Basically, Equations (2.57), (2.58) and/or (2.60) are used to evaluate $E_{nj}(k_w = 0, R)$ in Regions (I), (II) and/or (III), as required by the geometry of monopoles $mi$ and $nj$. The eight possible cases for the evaluation of $Z^\infty_{mi,nj}$ are analyzed here.

Case 1 and Case 2:

Cases 1 and 2 are the simplest because the electric field of expansion monopole $nj$ across weighting monopole $mi$ consists solely of left-going or right-going waves, respectively. For Case 1, $E_{nj}(k_w = 0, R) = E_{nj}^{(I)}(R)$ of Equation (2.57), and for Case 2, $E_{nj}(k_w = 0, R) = E_{nj}^{(III)}(R)$ of Equation (2.58). Since monopole $mi$ is entirely within either Region (I) or Region (III) of expansion monopole $nj$, only one expression for $E_{nj}(k_w = 0, R)$ is required, and the limits of integration are over the entire length of monopole $mi$ in that region. The only spatial variation of $E_{nj}(k_w = 0, R)$ is the exponential term $e^{-j k_0 R \cdot \hat{T}_\pm}$ inside the double spectral summation of plane waves. Thus, the integration only involves this exponential term and the weighting function variation of Equation (3.25).

Inserting $E_{nj}(k_w = 0, R)$ and $W_{mi}$ into Equation (3.22) and integrating, it is obtained for Case 1 that

$$Z^\infty_{mi,nj} = \frac{\eta_0}{2 d_u v_y d_v} \sum_{n_u} \sum_{n_v} e^{-j k_0 [R_{mi} - R_{nj}] \cdot \hat{T}_-} \times$$

$$\times (e_{nj} \cdot \hat{a}_{mi}) P_{nj-}^* (0, d_{nj}) P_{mi-}^* (0, d_{mi})$$

(3.26)
and for Case 2

\[
Z_{mi,nj}^z = -\frac{\eta_0}{2d_u v_y d_v} \sum_{n_u} \sum_{n_v} \frac{e^{-j k_0 [R_{mi} - R_{nj}] \cdot \hat{z} +}}{r_z} \times \\
\times (e_{nj+} \cdot \hat{a}_{mi}) P_{nj+}^{s^*}(0, d_{nj}) P_{mi+}^{r^*}(0, d_{mi})
\]

(3.27)

where \( P_{mi \pm}^{r}(a, b) \) is termed the \( mi \)th receive pattern factor and is defined as

\[
P_{mi \pm}^{r}(a, b) = \int_a^b F_{mi}^{r}(l) e^{-j k_0 l (\hat{a}_{mi} \cdot \hat{r} \pm)} \, dl = C_{mi \pm}^{r} \left[ A_{mi \pm}^{r}(b) - A_{mi \pm}^{r}(a) \right]
\]

(3.28)

where

\[
C_{mi \pm}^{r} = \frac{1}{k_0 \sin(k_0 \ d_{mi}) \left[ 1 - (\hat{a}_{mi} \cdot \hat{r})^2 \right]}
\]

(3.29)

\[
A_{mi \pm}^{r}(x) = e^{-j k_0 x (\hat{a}_{mi} \cdot \hat{r} \pm)} \left[ -j (\hat{a}_{mi} \cdot \hat{r} \pm) \sin(k_0 x) - \cos(k_0 x) \right].
\]

(3.30)

Case 3:

Case 3 is more complicated because \( E_{nj}(k_w = 0, R) = E_{nj}^{(II)}(R) \) of Equation (2.60), which consists of both right-going and left-going waves across weighting monopole \( mi \). However, monopole \( mi \) is entirely within Region (II) of expansion monopole \( nj \), so the limits of integration are over the entire length of monopole \( mi \) using the Region (II) field. The spectral summations contain the usual spatial variation of the exponential term \( e^{-j k_0 R \cdot \hat{r} \pm} \). Moreover, the source pattern factors \( P_{nj \pm}^{s}(a_{nj \pm}, b_{nj \pm}) \) contain a spatial variation due to the \( z \) dependence of their integration limits, given in Section A.1. With these considerations for Case 3, \( Z_{mi,nj}^z \) becomes

\[
Z_{mi,nj}^z = -\frac{\eta_0}{2d_u v_y d_v} \sum_{n_u} \sum_{n_v} \left[ \frac{e^{-j k_0 [R_{mi} - R_{nj}] \cdot \hat{z} +}}{r_z} G_{mi,nj+}(0, d_{mi}) + \\
+ \frac{e^{-j k_0 [R_{mi} - R_{nj}] \cdot \hat{z} -}}{r_z} G_{mi,nj-}(0, d_{mi}) \right]
\]

(3.31)
\[
G_{mi,nj\pm}(a, b) = \int_{a}^{b} (e_{nj\pm} \cdot \hat{a}_{mi}) F_{mi}(l) e^{-jk_{0}\hat{n}_{nj\pm}(l)} P_{nj\pm}(a_{nj\pm}, b_{nj\pm}) dl.
\] (3.32)

Note that \( P_{nj\pm}(a_{nj\pm}, b_{nj\pm}) \) has an \( l \) dependence due to the source integration limits. The scalar product \( (e_{nj\pm} \cdot \hat{a}_{mi}) \) appears inside the integration so that open-current end charge contributions can be isolated and/or removed (see Section A.2). \( G_{mi,nj\pm}(a, b) \) is a rather involved integration and is evaluated in Appendix E.

Case 4, Case 5 and Case 6:

Note from Figure 34 that in Case 4 the weighting monopole is partially in Region (I) and partially in Region (II) of expansion monopole \( n_j \). Therefore, \( E_{nj}(k_w = 0, R) = E_{nj}^{(I)}(R) \) of Equation (2.57) when integrating over the portion of monopole \( m_i \) that is in Region (I), and \( E_{nj}(k_w = 0, R) = E_{nj}^{(II)}(R) \) of Equation (2.60) when integrating over the portion of monopole \( m_i \) that is in Region (II).

Similarly, for Case 5 the weighting monopole is partially in Region (III) and partially in Region (II) of expansion monopole \( n_j \). In this case, \( E_{nj}(k_w = 0, R) = E_{nj}^{(III)}(R) \) of Equation (2.58) when integrating over the portion of monopole \( m_i \) that is in Region (III), and \( E_{nj}(k_w = 0, R) = E_{nj}^{(II)}(R) \) of Equation (2.60) when integrating over the portion of monopole \( m_i \) that is in Region (II).

When integrating in Region (I) or Region (III), the spatial variation of \( E_{nj}(k_w = 0, R) \) consists only of the exponential term \( e^{-jk_{0}R \hat{n}_{\pm}} \). However, when integrating in Region (II), the spatial variation of \( E_{nj}(k_w = 0, R) \) includes the exponential term and the source pattern factor. With these considerations, for Case 4 \( Z_{mi,nj}^{zz} \) becomes

\[
Z_{mi,nj}^{zz} = -\frac{\eta_0}{2d_u v y d_v} \sum_{n_u} \sum_{n_v} \left[ e^{-jk_{0}[R_{mi} - R_{nj\pm}] \hat{n}_{\pm}} \right] \frac{\left( e_{nj\pm} \cdot \hat{a}_{mi} \right) P_{nj\pm}(a_{nj\pm}, b_{nj\pm}) P_{mi\pm}(a_{mi\pm}, b_{mi\pm})}{r_z} + \ldots
\]
\[
\begin{align*}
&\quad \quad + \frac{e^{-jk_0|\mathbf{R}_{mi} - \mathbf{R}_{nj}|^2} -}{\tau_z} G_{mi,nj} - (a_{mi2}, b_{mi2}) + \\
&\quad \quad + \frac{e^{-jk_0|\mathbf{R}_{mi} - \mathbf{R}_{nj}|^2} +}{\tau_z} G_{mi,nj} + (a_{mi2}, b_{mi2}) \\
\end{align*}
\]

(3.33)

and for Case 5 \( Z_{mi,nj}^{\pm} \) becomes

\[
Z_{mi,nj}^{\pm} = -\frac{\eta_0}{2d_u v_y d_v} \sum_{n_u} \sum_{n_v} \left[
\frac{e^{-jk_0|\mathbf{R}_{mi} - \mathbf{R}_{nj}|^2} -}{\tau_z} \left( e_{nj+} \cdot \hat{a}_{mi} \right) P^s_{nj-(0, d_{nj})} P^r_{mi-}(a_{mi1}, b_{mi1}) + \\
+ \frac{e^{-jk_0|\mathbf{R}_{mi} - \mathbf{R}_{nj}|^2} -}{\tau_z} G_{mi,nj} - (a_{mi2}, b_{mi2}) + \\
+ \frac{e^{-jk_0|\mathbf{R}_{mi} - \mathbf{R}_{nj}|^2} +}{\tau_z} G_{mi,nj} + (a_{mi2}, b_{mi2}) \right].
\] (3.34)

In either case, the limits of integration \((a_{mi1}, b_{mi1}), (a_{mi2}, b_{mi2})\) and \((a_{mi3}, b_{mi3})\) represent the portion of weighting monopole \( mi \) that is in Region (I),(II) or (III), respectively. These limits are defined in Appendix F.

From Figure 34, it is seen that Case 6 is an extension of either Case 4 or Case 5 in that monopole \( mi \) extends over Regions (I),(II) and (III) of monopole \( nj \). The same statements made above for Cases 4 and 5 hold true for Case 6, so that \( Z_{mi,nj}^{\pm} \) is written as

\[
Z_{mi,nj}^{\pm} = -\frac{\eta_0}{2d_u v_y d_v} \sum_{n_u} \sum_{n_v} \left[
\frac{e^{-jk_0|\mathbf{R}_{mi} - \mathbf{R}_{nj}|^2} -}{\tau_z} \left( e_{nj-} \cdot \hat{a}_{mi} \right) P^s_{nj-(0, d_{nj})} P^r_{mi-}(a_{mi1}, b_{mi1}) + \\
+ \frac{e^{-jk_0|\mathbf{R}_{mi} - \mathbf{R}_{nj}|^2} -}{\tau_z} \left( e_{nj+} \cdot \hat{a}_{mi} \right) P^s_{nj+(0, d_{nj})} P^r_{mi+}(a_{mi3}, b_{mi3}) + \\
+ \frac{e^{-jk_0|\mathbf{R}_{mi} - \mathbf{R}_{nj}|^2} -}{\tau_z} G_{mi,nj} - (a_{mi2}, b_{mi2}) + \\
+ \frac{e^{-jk_0|\mathbf{R}_{mi} - \mathbf{R}_{nj}|^2} +}{\tau_z} G_{mi,nj} + (a_{mi2}, b_{mi2}) \right].
\] (3.35)

The limits of integration are given in Appendix F.
Case 7 and Case 8:

From Figure 34, it is seen that Case 7 can be viewed as a special case geometry of Case 6, where Region (II) of monopole \( n_j \) has vanished. Thus, \( Z_{mi,n_j}^{z=} \) consists of only the Region (I) and Region (III) contributions, and is written as

\[
Z_{mi,n_j}^{z=} = -\frac{\eta_0}{2d_uyd_v} \sum_{n_u} \sum_{n_v} \left[ e^{-jk_0[R_{mi}-R_{nj}]/r} \left( e_{nj}^{-} \cdot \hat{a}_{mi} \right) P_{nj^{-}}(0,d_{nj}) P_{mi^{-}}(a_{mi1}, b_{mi1}) + \frac{e^{-jk_0[R_{mi}-R_{nj}]/r}}{r_z} \left( e_{nj}^{+} \cdot \hat{a}_{mi} \right) P_{nj^{+}}(0,d_{nj}) P_{mi^{+}}(a_{mi3}, b_{mi3}) \right].
\]

(3.36)

Case 8 is similar to Case 3, except that in Case 8 monopole \( mi \) does not have any extent in the \( z \) direction. However, it is still entirely within Region (II) of monopole \( nj \). The limits of integration become independent of \( z \), and the integrations of (3.32) no longer are nested. For case 8, \( Z_{mi,n_j}^{z=} \) can still be given by Equation (3.31), except that the pattern factor integral term now simplifies to

\[
G_{mi,n_j^{\pm}}(a, b) = P_{mi^{\pm}}(a, b) P_{nj^{\pm}}(a_{nj^{\pm}}, b_{nj^{\pm}})
\]

(3.37)

where the limits of integration are given in Appendix F.

3.3.2 The Evaluation of \( Z_{mi,n_j}^{z=+} \) and \( Z_{mi,n_j}^{z=\sim} \)

The electric field from all planes indexed by \( k_w > 0 \) consists only of left-going plane waves in the center \( Q = 0 \) lattice cell, and is expressed as

\[
E_{nj}(k_w > 0, R) = \frac{\eta_0}{2d_uyd_v} \sum_{n_u} \sum_{n_v} \left( e^{-jk_{-} \beta_{-}} \right) \frac{e^{-jk_0[R_{-} - R_{nj}]/r}}{r_z} e_{nj^{-}} P_{nj^{-}}(0,d_{nj}).
\]

(3.38)

The only spatial variation of \( E_{nj}(k_w > 0, R) \) is the exponential term \( e^{-jk_0R \cdot \hat{r}_{-}} \) inside the double spectral summation of plane waves. Employing Equation (3.20),
$Z_{m_i,n_j}^{>}$ can be expressed as

$$
Z_{m_i,n_j}^{>} = -\frac{\eta_0}{2d_u v_y d_v} \sum_{n_u} \sum_{n_v} \left( \frac{e^{-j\beta_-}}{1 - e^{-j\beta_-}} \right) \frac{e^{-jk_0[\mathbf{R}_{m_i}-\mathbf{R}_{n_j}] \cdot \mathbf{r}_-}}{r_z} \times \\
\times (\mathbf{e}_{n_j-} \cdot \mathbf{a}_{m_i}) \ P_{n_j-}^d(0,d_{n_j}) P_{m_i-}^r(0,d_{m_i})
$$

(3.39)

where $P_{m_i-}^r(0,d_{m_i})$ is given in Equation (3.28).

Similarly, $Z_{m_i,n_j}^{<}$ can be expressed as

$$
Z_{m_i,n_j}^{<} = -\frac{\eta_0}{2d_u v_y d_v} \sum_{n_u} \sum_{n_v} \left( \frac{e^{-j\beta_+}}{1 - e^{-j\beta_+}} \right) \frac{e^{-jk_0[\mathbf{R}_{m_i}-\mathbf{R}_{n_j}] \cdot \mathbf{r}_+}}{r_z} \times \\
\times (\mathbf{e}_{n_j+} \cdot \mathbf{a}_{m_i}) \ P_{n_j+}^d(0,d_{n_j}) P_{m_i+}^r(0,d_{m_i})
$$

(3.40)
CHAPTER IV

Average Eigenfunction Electric and Magnetic Fields

This chapter presents the evaluation of the electric and magnetic eigenfunction fields averaged over the center \( Q = 0 \) lattice cell. These fields, denoted as \((E^0, H^0)\), are defined as

\[
E^0 = \frac{1}{\Delta v} \int_{V^0} E(R) \, dv
\]

\[
H^0 = \frac{1}{\Delta v} \int_{V^0} H(R) \, dv
\]

where \( \Delta v \) is the volume of a lattice cell in the 3D array and \( V^0 \) represents the integration limits for the center \( Q = 0 \) lattice cell. For the evaluation presented here, the 3D lattice array consists of perpendicular axes, i.e.,

\[
\hat{u} = \hat{x}, \quad \hat{v} = \hat{y}, \quad \hat{w} = \hat{z},
\]

\[
d_u = d_x, \quad d_v = d_y, \quad d_w = d_z
\]

and therefore \( \Delta v = d_x \, d_y \, d_z \).

The eigenfunction fields \((E, H)\) are the fields radiated by the eigenfunction currents, so for the PMM solution

\[
E(R) \approx \sum_{n=1}^{N} I_n \sum_{j=1}^{1(2)} (-1)^{j+1} E_{nj}(R) \, dv
\]

\[
H(R) \approx \sum_{n=1}^{N} I_n \sum_{j=1}^{1(2)} (-1)^{j+1} H_{nj}(R) \, dv
\]

where the summation on \( j \) is \( j = 1 \) for a monopole and \( j = 1, 2 \) for a dipole expansion function. The sign factor \((-1)^{j+1}\) accounts for the polarity convention of
the monopoles making up the expansion functions. In evaluating the fields of a given MM expansion function, the fields of the radial current component are neglected, and thus Equations (2.71) and (2.72) are used to evaluate the fields of current segment \( n_j \). Noting that Equations (2.71) and (2.72) represent the fields as contributions from three ranges of the lattice summation index \( k_w (k_w = 0, k_w > 0 \text{ and } k_w < 0) \), the averaged eigenfunction fields are written as

\[
\mathbf{E}^0 \approx \frac{1}{\Delta u} \sum_{n=1}^{N} I_n \sum_{j=1}^{1(2)} (-1)^{j+1} \left[ \mathbf{I}^E_{n_j}(k_w = 0) + \mathbf{I}^E_{n_j}(k_w > 0) + \mathbf{I}^E_{n_j}(k_w < 0) \right] (4.5)
\]

\[
\mathbf{H}^0 \approx \frac{1}{\Delta u} \sum_{n=1}^{N} I_n \sum_{j=1}^{1(2)} (-1)^{j+1} \left[ \mathbf{I}^H_{n_j}(k_w = 0) + \mathbf{I}^H_{n_j}(k_w > 0) + \mathbf{I}^H_{n_j}(k_w < 0) \right] (4.6)
\]

where

\[
\begin{align*}
\mathbf{I}^E_{n_j}(k_w = 0) &= \int_{V_0} \mathbf{E}_{n_j}(k_w = 0, \mathbf{R}) \, dv \\
\mathbf{I}^E_{n_j}(k_w > 0) &= \int_{V_0} \mathbf{E}_{n_j}(k_w > 0, \mathbf{R}) \, dv \\
\mathbf{I}^E_{n_j}(k_w < 0) &= \int_{V_0} \mathbf{E}_{n_j}(k_w < 0, \mathbf{R}) \, dv \\
\mathbf{I}^H_{n_j}(k_w = 0) &= \int_{V_0} \mathbf{H}_{n_j}(k_w = 0, \mathbf{R}) \, dv \\
\mathbf{I}^H_{n_j}(k_w > 0) &= \int_{V_0} \mathbf{H}_{n_j}(k_w > 0, \mathbf{R}) \, dv \\
\mathbf{I}^H_{n_j}(k_w < 0) &= \int_{V_0} \mathbf{H}_{n_j}(k_w < 0, \mathbf{R}) \, dv.
\end{align*}
\]

Recall from Figure 7 that in general there are three possible regions for a field point in the center \( Q = 0 \) lattice cell, due to the \( k_w = 0 \) array of current segments \( n_j \). These regions are defined by the \( z \) values of the current segment endpoints. Figure 10 shows the limits on the \( z \) integration corresponding to the three regions. It is convenient to write

\[
\begin{align*}
\mathbf{I}^E_{n_j}(k_w = 0) &= \mathbf{I}^{E(1)}_{n_j} + \mathbf{I}^{E(2)}_{n_j} + \mathbf{I}^{E(3)}_{n_j} & (4.8) \\
\mathbf{I}^H_{n_j}(k_w = 0) &= \mathbf{I}^{H(1)}_{n_j} + \mathbf{I}^{H(2)}_{n_j} + \mathbf{I}^{H(3)}_{n_j} & (4.9)
\end{align*}
\]
where
\[ I_{nj}^{E(I)} = \int_{V_I} E_{nj}^{(I)}(\mathbf{r}) \, dv \]
\[ I_{nj}^{E(II)} = \int_{V_{II}} E_{nj}^{(II)}(\mathbf{r}) \, dv \]
\[ I_{nj}^{E(III)} = \int_{V_{III}} E_{nj}^{(III)}(\mathbf{r}) \, dv \]
\[ I_{nj}^{H(I)} = \int_{V_I} H_{nj}^{(I)}(\mathbf{r}) \, dv \]
\[ I_{nj}^{H(II)} = \int_{V_{II}} H_{nj}^{(II)}(\mathbf{r}) \, dv \]
\[ I_{nj}^{H(III)} = \int_{V_{III}} H_{nj}^{(III)}(\mathbf{r}) \, dv. \] (4.10)

where the integration limits \( V_I, V_{II} \) and \( V_{III} \) refer to the Region (I), (II) and (III) portions of the center lattice cell for the \( k_w = 0 \) current segment \( nj \), respectively. The electric fields \( E_{nj}^{(I)}(\mathbf{r}), E_{nj}^{(II)}(\mathbf{r)} \) and \( E_{nj}^{(III)}(\mathbf{r}) \) are given by Equations (2.57), (2.60) and (2.58), respectively, and the magnetic fields \( H_{nj}^{(I)}(\mathbf{r}), H_{nj}^{(II)}(\mathbf{r}) \) and \( H_{nj}^{(III)}(\mathbf{r}) \) are given by Equations (2.61), (2.63) and (2.62), respectively. Note that if current segment \( nj \) is in a plane parallel to the \( xy \) plane, then \( z_3 = z_1 \), and Region (II) vanishes, and hence \( I_{nj}^{E(II)} = I_{nj}^{H(II)} = 0 \).

4.1 \( k_w = 0 \), Region (I)

From the analysis in Sections 2.4, it was found that for Region (I) and Region (III), the only spatial variation of the fields is the exponential term \( e^{-j k_0 \mathbf{R} \cdot \hat{r}} \) inside the double spectral summation of plane waves. Thus, \( I_{nj}^{E(I)} \) and \( I_{nj}^{H(I)} \) can be expressed as
\[ I_{nj}^{E(I)} = \frac{\eta_0}{2 \pi d_x d_y} \sum_{nu} \sum_{nv} \frac{e^{j k_0 r_{nj} \cdot \hat{r}}}{r_z} e_{nj - P_{nj}^z (0, d_{nj})} \int_{V_I} e^{-j k_0 \mathbf{R} \cdot \hat{r}} \, dv \] (4.11)
\[ I_{nj}^{H(I)} = \frac{1}{2 \pi d_x d_y} \sum_{nu} \sum_{nv} \frac{e^{j k_0 r_{nj} \cdot \hat{r}}}{r_z} (\hat{a}_{nj} \times \hat{r}) e_{nj - P_{nj}^z (0, d_{nj})} \int_{V_I} e^{-j k_0 \mathbf{R} \cdot \hat{r}} \, dv. \] (4.12)
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$z = -\frac{d_z}{2}$  $z = z_1$  $z = z_3$  $z = \frac{d_z}{2}$

Figure 10: The $z$ integration limits for evaluating the average eigenfunction fields.

The limits of integration for Region (I) are

$$V^I = \begin{cases} 
-d_x/2 & \leq x \leq d_x/2 \\
-d_y/2 & \leq y \leq d_y/2 \\
-d_z/2 & \leq z \leq z_1 
\end{cases}$$

and thus the integration of Equations (4.11) and (4.12) becomes

$$\int_{V^I} e^{-jk_0R \cdot \hat{r}} \, dv = I_z I_y I^I_x$$

where

$$I_x = \int_{-d_x/2}^{d_x/2} e^{-jk_0r_x x} \, dx = \begin{cases} 
d_x & \text{if } r_x = 0 \\
\frac{2}{k_0r_x} \sin(k_0r_x d_x/2) & \text{otherwise}
\end{cases}$$

$$I_y = \int_{-d_y/2}^{d_y/2} e^{-jk_0r_y y} \, dy = \begin{cases} 
d_y & \text{if } r_y = 0 \\
\frac{2}{k_0r_y} \sin(k_0r_y d_y/2) & \text{otherwise}
\end{cases}$$
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\[ I^I_z = \int_{-\frac{d_z}{2}}^{\frac{d_z}{2}} e^{j k_0 r_z z} \, dz = \begin{cases} \frac{z_1 + \frac{d_z}{2}}{j k_0 r_z} - \exp(-j k_0 r_z z_1) - \exp(-j k_0 r_z \frac{d_z}{2}) & \text{if } r_z = 0 \\ \frac{\exp(-j k_0 r_z z_1) - \exp(-j k_0 r_z \frac{d_z}{2})}{j k_0 r_z} & \text{otherwise.} \end{cases} \]

Due to the product \( e_{n_j-} P_{n_j-}^s(0, d_{n_j}) \) appearing in Equation (4.11), the integrated electric field \( I_{n_j}^E(I) \) does include the electric field resulting from the open-current end charge. However, since the product \( e_{n_j-} P_{n_j-}^s(0, d_{n_j}) \) occurs outside of the spatial integration of Equation (4.11), the electric field of the open-current end charge can be easily isolated and/or removed using the technique presented in Section A.2. This will not affect the values of \( I_z, I_y \) or \( I^I_z \).

4.2 \( k_w = 0 \), Region (III)

In a similar manner, \( I_{n_j}^{E(III)} \) and \( I_{n_j}^{H(III)} \) can be expressed as

\[
I_{n_j}^{E(III)} = \frac{\eta_0}{2 d_x d_y} \sum_{n_x} \sum_{n_y} e^{j k_0 R_{n_j} \cdot \hat{r}_+} \frac{e_{n_j+} P_{n_j+}^s(0, d_{n_j})}{r_z} \int_{V^{III}} e^{-j k_0 R \cdot \hat{r}_+} \, dv \tag{4.13}
\]

\[
I_{n_j}^{H(III)} = \frac{1}{2 d_x d_y} \sum_{n_x} \sum_{n_y} e^{j k_0 R_{n_j} \cdot \hat{r}_+} \frac{(\hat{a}_{n_j} \times \hat{r}_+) P_{n_j+}^s(0, d_{n_j})}{r_z} \int_{V^{III}} e^{-j k_0 R \cdot \hat{r}_+} \, dv. \tag{4.14}
\]

The limits of integration for Region (III) are

\[
V^{III} = \begin{cases} \ -\frac{d_x}{2} \leq x \leq \frac{d_x}{2} \\ \ -\frac{d_y}{2} \leq y \leq \frac{d_y}{2} \\ \ z_3 \leq z \leq \frac{d_z}{2} \end{cases}
\]

and thus the integration of Equations (4.13) and (4.14) becomes

\[
\int_{V^{III}} e^{-j k_0 R \cdot \hat{r}_+} \, dv = I_z I_y I^{III}_z
\]

where \( I_z \) and \( I_y \) are the same as above and

\[
I^{III}_z = \int_{z_3}^{\frac{d_z}{2}} e^{-j k_0 r_z z} \, dz = \begin{cases} \frac{d_x}{2} - z_3 & \text{if } r_z = 0 \\ \frac{\exp(-j k_0 r_z z_3) - \exp(-j k_0 r_z \frac{d_z}{2})}{-j k_0 r_z} & \text{otherwise.} \end{cases}
\]
Note that a similar statement can be made concerning the electric field resulting from the open-current end charge for the integrated Region (III) electric field as was made above, for the Region (I) electric field.

4.3 \( k_w = 0, \text{ Region (II)} \)

In Region (II), the spatial variation of the fields consists of both the exponential term \( e^{-jk_0 R \cdot \hat{r} \pm} \), and also the pattern factor \( P^s_{n_{j\pm}}(a, b) \) due to the \( z \) dependence of its integration limits, given in Section A.1. Thus, \( I_{n_j}^{E(II)} \) and \( I_{n_j}^{H(II)} \) can be expressed as

\[
I_{n_j}^{E(II)} = \frac{\eta_0}{2d_x d_y} \sum_{n_u} \sum_{n_v} \left[ \frac{e^{jk_0 R \cdot \hat{r} -} }{r_z} \int_{V_{II}} e_{n_j-} P^s_{n_{j-}}(a_{n_{j-}}, b_{n_{j-}}) e^{-jk_0 R \cdot \hat{r} -} dv + \frac{e^{jk_0 R \cdot \hat{r} +} }{r_z} \int_{V_{II}} e_{n_j+} P^s_{n_{j+}}(a_{n_{j+}}, b_{n_{j+}}) e^{-jk_0 R \cdot \hat{r} +} dv \right] \tag{4.15}
\]

\[
I_{n_j}^{H(II)} = \frac{1}{2d_x d_y} \sum_{n_u} \sum_{n_v} \left[ \frac{e^{jk_0 R \cdot \hat{r} -} }{r_z} \left( \hat{a}_{n_j} \times \hat{r} - \right) \int_{V_{II}} P^s_{n_{j-}}(a_{n_{j-}}, b_{n_{j-}}) e^{-jk_0 R \cdot \hat{r} -} dv + \frac{e^{jk_0 R \cdot \hat{r} +} }{r_z} \left( \hat{a}_{n_j} \times \hat{r} + \right) \int_{V_{II}} P^s_{n_{j+}}(a_{n_{j+}}, b_{n_{j+}}) e^{-jk_0 R \cdot \hat{r} +} dv \right] \tag{4.16}
\]

The electric field resulting from the open-current end charge is embedded in the product \( e_{n_j \pm} P^s_{n_{j\pm}}(a_{n_{j\pm}}, b_{n_{j\pm}}) \). Thus the vector \( e_{n_j \pm} \) appears inside the integral of Equation (4.15) so that the charge electric field can be isolated and/or removed. The limits of integration for Region (II) are

\[ V_{II} = \begin{cases} -\frac{d_x}{2} \leq x \leq \frac{d_x}{2} \\ -\frac{d_y}{2} \leq y \leq \frac{d_y}{2} \\ z_1 \leq z \leq z_3 \end{cases} \]
and therefore the integrations of Equations (4.15) and (4.16) can be written as

$$\int_{\gamma^3} e_{n_j \pm} P_{n_j \pm} (a_{n_j \pm}, b_{n_j \pm}) e^{-j k_0 R \pm} dv = I_z I_y \mu_{z \pm}$$

$$\int_{\gamma^3} P_{n_j \pm} (a_{n_j \pm}, b_{n_j \pm}) e^{-j k_0 R \pm} dv = I_z I_y \mu_{z \pm}$$

where $I_z$ and $I_y$ are the same as above, and

$$I_z e^{(II)} = \int_{z_1}^{z_2} e_{n_j \pm} P_{n_j \pm} (a_{n_j \pm}, b_{n_j \pm}) e^{\mp j k_0 r z^2} dz$$

$$I_z (II) = \int_{z_1}^{z_2} P_{n_j \pm} (a_{n_j \pm}, b_{n_j \pm}) e^{\mp j k_0 r z^2} dz.$$ 

For the evaluation of these integrals, the notation of Appendix A will be utilized, as follows:

<table>
<thead>
<tr>
<th>Figure 33(b) Geometry</th>
<th>Figure 33(c) Geometry</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_{n_j +} (b_{n_j +})$</td>
<td>$B_{n_j +} (b_{n_j +})$</td>
</tr>
<tr>
<td>$B_{n_j +} (a_{n_j +})$</td>
<td>$B_{n_j +} (a_{n_j +})$</td>
</tr>
<tr>
<td>$Q_{n_j +} (b_{n_j +})$</td>
<td>$Q_{n_j +} (b_{n_j +})$</td>
</tr>
<tr>
<td>$Q_{n_j +} (a_{n_j +})$</td>
<td>$Q_{n_j +} (a_{n_j +})$</td>
</tr>
<tr>
<td>$A_{n_j +} (b_{n_j +})$</td>
<td>$A_{n_j +} (b_{n_j +})$</td>
</tr>
<tr>
<td>$A_{n_j +} (a_{n_j +})$</td>
<td>$A_{n_j +} (a_{n_j +})$</td>
</tr>
<tr>
<td>$B_{n_j -} (b_{n_j -})$</td>
<td>$B_{n_j -} (b_{n_j -})$</td>
</tr>
<tr>
<td>$B_{n_j -} (a_{n_j -})$</td>
<td>$B_{n_j -} (a_{n_j -})$</td>
</tr>
<tr>
<td>$Q_{n_j -} (b_{n_j -})$</td>
<td>$Q_{n_j -} (b_{n_j -})$</td>
</tr>
<tr>
<td>$Q_{n_j -} (a_{n_j -})$</td>
<td>$Q_{n_j -} (a_{n_j -})$</td>
</tr>
<tr>
<td>$A_{n_j -} (b_{n_j -})$</td>
<td>$A_{n_j -} (b_{n_j -})$</td>
</tr>
<tr>
<td>$A_{n_j -} (a_{n_j -})$</td>
<td>$A_{n_j -} (a_{n_j -})$</td>
</tr>
</tbody>
</table>

The terms $C_{n_j \pm}$ are constants with respect to $z$ which result from the endpoints of segment $n_j$. Similarly, the terms $Q_{n_j \pm}$ are the charge terms associated
with the open-current at the endpoints of segment \( n_j \), and are independent of \( z \). The charge terms \( Q_{nj}^s(\alpha_{nj} + \beta_{nj}\, z) \) must be removed from the integral for the answer to be right, but I’m not sure why this is so. Using the definition of \( e_{nj\pm} \) from Equation (2.54), and \( P_{nj\pm}^s(\alpha_{nj\pm}, \beta_{nj\pm}) \) from Appendix A, along with the notation of Equation (4.17)

\[ I_{x\pm}^{E(II)} = C_{nj\pm}^s S \left[ -\hat{r}_{\pm}(\hat{a}_{nj} \cdot \hat{r}_{\pm}) + \hat{a}_{nj} \right] I_{cx\pm}^{II} + \\
+ C_{nj\pm}^s S \left[ j\, \hat{r}_{\pm} - j\, \hat{a}_{nj}(\hat{a}_{nj} \cdot \hat{r}_{\pm}) \right] I_{sz\pm}^{II} + \\
+ C_{nj\pm}^s S \left[ -\hat{r}_{\pm}(C_{1nj\pm}^s + Q_{nj\pm}^s) + \hat{a}_{nj} C_{2nj\pm}^s \right] I_{z\pm}^{II} \]

\[ I_{z\pm}^{H(II)} = C_{nj\pm}^s S \left[ j(\hat{a}_{nj} \cdot \hat{r}_{\pm}) I_{sz\pm}^{II} - I_{cx\pm}^{II} - C_{2nj\pm}^s I_{z\pm}^{II} \right] \]

where

\[ S = \begin{cases} 
+1 & \text{if Figure 33(b) geometry and + integration} \\
& \text{or Figure 33(c) geometry and - integration,} \\
-1 & \text{if Figure 33(b) geometry and - integration} \\
& \text{or Figure 33(c) geometry and + integration,}
\end{cases} \]

\[ I_{cx\pm}^{II} = \int_{z_1}^{z_2} e^{j k_0 r_x z} e^{j k_0 (\alpha_{nj} + \beta_{nj} z)} (\hat{a}_{nj} \cdot \hat{r}_{\pm}) \cos \left[ k_0 (\alpha_{nj} + \beta_{nj} z) \right] \, dz \]

\[ = e^{j k_0 \alpha_{nj} (\hat{a}_{nj} \cdot \hat{r}_{\pm})} \left[ \frac{e^{j k_0 \alpha_{nj}}}{2} I_+ + \frac{e^{-j k_0 \alpha_{nj}}}{2} I_- \right] \]

\[ I_{sz\pm}^{II} = \int_{z_1}^{z_2} e^{j k_0 r_x z} e^{j k_0 (\alpha_{nj} + \beta_{nj} z)} (\hat{a}_{nj} \cdot \hat{r}_{\pm}) \sin \left[ k_0 (\alpha_{nj} + \beta_{nj} z) \right] \, dz \]

\[ = e^{j k_0 \alpha_{nj} (\hat{a}_{nj} \cdot \hat{r}_{\pm})} \left[ \frac{e^{j k_0 \alpha_{nj}}}{2 j} I_+ - \frac{e^{-j k_0 \alpha_{nj}}}{2 j} I_- \right] \]

where

\[ \omega_{nj} = r_x + \beta_{nj}(\hat{a}_{nj} \cdot \hat{r}_{\pm}) = \frac{r_x a_{njx} + r_y a_{njy}}{a_{njz}} \]

\[ I_{\pm} = \int_{z_1}^{z_2} e^{j k_0 (\omega_{nj\pm} \pm \beta_{nj}) z} \, dz \]
\[
I_{z_{\pm}} = \begin{cases} 
  z_3 - z_1 & \text{if } \omega_{n_j} = -\beta_{n_j} \\
  \frac{\exp[jk_0(\omega_{n_j} \mp \beta_{n_j})z_3] - \exp[jk_0(\omega_{n_j} \mp \beta_{n_j})z_1]}{jk_0(\omega_{n_j} \mp \beta_{n_j})} & \text{otherwise}
\end{cases}
\]

and

\[
I_{z_{\pm}} = \int_{z_1}^{z_3} e^{\mp jk_0 r_z z} \, dz = \begin{cases} 
  z_3 - z_1 & \text{if } r_z = 0 \\
  \frac{\exp[\mp jk_0 r_z z_3] - \exp[\mp jk_0 r_z z_1]}{\mp jk_0 r_z} & \text{otherwise}.
\end{cases}
\]

If it is desired to remove the electric field resulting from the open-current end charge, then \( Q_{s_{n_j \pm}} \) needs to be removed from Equation (4.18).

4.4 \( k_w > 0 \) and \( k_w < 0 \)

The only spatial variation of the fields of the planar arrays where \( k_w > 0 \) is the exponential term \( e^{-jk_0 R \cdot \hat{r}_{-}} \) inside the double spectral summation of plane waves. Thus \( I_{E_{n_j}}(k_w > 0) \) and \( I_{H_{n_j}}(k_w > 0) \) can be expressed as

\[
I_{E_{n_j}}(k_w > 0) = \frac{\eta_0}{2d_x d_y} \sum_{n_u} \sum_{n_v} \left( \frac{e^{-j\beta_{-}}}{1 - e^{-j\beta_{-}}} \right) \frac{e^{jk_0 R_{n_j} \cdot \hat{r}_{-}}}{r_z} \times e_{n_j-} P_{n_{j-}}^{s_{-}}(0, d_{n_j}) \int_{\gamma_{0}} e^{-jk_0 R_{n_j} \cdot \hat{r}_{-}} \, dv
\]

\[
(4.22)
\]

\[
I_{H_{n_j}}(k_w > 0) = \frac{1}{2d_x d_y} \sum_{n_u} \sum_{n_v} \left( \frac{e^{-j\beta_{-}}}{1 - e^{-j\beta_{-}}} \right) \frac{e^{jk_0 R_{n_j} \cdot \hat{r}_{-}}}{r_z} \times (\hat{a}_{n_j} \times \hat{r}_{-}) P_{n_{j-}}^{s_{-}}(0, d_{n_j}) \int_{\gamma_{0}} e^{-jk_0 R_{n_j} \cdot \hat{r}_{-}} \, dv.
\]

\[
(4.23)
\]

A similar statement can be made about the fields of the planar arrays where \( k_w < 0 \), and thus \( I_{E_{n_j}}(k_w < 0) \) and \( I_{H_{n_j}}(k_w < 0) \) can be expressed as

\[
I_{E_{n_j}}(k_w < 0) = \frac{\eta_0}{2d_x d_y} \sum_{n_u} \sum_{n_v} \left( \frac{e^{+j\beta_{+}}}{1 - e^{+j\beta_{+}}} \right) \frac{e^{jk_0 R_{n_j} \cdot \hat{r}_{+}}}{r_z} \times e_{n_j+} P_{n_{j+}}^{s_{+}}(0, d_{n_j}) \int_{\gamma_{0}} e^{-jk_0 R_{n_j} \cdot \hat{r}_{+}} \, dv
\]

\[
(4.24)
\]
\[
\Gamma_{n, j}^{H}(k < 0) = \frac{1}{2d_x d_y} \sum_{n_u} \sum_{n_v} \left( \frac{e^{+j\beta_+}}{1 - e^{+j\beta_+}} \right) e^{jk_0 R_{n, j} \cdot \hat{r}_+} \times \left( \hat{a}_{n, j} \times \hat{r}_+ \right) P_{n, j}^s(0, d_{n, j}) \int_{\mathcal{V}^0} e^{-jk_0 R \cdot \hat{r}_+} dv.
\]

The integration limits are over the entire \( \mathcal{Q} = 0 \) lattice cell and are symmetric, i.e.,

\[
\mathcal{V}^0 = \left\{ \begin{array}{c}
-\frac{d_x}{2} \leq x \leq \frac{d_x}{2} \\
-\frac{d_y}{2} \leq y \leq \frac{d_y}{2} \\
-\frac{d_z}{2} \leq z \leq \frac{d_z}{2}.
\end{array} \right.
\]

The integrations of Equations (4.22)-(4.25) can be written as

\[
\int_{\mathcal{V}^0} e^{-jk_0 R \cdot \hat{r}_+} dv = I_x I_y I_z
\]

where \( I_x \) and \( I_y \) are the same as above and

\[
I_z = \int_{-\frac{d_z}{2}}^{\frac{d_z}{2}} e^{+jk_0 r_z z} dz = \begin{cases}
\frac{dz}{2} & \text{if } r_z = 0 \\
\frac{2}{k_0 r_z} \sin(k_0 r_z \frac{dz}{2}) & \text{otherwise}.
\end{cases}
\]

The electric field of open-current end charges can be isolated and/or removed by operating on the \( e_{n, j} \pm P_{n, j}^s (0, d_{n, j}) \) product as outlined in Section A.2.
CHAPTER V

Numerical Results

5.1 A 3D Array of Short PEC Dipoles

The first set of data illustrate the convergence of the effective permittivity and the current shape of a simple artificial dielectric with respect to the number of MM expansion functions. The data also illustrate the ability of the PMM solution to account for the mutual coupling effects between wire objects in the artificial dielectric. Finally, it is shown that the effective wavenumber can vary greatly with the direction of propagation, whereas the effective permittivity is typically independent of the direction of propagation, provided the current shape does not change very much.

As shown in the insert to Figure 11, the geometry of the artificial dielectric consists of a 3D periodic array of short perfect electric conducting (PEC) dipoles in a host medium of free space. The dipoles have radius \( a = 0.001 \lambda_0 \) and length \( 2h = 0.2 \lambda_0 \), and are oriented parallel to the \( x \)-axis. They are arranged in a lattice structure where \( d_z = 2h + d \) and \( d_y = d_z = d \). For this uniaxial structure, the only non-unity diagonal element of the permittivity tensor is \( \epsilon_{zz}^r \), i.e., the solution will have an \( \hat{\mathbf{x}} \) polarized electric current and electric field. The plane wave is propagating in the \( \hat{\mathbf{u}}_k = -(\hat{\mathbf{y}} + \hat{\mathbf{z}})/\sqrt{2} \) direction. The computed relative effective permittivity \( \epsilon_{zz}^r \) is plotted for lattice spacing \( d \) ranging up to \( 0.1 \lambda_0 \) with \( N = 1, 7 \) and 15 MM expansion functions for the current on each wire dipole. The \( N = 1 \) curve corresponds identically with the results obtained by Blanchard [21, Ch. 5]. Also, an
$N = 1$ static approximation for the relative effective permittivity is given. This static approximation is based upon methods presented by Collin [20, Ch. 12].

Figure 12 shows the shape of the normalized current induced on the same 3D array of dipoles, at the specific value of $d = 0.02 \lambda_0$, for $N = 1, 7$ and 15. Note that the PMM solution predicts a rounded off pulse shape for the current, and several MM PWS expansion functions are needed to accurately model the current. This illustrates that the moment method solution accounts for a change in shape in the dipole current caused by mutual coupling effects in the 3D array. In contrast, typically, static solutions employ a polarizability of the objects. This polarizability is a characteristic parameter of the objects, and is not influenced by the 3D array [20, Sec. 12.1].

Now consider the 3D array of PEC dipoles in free space shown in the insert to Figure 13. As before, the dipoles have radius $a = 0.001 \lambda_0$ and length $2h = 0.2 \lambda_0$. This time they are arranged in a fixed lattice where $d_x = 0.25 \lambda_0$ and $d_y = d_z = 0.05 \lambda_0$. Again, the artificial dielectric is uniaxial, and $\epsilon_{zz}^{er}$ is the only non-unity diagonal permittivity tensor component. The direction of propagation $\hat{u}_k$ varies with the angle $\theta$ from 0 to 80°, measured from the $z$-axis, as indicated in the insert to Figure 13. The data in Figures 13 and 14 were computed with 7 MM expansion functions.

Figure 13 shows the relative effective permittivity $\epsilon_{zz}^{er}$ (computed by both the polarization method of Equations (2.32) or (2.38), and the Maxwell’s equations method of Equation (2.37)) and the normalized effective wavenumber ($k_e/k_0$) as a function of the propagation angle $\theta$. These data illustrate that, in general, the effective permittivity tensor components will be almost constant, whereas the effective wavenumber can vary quite noticeably with different propagation directions. This is exactly true for real anisotropic media, and it holds reasonably well for many typical
Figure 11: Relative effective permittivity versus lattice spacing for a 3D array of perfectly conducting short dipoles.
Figure 12: The normalized current induced on the dipoles in a 3D array of perfectly conducting short dipoles.
Figure 13: The normalized effective wavenumber ($k_e/k_0$) and the relative effective permittivity versus propagation angle $\theta$, for an array of perfectly conducting short dipoles.

artificial anisotropic media. See Appendix G for a discussion of the wavenumber predicted by the ellipsoid of wave normals. Figure 14 shows the current shape on the center dipole for various angles $\theta$. Note that the magnitude of the current shape is essentially the same for different propagation direction directions, whereas the phase of the current shape exhibits a slight odd symmetry about the center of the dipoles.
Figure 14: Magnitude and phase of the current on the center dipole for several different propagation angles $\theta$, for an array of perfectly conducting short dipoles.
5.2 Dispersion of a 3D Array of Dipoles

The data in Figure 15 illustrate the dispersion characteristics of an artificial dielectric composed of PEC dipoles. As shown in the insert to Figure 15, the dipoles are of length $2h = 0.6\text{cm}$, radius $a = 0.01\text{cm}$, and are arranged in a 3D lattice array with spacings $d_x = 0.7\text{cm}$ and $d_y = d_z = 0.1\text{cm}$. The dipoles are parallel to the $x$-axis, and therefore the electric current and electric field are $\hat{z}$ polarized. This artificial dielectric is uniaxial, and the only non–unity diagonal component of the permittivity tensor is $\varepsilon_{xx}^\text{eff}$. The direction of propagation is along the $z$-axis. The relative effective permittivity $\varepsilon_{xx}^\text{eff}$ is plotted versus frequency for $N = 1, 5$ and $11$ MM expansion functions for the current on each dipole. The frequency varies up to $24$ GHz, corresponding to a dipole length of $0.48\lambda_0$. At low frequencies, the effective permittivity approaches a constant value, and the $N = 1$ solution approaches the static approximation of Collin [20]. As the frequency increases, the scattered field of each dipole increases, and thus the effective permittivity increases, especially as the half wavelength resonance of the dipoles is approached.

5.3 Array of Dipoles Oriented at Angle $\phi$

The data in this section show an example of a simple artificial dielectric that is not uniaxial, i.e., the effective permittivity tensor has non–zero off–diagonal components. It is shown that the two eigenfunction solutions (one being a solution with a free space root $k_e = k_0$) are needed to solve for the permittivity tensor. As shown in the insert sketch to Figure 16, the artificial dielectric consists of straight PEC dipoles of length $2h = 0.2\lambda_0$ and radius $a = 0.001\lambda_0$, oriented in the direction of the angle $\phi$. The dipoles are arranged in a 3D lattice array with spacings $d_x = d_y = 0.21\lambda_0$ and $d_z = 0.01\lambda_0$. The direction of propagation is along the $z$-axis.
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Figure 15: Dispersion curve for a 3D array of perfectly conducting dipoles.
Figure 16 shows the normalized effective wavenumber \( (k_e/k_0) \) as a function of the orientation angle \( \phi \), for \( N = 7 \) and 15 MM expansion functions. (Recall that another free space root solution exists, too.) Note that for the indicated effective wavenumber, the electric dipole moment \( P_1^0 \) and the average eigenfunction electric field \( E_1^0 \) are oriented parallel to the dipoles. The magnetic dipole moment \( M_1^0 \) vanishes and the average eigenfunction magnetic field \( H_1^0 \) is oriented perpendicular to the dipoles in the \( xy \)-plane. Corresponding to the free space root \( k_e = k_0 \), the dipole moments \( (P_2^0, M_2^0) \) vanish and the eigenfunction fields may be written as

\[
E_2^0 = \hat{x}\eta_0 \sin \phi - \hat{y}\eta_0 \cos \phi
\]

\[
H_2^0 = \hat{x} \cos \phi + \hat{y} \sin \phi
\]  

(5.1)

where \( \eta_0 \) is the characteristic impedance of free space. Using the current moment and eigenfunction fields above in Equations (2.32) or (2.37), the polarization method and the Maxwell’s equations method yield virtually identical results for the permittivity tensor components, shown in Figure 17. Note that the artificial dielectric degenerates to a uniaxial dielectric when the dipoles are oriented along a principle axis, i.e., when \( \phi = 0 \) or \( \phi = 90^\circ \).

5.4 Resistive Loaded Dipoles

This data in this section show the effect of resistive loading on a 3D array of dipoles. As shown in the insert to Figure 18, the geometry consists of PEC dipoles of length \( 2h = 0.2\lambda_0 \) and radius \( a = 0.001\lambda_0 \), arranged in a 3D lattice with spacings \( d_x = 0.23\lambda_0 \) and \( d_y = d_z = 0.03\lambda_0 \). A purely resistive load \( R_L \) is located at the center of each dipole. Propagation is in the \( \hat{u}_k = \hat{z} \) direction, and polarization is in the \( \hat{x} \) direction. Figure 18 shows the relative effective permittivity \( \varepsilon_{zz}^{ef} \) and effective loss tangent \( \delta_{zz}^{e} \) of the artificial medium versus load resistance for \( 10\Omega \leq R_L \leq \)
Figure 16: The normalized effective wavenumber ($k_e/k_0$) versus orientation angle $\phi$ for an array of perfectly conducting short dipoles.
Figure 17: The effective permittivity tensor components versus orientation angle $\phi$ for an array of perfectly conducting short dipoles.
100KΩ, for solutions with \( N = 7 \) and \( N = 13 \) MM expansion functions. Note that at low resistive loading \((R_L < 200Ω)\) the effective permittivity is close to that for PEC dipoles of length \( 2h \), and at high resistive loading \((R_L > 10KΩ)\) the effective permittivity is close to that for two disconnected PEC dipoles, each of length \( h \). The maximum loss of the artificial medium occurs near \( R_L = 1.5KΩ \), corresponding to the maximum \( I^2R_L \) loss in the load resistance of the dipoles.

Figure 19 shows the magnitude and phase of the current shape on the center dipole for \( N = 13 \) MM expansion functions and for load resistances of \( R_L = 100Ω \), \( 1KΩ \) and \( 10KΩ \). Note that as the load resistance increases, the current at the terminals of the dipole (at \( R_L \)) decreases, until for large \( R_L \) the dipole is essentially disconnected at its center, effectively forming two dipoles.

### 5.5 Lossy Dielectric Dipoles

The data in this section show the effects of dielectric loss in a 3D array of dipoles. For simplicity of dimensions, the data are computed at 300 MHz with a free space host medium so that \( λ_0 = 1 \) meter. As shown in the insert to Figure 20, the geometry consists of lossy dielectric dipoles of length \( 2h = 0.2λ_0 \) and radius \( a = 0.001λ_0 \), arranged in a 3D lattice with spacings \( d_x = 0.23λ_0 \) and \( d_y = d_z = 0.03λ_0 \). The dipoles have relative dielectric constant \( ε_{ref} = 1 \) and loss tangent \( tan δ_1 \). Propagation is in the \( \hat{u}_k = \hat{z} \) direction, and polarization is in the \( \hat{x} \) direction. Figure 20 shows the relative effective permittivity \( ε_{ref}^{ef} \) and effective loss tangent \( tan δ_{ref}^{ef} \) of the artificial medium versus dipole loss tangent for \( 10 ≤ tan δ_1 ≤ 100,000 \) and for solutions with \( N = 9 \) and \( N = 15 \) MM expansion functions. Note that a monopole expansion function, with its associated open–current end charge contribution, was included at each end of the dielectric dipoles.
Figure 18: Relative effective permittivity and loss tangent for a 3D array of resistive loaded PEC dipoles.
Figure 19: Magnitude and phase of the current on the center dipole at $R_L = 100\Omega$, $1K\Omega$ and $10K\Omega$, for a 3D array of resistive loaded PEC dipoles.
Figure 21 shows the magnitude and phase of the current shape on the center dipole at $N = 15$ MM expansion functions for dipole loss tangent values of $\tan \delta_1 = 50$, 500 and 5000. Note that for a low dipole loss tangent, the current is fairly uniform across the dipole. As the dipole loss tangent increases, the current shape approaches that of a PEC dipole.

5.6 Square PEC Loops

The data in this section involves an artificial medium that is slightly magnetic. It is shown that the eigenfunction current shape on the wire objects can be a strong function of the direction of propagation. As shown in the insert to Figure 22, the geometry of the artificial medium consists of a 3D periodic array of PEC square loops arranged in a host medium of free space. The loop wires have radius $a = 0.001 \lambda_0$ and the sides are of length $l = 0.1 \lambda_0$. The loops are arranged perpendicular to the $z$-axis in a lattice structure where $d_x = d_y = 0.12 \lambda_0$ and $d_z = 0.02 \lambda_0$. Propagation is in the $\hat{u}_k$ direction, always in the the $yz$-plane, measured by the angle $\theta$ from the $z$-axis. $\theta$ varies from $0^\circ$ (broadside to the the loops) to $90^\circ$ (edge-on to the loops). For all the data shown in this section, there are 8 MM expansion functions distributed equally around the square loop.

Figure 22 shows the normalized effective wavenumber ($k_e / k_0$) corresponding to each of the two roots (see Section 2.3.1) as a function of the propagation angle $\theta$. The roots were computed by two methods. The first method determines the roots by the PMM solution. The second method employs a technique from crystal optics known as the ellipsoid of wave normals (see Appendix G) [23, Ch. 4],[24, Ch. 14]. The ellipsoid of wave normals uses the roots computed by the PMM for $\theta = 0^\circ$ and $\theta = 90^\circ$. Figure 23 shows the magnitude of the determinant of the
Figure 20: Relative effective permittivity and loss tangent for a 3D array of lossy dielectric dipoles.
Figure 21: Magnitude and phase of the current on the center dipole at $\tan \delta_1 = 50$, 500 and 5000, for a 3D array of lossy dielectric dipoles.
Figure 22: Normalized effective wavenumber ($k_e/k_0$) for both roots versus propagation angle $\theta$, for an array of square PEC loops.

impedance matrix $|Z|$ versus the normalized effective wavenumber for propagation angles $\theta = 0, 15, 30, 60$ and $90^\circ$. The roots are indicated by the sharp minima of $|Z|$. Note the occurrence of a double root due to symmetry considerations only at $\theta = 0^\circ$. Also, note that the $\theta = 90^\circ$ curve only indicates one root; the other root being a free space root at $k_e = k_0$.

Figures 24 and 25 show the current shape on the center loop for both roots $r_1$ and $r_2$, respectively, for several propagation angles $\theta$. The sketch at the top of Figure
Figure 23: Magnitude of $|Z|$ versus normalized effective wavenumber at $\theta = 0, 15, 30, 60$ and $90^\circ$, for an array of square PEC loops.
25 shows how the current is plotted in relation to the geometry of the loop. The phase of the current shape corresponding to root 2 is not plotted because it is $0^\circ$ for positive $z$ and $180^\circ$ for negative $z$. Note that the current shape corresponding to root 1 changes with propagation angle $\theta$, whereas the current shape corresponding to root 2 does not change with propagation angle. Also, note that at propagation angle $\theta = 0^\circ$ the two current shapes are orthogonal to each other, corresponding to the double root from symmetry. The current shape for root 1 has net electric dipole moment $P^0$ oriented in the $x$–direction, whereas the current shape for root 2 has $P^0$ oriented in the $y$–direction.

Figures 26 and 27 show the effective relative permittivity and permeability tensor components, respectively, computed as a function of the propagation angle $\theta$. Observe that this artificial medium is uniaxial. The permittivity tensor components were computed using both the polarization method of Equations (2.32) or (2.38), and the Maxwell’s equations method of Equation (2.37). There is good agreement between the two methods for $\varepsilon^{er}_{yy}$ and $\varepsilon^{er}_{zz}$, but not for $\varepsilon^{er}_{zz}$. Note that $\varepsilon^{er}_{yy}$ and $\varepsilon^{er}_{zz}$ are solely determined from the root 2 solution, whose current shape does not change with propagation angle $\theta$. On the other hand, $\varepsilon^{er}_{zz}$ is determined solely from the root 1 solution, where the current shape does change with propagation angle $\theta$. This discrepancy between the two solutions for $\varepsilon^{er}_{zz}$ has not been resolved. However, it is interesting to note one possible major difference between real anisotropic media and artificial media. In a real anisotropic medium, the permittivity tensor components will not change with propagation direction. In an artificial medium, the permittivity tensor components may change with propagation direction since the eigenfunction currents may change.
Figure 24: The root 1 current mode shape at $\theta = 0, 10, 20, 30, \ldots, 90^\circ$, for an array of square PEC loops.
Figure 25: The root 2 current mode shape at all \( \theta \), for an array of square PEC loops.
Figure 26: The permittivity tensor components versus propagation angle $\theta$, for an array of square PEC loops.
Figure 27: The permeability tensor components versus propagation angle $\theta$, for an array of square PEC loops.
5.7 PEC Wire Crosses

The data in this section illustrate the effect of the horizontal cross member on the dispersion characteristics for an array of PEC wire crosses. As shown in the insert to Figure 28, the wire crosses have vertical extent from \( y = -L/2 \) to \( y = +L/2 \), and horizontal extent from \( x = -L/4 \) to \( x = +L/4 \), with \( L = 5 \text{cm} \). The horizontal cross member is located at \( y = +L/4 \), and the wire radius is \( a = 1 \text{mm} \). The wire crosses are arranged in a 3D lattice with \( d_x = 3.75 \text{cm} \), \( d_y = 7.5 \text{cm} \) and \( d_z = 1 \text{cm} \). This artificial dielectric is uniaxial with non-unity values for both \( \varepsilon_{zz}^{er} \) and \( \varepsilon_{yy}^{er} \). The direction of propagation is along the \( z \)-axis. There are 7 vertical expansion functions, 3 horizontal expansion functions, and 1 horizontal to vertical expansion function, for a total of \( N = 11 \). Data are also included for the vertical and horizontal members alone (arrays of dipoles), as shown in the inserts for the lower two curves of Figure 29.

Figure 28 shows the dispersion variation of \( \varepsilon_{zz}^{er} \) and \( \varepsilon_{yy}^{er} \) for frequencies up to 3 GHz, corresponding to \( L = 0.5\lambda_0 \), for the 3D array of wire crosses. Also, shown are the dispersion variations of \( \varepsilon_{zz}^{er} \) for the array of horizontal dipoles, and \( \varepsilon_{yy}^{er} \) for the array of vertical dipoles. Corresponding to the horizontally polarized (\( \hat{x} \)-polarized) wave, note that \( \varepsilon_{zz}^{er} \) is identical for the array of wire crosses and the array of horizontal dipoles. The horizontal eigenfunction current is the same for both cases because the vertical member is symmetrically located with respect to the horizontal member. However, for vertical polarization, \( \varepsilon_{yy}^{er} \) is greater for the array of wire crosses than for the array of vertical dipoles. The horizontal member is not symmetrically located with respect to the vertical member, allowing for a greater net \( y \)-directed current in the case of the wire crosses. This effect can also be observed in Figure 29, which shows the magnitude of the determinant of the impedance matrix \( |Z| \) versus the
Figure 28: Dispersion curve for a 3D array of PEC wire crosses.
normalized effective wavenumber for the array of PEC wire crosses, as well as for the arrays of vertical and horizontal dipoles, at the frequency of 2 GHz. Note that the horizontal polarization root does not change from the array of wire crosses to the array of horizontal dipoles, whereas the vertical polarization root occurs at a greater effective wavenumber for the array of wire crosses than for the array of vertical dipoles.

5.8 Graphite–Epoxy 2D Composite Medium

This section presents the analysis of a modern composite material consisting of very thin graphite fibers embedded in an epoxy host binding material. Figure 30 shows the geometry of this composite material. The graphite fibers are modeled as material wires of infinite length in the \( x \) direction with radius \( a = 3.2 \mu m \), spaced in a square 2D lattice with \( d_y = d_z = 7.5 \mu m \). The conductivity of the graphite fibers is 71.4 K(\( \Omega^{-1} \))/meter and the permittivity of the host epoxy material is \( \varepsilon_0_r = 2.5 \). As shown in Figure 30, the PMM solution uses 3 expansion functions; 1 dipole expansion function and two monopole expansion functions without open–current end charges. (The charges cancel between adjacent \( x \) direction cells.) To model this 2D material, the \( x \) direction lattice spacing was chosen as \( d_x = 75 \mu m \).

Figure 31 shows the computed dispersion characteristics of the composite material. Note that at low frequencies, the effective conductivity is very close to what results from using a simple fill factor formula based on a ratio of the area occupied by the graphite fibers to the area occupied by a 2D lattice cell, i.e., for low frequencies, the effective conductivity is approximately given by

\[
\sigma_{xx}^e \approx \frac{A_{fiber}}{A_{cell}} \sigma_{fiber} = \frac{\pi a^2}{d_y d_z} \sigma_1. \tag{5.2}
\]
Figure 29: Magnitude of $|Z|$ versus normalized effective wavenumber for an array of PEC wire crosses, and for the isolated vertical and horizontal dipole members.
Figure 30: The geometry of the graphite-epoxy 2D composite medium.
Applying Equation (5.2) to the graphite–epoxy composite medium results in \(\sigma_{zz}^e = 40.8 \, K(\Omega^{-1})/\text{meter}\), agreeing very closely with the results of Figure 31.

5.9 Dielectric Weave

The data in this section show the dispersion characteristics of the effective permittivity of a dielectric weave, a geometry which has current that flows between adjacent lattice cells. As shown in the insert to Figure 32, the geometry consists of stacked or layered square grids of dielectric rods. The dielectric rods have relative permittivity \(\varepsilon_{rr} = 10\), loss tangent \(\tan \delta_1 = 0\) or \(1\), and radius \(a = 2\text{mm}\). The grid dimensions are \(d_x = d_y = L = 5\text{cm}\), and are spaced a distance of \(d_z = 6\text{mm}\) apart. Propagation is along the \(z\)-axis, and due to symmetry considerations, the medium is uniaxial with \(\varepsilon_{zz}^{er} = \varepsilon_{yy}^{er} = \varepsilon_{xx}^{er} = 1\). All data was computed with \(N = 11\) expansion functions, including 4 monopole expansion functions to enforce continuity of current between adjacent lattice cells. Figure 32 shows the relative effective permittivity \(\varepsilon_{zz}^{er} = \varepsilon_{yy}^{er}\) and effective loss tangent \(\tan \delta_{zz}^e = \tan \delta_{yy}^e\) of the artificial medium for frequency varying up to 3 GHz (corresponding to a grid size of \(L = 0.5\lambda_0\)) for dielectric rod loss tangent values of \(\tan \delta_1 = 0\) and \(1\). Note that the relative effective permittivity and effective loss tangent are almost constant across the given frequency range. This is due to the fact that the current is essentially constant in the dielectric rods from continuity of current between adjacent lattice cells.
Figure 31: Dispersion curves for a composite graphite-epoxy material.
Figure 32: Dispersion curves for a dielectric weave geometry.
CHAPTER VI

Summary

An artificial medium can be viewed as a macroscopic model of a real medium. Typically, an artificial medium consists of a large number of scattering objects distributed in a host medium. For example, the artificial media treatable by the solution in this dissertation are composed of a 3D periodic array of identical arbitrarily-shaped thin conductive or dielectric wire objects arranged in the homogeneous host medium. In general, the wire objects perturb the eigenfunction solution for a plane wave in the host medium such that a plane wave with a different effective wavenumber propagates in the artificial medium. Thus, artificial media are characterized by effective constitutive parameters, and in general are anisotropic media. The effective constitutive parameters can be a function of frequency, the direction of propagation, the size, shape, and orientation of the wire objects, and the constitutive parameters of both the wire objects and the host medium.

The topic of this dissertation is the solution of the plane wave that propagates in the artificial medium, and the determination of the effective constitutive parameters from this solution. The solution is obtained by formulating an integral equation for the plane wave that propagates in the artificial medium. This integral equation is solved by the periodic moment method (PMM), and yields the complex effective wavenumber, the eigenfunction currents in the wire objects, and the eigenfunction fields in the artificial medium.
Three methods are presented for determining the effective constitutive parameters of the artificial medium. The simplest method employs the effective wavenumber and characteristic impedance of the artificial medium, and applies only to uniaxial media with propagation and polarization along principle axes. The other two methods apply to general anisotropic media at any direction of propagation. One method enforces the constitutive relationship equations and the other method enforces Maxwell's source-free equations in the artificial medium. Both methods use quantities averaged over the volume of a lattice cell.

The solution of this dissertation has several distinguishing characteristics setting it apart from other solutions to artificial media. First of all, no static approximations are made, and the only limitation on frequency is that the wire objects and lattice spacing are not too electrically large. This solution satisfies Maxwell's equations, in an average sense, inside the artificial medium. Secondly, this solution includes the mutual coupling effects of the 3D array. Mutual coupling affects the fields acting on the reference wire object and the current shape in the wire objects. Finally, artificial media composed of complex wire shapes in a periodic arrangement can be analyzed.

One important property of artificial media is that for a given direction of propagation, there are two distinct plane wave modes that can propagate without excitation. Note that for some artificial media, at certain directions of propagation, one or both of the plane wave modes may be the same as a plane wave in the host medium. As the direction of propagation changes, the plane wave modes that propagate also change. This phenomenon is seen by observing that the effective wavenumber for a plane wave mode of propagation is a strong function of the direction of propagation. This is also true for real anisotropic media. Also, in a real anisotropic medium, the permittivity tensor components are independent of the direction of propagation. It appears that the effective permittivity tensor components, and the current shape on
the wire objects, can be a function of the direction of propagation. Several examples with numerical results verify these observations.
APPENDIX A

The Source Pattern Factor for PWS Current Functions

This section evaluates the source pattern factor $P_{nj\pm}^a(a, b)$ given by Equation (2.59) for the MM expansion functions. The axial variation along the length of the straight current elements used in the MM expansion functions is the piecewise sinusoidal variation given in Equation (2.18). Inserting this current variation into Equation (2.59), and integrating, it is obtained that

$$P_{nj\pm}^a(a, b) = C_{nj\pm}^a \left[ A_{nj\pm}^a(b) - A_{nj\pm}^a(a) \right]$$  \hspace{1cm} (A.1)

where

$$C_{nj\pm}^a = \frac{1}{k_0 \sin(k_0 d_{nj}) \left[ 1 - (\hat{a}_{nj} \cdot \hat{r}_\pm)^2 \right]}$$  \hspace{1cm} (A.2)

$$A_{nj\pm}^a(x) = e^{jk_0 x (\hat{a}_{nj} \cdot \hat{r}_\pm)} \left[ j(\hat{a}_{nj} \cdot \hat{r}_\pm) \sin(k_0 x) - \cos(k_0 x) \right].$$  \hspace{1cm} (A.3)

In the event that $a = 0$ and $b = d_{nj}$, as in the Region (I) and Region (III) fields, the source pattern factor simplifies to

$$A_{nj\pm}^a(a) = -1$$

and

$$A_{nj\pm}^a(b) = e^{jk_0 d_{nj} (\hat{a}_{nj} \cdot \hat{r}_\pm)} \left[ j(\hat{a}_{nj} \cdot \hat{r}_\pm) \sin(k_0 d_{nj}) - \cos(k_0 d_{nj}) \right].$$

A.1 Source Pattern Factor Limits of Integration

Figure 33 shows the three primary geometrical arrangements for source current segment $nj$. The geometrical arrangement of current segment $nj$ depends upon the
Figure 33: The three geometrical arrangements for a source current segment.

$z$ values of its endpoints, which dictate the expressions for the electric fields and the corresponding limits of integration for the source pattern factor, $P^s_{nj\pm}(a, b)$.

The arrangement shown in Figure 33(a) has current segment $nj$ located in a plane parallel to the $xy$ plane. Region (II) has vanished and there are only Region (I) and Region (III) type fields. Thus, for either case, the limits of integration for $P^s_{nj\pm}(a, b)$ are $a = 0$ and $b = d_{nj}$, the length of current segment $nj$.

Similarly, for the arrangements shown in Figure 33(b) and (c), if the field point is either in Region (I) or Region (III), then the limits of integration are $a = 0$ and $b = d_{nj}$. However, if the field point is in Region (II), then the electric and magnetic fields consist of both right-going and left-going waves, as given in Equations (2.60) and (2.63). If the vector from the origin to the field point is $\mathbf{R}$, then the point $l'$ on current segment $nj$ of the same $z$ value as $\mathbf{R}$ can be determined by solving

$$\hat{z} \cdot \mathbf{R} = \hat{z} \cdot \left[ R_{nj} + l' \hat{a}_{nj} \right]$$

for $l'$, resulting in

$$l' = -\frac{R_{nj} z}{a_{nj}} + \frac{1}{a_{nj}} z = \alpha_{nj} + \beta_{nj} z$$
where $R_{nj}$ and $a_{njz}$ are the $z$-components of $\mathbf{R}_{nj}$ and $\mathbf{\hat{a}}_{nj}$, respectively. Employing the notation of Equation (2.60), if the current segment geometry is as shown in Figure 33(b), then the limits of integration are

\[
\begin{align*}
    a_{nj+} & = 0 \\
    b_{nj+} & = a_{nj} + \beta_{nj} z \\
    a_{nj-} & = a_{nj} + \beta_{nj} z \\
    b_{nj-} & = d_{nj}.
\end{align*}
\]

Similarly, if the current segment is as shown in Figure 33(c), then the limits of integration are

\[
\begin{align*}
    a_{nj-} & = 0 \\
    b_{nj-} & = a_{nj} + \beta_{nj} z \\
    a_{nj+} & = a_{nj} + \beta_{nj} z \\
    b_{nj+} & = d_{nj}.
\end{align*}
\]

A.2 Open–Current End Charge Terms

The monopole expansion functions have a discontinuous current distribution in which the current rises sinusoidally to unity, and then abruptly falls to zero. This results in a charge distribution existing at the open-current end of monopole expansion functions. These charge terms will cancel when two monopoles are placed together to form a dipole expansion function, or if monopole expansion functions are used to model continuous current across adjacent lattice cells. In both these cases, the physical current is continuous and does not contain charges resulting from an open-current end.

Since the geometry of interest is a 3D periodic array of wire objects, with MM current expansions similar (to within a constant) on each wire object, then there
exists a 3D array of charges corresponding to the open–current monopole expansion functions. It is often desirable to isolate and/or remove the contribution to the electric field from this 3D charge array. This can be done by rearranging the product $e_{nj}^s P_{nj}^s(a,b)$, which occurs in the expression for the total electric field of Equation (2.69), as

$$e_{nj}^s P_{nj}^s(a,b) = C_{nj}^s \left\{ \left[ B_{nj}^s(b) + Q_{nj}^s(b) - B_{nj}^s(a) - Q_{nj}^s(a) \right] \hat{r}_\pm - \left[ A_{nj}^s(b) - A_{nj}^s(a) \right] \hat{a}_{nj} \right\}$$  \hspace{1cm} (A.4)

where $C_{nj}^s$ and $A_{nj}^s(x)$ are given by Equations (A.2) and (A.3), respectively, and

$$B_{nj}^s(x) = e^{j k_0 x (\hat{a}_{nj} \cdot \hat{r}_\pm)} \left[ -(\hat{a}_{nj} \cdot \hat{r}_\pm) \cos(k_0 x) + j \sin(k_0 x) \right]$$  \hspace{1cm} (A.5)

and

$$Q_{nj}^s(x) = -\frac{j}{k_0 C_{nj}^s} \frac{\sin(k_0 x)}{\sin(k_0 d_{nj})} e^{j k_0 x (\hat{a}_{nj} \cdot \hat{r}_\pm)}.$$  \hspace{1cm} (A.6)

The term $Q_{nj}^s(x)$ is the contribution to the total electric field from the charge array located at endpoint $x$. Thus, $Q_{nj}^s(x)$ can be omitted to remove the electric field resulting from the charge array at endpoint $x$. Note that the charge contribution vanishes when $x = 0$, corresponding to zero charge at the zero current end $x = 0$.  
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APPENDIX B
Equivalent Wire Radius

This appendix evaluates $a_e$, the equivalent wire radius, as defined by Newman [25]. Basically, the mutual impedance between two filament line sources separated by the equivalent wire radius is the same as the mutual impedance between two volumetric cylindrical current sources, corresponding to the thin material wires.

Consider a 2D case where both the expansion and weighting current sources are of radius $a$ and are oriented along the $z$-axis, with $z$-directed current. The radial variations are defined as

$$ J_e = C J_0(k_p a) \quad \text{A} / \text{m}^2 $$

$$ J_w = \frac{1}{\pi a^2} \quad \text{A} / \text{m}^2 $$

where the constant $C$ is given in Equation (2.17) so that $J_e$ and $J_w$ have unit current. The mutual impedance between these two current sources was determined by Newman to be

$$ Z_{tw} = \left( \frac{\eta_0 H_1^{(2)}(k_0 a)}{2a} \right) \left( \frac{k_p}{k_p^2 - k_0^2} \right) \left( k_p J_0(k_0 a) - k_0 J_1(k_0 a) \frac{J_0(k_p a)}{J_1(k_p a)} \right) - \frac{j \eta_0}{\pi k_0 a^2}. \quad \text{(B.1)} $$

where $\eta_0$ and $k_0$ are the characteristic impedance and wavenumber of the host medium, and may be complex. Next, $Z_{tw}$ is equated to the mutual impedance between two filament line sources spaced $a_e$ apart from each other, where $|k_0 a_e| \ll 1$, i.e.,

$$ Z_{tw} = \frac{k_0 \eta_0}{4} H_0^{(2)}(k_0 a_e) \sim \frac{k_0 \eta_0}{4} \left[ 1 - j \frac{2}{\pi} \ln(k_0 a_e) \right] \quad \text{(B.2)} $$
This expression is solved for $a_e$, resulting in

$$a_e = \text{Real} \left[ \exp \left( j \frac{2 \mu_0}{k_0 \eta_0} \left( \frac{k_0}{k_0 \eta_0} - \frac{1}{2} \right) \right) \right].$$

(B.3)

The real part is taken since $a_e$ represents a real physical displacement.
APPENDIX C

Stagger of Weighting Monopole

This appendix presents the method of staggering the weighting monopole segment \( m_i \). The rules for staggering the weighting monopole segment \( m_i \) depend upon the relative geometrical arrangement of both monopoles segments \( m_i \) and \( n_j \). The weighting monopole segment \( m_i \) is staggered by an equivalent wire radius, \( a_e \), in a direction perpendicular to its centerline, and then the integration is performed along this staggered monopole. In decreasing order of priority the rules are:

1. If monopole segments \( m_i \) and \( n_j \) are both in the same plane, and that plane is parallel to the \( xy \) plane, then monopole segment \( m_i \) is staggered a distance of \( a_e \) in the negative \( z \) direction. This stagger is not absolutely necessary if monopole segments \( m_i \) and \( n_j \) do not touch or overlap. However, this stagger will increase the convergence of the spectral summation due to the slight distance of exponential decay for the evanescent waves.

2. If monopole segments \( m_i \) and \( n_j \) are collinear and touching, and are parallel to the \( z \)-axis, then monopole segment \( m_i \) is staggered a distance of \( a_e \) in the negative \( z \) direction.

3. If monopole segments \( m_i \) and \( n_j \) are collinear and touching, but are neither parallel to the \( z \)-axis, nor parallel to the \( xy \) plane, then monopole segment \( m_i \) is staggered a distance of \( a_e \) in the unit direction of the vector \( \hat{a}_m \times (\hat{a}_n \times \hat{z}) \).
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4. If monopole segments \( m_i \) and \( n_j \) are touching, but are neither collinear, nor both parallel to the \( xy \) plane, then monopole segment \( m_i \) is staggered a distance of \( a_e \) in the unit direction of the vector \( \hat{a}_{m_i} \times \hat{a}_{n_j} \).

5. For all other arrangements, monopole segment \( m_i \) is not staggered at all, and the integration is performed along its centerline.
APPENDIX D

Monopole to Monopole Arrangements

As shown in Figure 34, there are eight possible geometrical arrangements for the segment \( mi \) to segment \( nj \) impedance evaluation. These possible arrangements depend upon the \( z \) values of the endpoints of the segments, denoted as \( z_{mia} \), \( z_{mib} \), \( z_{nja} \) and \( z_{njb} \). Conditions on the endpoints are indicated in Figure 34, where, in general, endpoint \( b \) has a greater or equal \( z \) value than endpoint \( a \). The additional criteria for choosing which case the segment to segment impedance evaluation falls under can be summarized as:

Case 1: \[ z_{mib} \leq z_{nja} \]

Case 2: \[ z_{njb} \leq z_{mia} \]

Case 3: \[ z_{mia} \geq z_{nja} \quad \text{and} \quad z_{mib} \leq z_{njb} \]

Case 4: \[ z_{mia} < z_{nja} \quad \text{and} \quad z_{nja} < z_{mib} \leq z_{njb} \]

Case 5: \[ z_{mib} > z_{njb} \quad \text{and} \quad z_{nja} \leq z_{mia} < z_{njb} \]

Case 6: \[ z_{mia} < z_{nja} \quad \text{and} \quad z_{mib} > z_{njb} \]

Case 7: \[ z_{mia} < (z_{nja} - z_{njb}) < z_{mib} \]

Case 8: \[ z_{nja} < (z_{mia} = z_{mib}) < z_{njb} \]
Figure 34: The eight possible segment $mi$ to segment $nj$ geometry arrangements.
APPENDIX E

The Evaluation of $G_{mi,nj\pm}(a, b)$

This appendix evaluates $G_{mi,nj\pm}(a, b)$, defined in Equation (3.32), and used in the evaluation of the impedance matrix element contribution $Z^{z=0}_{mi,nj}$. In general, $G_{mi,nj\pm}(a, b)$ requires evaluation when at least a portion of weighting monopole $mi$ is within Region (II) of expansion monopole $nj$. To repeat Equation (3.32), $G_{mi,nj\pm}(a, b)$ is defined as

$$G_{mi,nj\pm}(a, b) = \int_a^b (e_{nj\pm} \cdot \hat{a}_{mi}) F_{mi}(l) e^{-jk_0 l(\hat{a}_{nj\pm} \cdot l)} P_{nj\pm}^{s}(a_{nj\pm}, b_{nj\pm}) dl.$$

The function $P_{nj\pm}^{s}(a_{nj\pm}, b_{nj\pm})$ is evaluated in Appendix A. Also, the scalar product $(e_{nj\pm} \cdot \hat{a}_{mi})$ is incorporated into $G_{mi,nj\pm}(a, b)$ so that the contribution from open-current end charges can be isolated and/or removed. As shown in Figure 35, the limits of integration $(a_{nj\pm}, b_{nj\pm})$ depend upon the position vector to a point on the weighting monopole $mi$, and hence they have an $l$ dependence. For a given value of $l$, the integration limits are determined by solving

$$\hat{z} \cdot [R_{nj} + l' \hat{a}_{nj}] = \hat{z} \cdot [R_{mi} + l \hat{a}_{mi}]$$

for $l'$, resulting in

$$l' = \frac{R_{miz} - R_{njz}}{a_{njz}} + \frac{a_{miz}}{a_{njz}} l = \alpha_{mi} + \beta_{mi} l$$

(E.1)

where $R_{miz}, R_{njz}, a_{miz}$ and $a_{njz}$ are the $z$-components of $R_{mi}, R_{nj}, \hat{a}_{mi}$ and $\hat{a}_{nj}$, respectively.
Figure 35: Vector relationship for the center $Q = 0$ monopoles $mi$ and $nj$.

As was shown in Figure 33(b) and 33(c), there are two possible arrangements of monopole $nj$ such that a Region (II) field exists. This results in two different cases of integration limits for the $nj^{th}$ source pattern factor. For the geometry of Figure 33(b), the integration limits are

\[
\begin{align*}
a_{nj+} &= 0 \\
b_{nj+} &= \alpha_{mi} + \beta_{mi} l \\
a_{nj-} &= \alpha_{mi} + \beta_{mi} l \\
b_{nj-} &= d_{nj}
\end{align*}
\]

and for the geometry shown in Figure 33(c) the limits of integration are

\[
\begin{align*}
a_{nj-} &= 0 \\
b_{nj-} &= \alpha_{mi} + \beta_{mi} l \\
a_{nj+} &= \alpha_{mi} + \beta_{mi} l \\
b_{nj+} &= d_{nj}
\end{align*}
\]
When substituting $P_{n_j \pm}^s(a_{n_j \pm}, b_{n_j \pm})$ into the defining equation for $G_{mi,n_j \pm}(a, b)$, the notation of Appendix A will be utilized, as follows:

**Figure 33(b) Geometry**

<table>
<thead>
<tr>
<th>Equation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_{n_j +}^s(b_{n_j +}) = B_{n_j +}^s(\alpha_{mi} + \beta_{mi} l)$</td>
<td></td>
</tr>
<tr>
<td>$B_{n_j +}^s(a_{n_j +}) = C_{n_j +}^s$</td>
<td></td>
</tr>
<tr>
<td>$Q_{n_j +}^s(b_{n_j +}) = Q_{n_j +}^s(\alpha_{mi} + \beta_{mi} l)$</td>
<td></td>
</tr>
<tr>
<td>$Q_{n_j +}^s(a_{n_j +}) = Q_{n_j +}^s = 0$</td>
<td></td>
</tr>
<tr>
<td>$A_{n_j +}^s(b_{n_j +}) = A_{n_j +}^s(\alpha_{mi} + \beta_{mi} l)$</td>
<td></td>
</tr>
<tr>
<td>$A_{n_j +}^s(a_{n_j +}) = C_{n_j +}^s$</td>
<td></td>
</tr>
<tr>
<td>$B_{n_j -}^s(b_{n_j -}) = C_{2n_j -}$</td>
<td></td>
</tr>
<tr>
<td>$B_{n_j -}^s(a_{n_j -}) = B_{n_j -}^s(\alpha_{mi} + \beta_{mi} l)$</td>
<td></td>
</tr>
<tr>
<td>$Q_{n_j -}^s(b_{n_j -}) = Q_{n_j -}$</td>
<td></td>
</tr>
<tr>
<td>$Q_{n_j -}^s(a_{n_j -}) = Q_{n_j -}(\alpha_{mi} + \beta_{mi} l)$</td>
<td></td>
</tr>
<tr>
<td>$A_{n_j -}^s(b_{n_j -}) = A_{n_j -}^s(\alpha_{mi} + \beta_{mi} l)$</td>
<td></td>
</tr>
<tr>
<td>$A_{n_j -}^s(a_{n_j -}) = C_{2n_j -}$</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 33(c) Geometry**

<table>
<thead>
<tr>
<th>Equation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_{n_j +}^s(b_{n_j +}) = C_{n_j +}^s$</td>
<td></td>
</tr>
<tr>
<td>$B_{n_j +}^s(a_{n_j +}) = B_{n_j +}^s(\alpha_{mi} + \beta_{mi} l)$</td>
<td></td>
</tr>
<tr>
<td>$Q_{n_j +}^s(b_{n_j +}) = Q_{n_j +}^s$</td>
<td></td>
</tr>
<tr>
<td>$Q_{n_j +}^s(a_{n_j +}) = Q_{n_j +}^s(\alpha_{mi} + \beta_{mi} l)$</td>
<td></td>
</tr>
<tr>
<td>$A_{n_j +}^s(b_{n_j +}) = C_{2n_j +}$</td>
<td></td>
</tr>
<tr>
<td>$A_{n_j +}^s(a_{n_j +}) = A_{n_j +}^s(\alpha_{mi} + \beta_{mi} l)$</td>
<td></td>
</tr>
<tr>
<td>$B_{n_j -}^s(b_{n_j -}) = B_{n_j -}^s(\alpha_{mi} + \beta_{mi} l)$</td>
<td></td>
</tr>
<tr>
<td>$B_{n_j -}^s(a_{n_j -}) = C_{1n_j -}$</td>
<td></td>
</tr>
<tr>
<td>$Q_{n_j -}^s(b_{n_j -}) = Q_{n_j -}(\alpha_{mi} + \beta_{mi} l)$</td>
<td></td>
</tr>
<tr>
<td>$Q_{n_j -}^s(a_{n_j -}) = Q_{n_j -}^s = 0$</td>
<td></td>
</tr>
<tr>
<td>$A_{n_j -}^s(b_{n_j -}) = A_{n_j -}^s(\alpha_{mi} + \beta_{mi} l)$</td>
<td></td>
</tr>
<tr>
<td>$A_{n_j -}^s(a_{n_j -}) = C_{2n_j -}$</td>
<td></td>
</tr>
</tbody>
</table>

(E.2)

The terms $C_{n_j \pm}^s \text{ and } C_{2n_j \pm}^s$ are constants with respect to $z$ which result from the endpoints of segment $n_j$. Similarly, the terms $Q_{n_j \pm}^s$ are the charge terms associated with the open-current at the endpoints of segment $n_j$, and are independent of $l$. The charge terms $Q_{n_j \pm}^s(\alpha_{mi} + \beta_{mi} l)$ must be removed from the integral for the answer to be right, but I'm not sure why this is so. Substituting $F_{mi}(l)$ and the above notation for $P_{n_j \pm}^s(a_{n_j \pm}, b_{n_j \pm})$ into the defining equation for $G_{mi,n_j \pm}(a, b)$, and rearranging,

$$G_{mi,n_j \pm}(a, b) = S C_{n_j} e^{-j k_0 [R_{mi} - R_{n_j}]/\tau_z} \left[ C_{1 \pm I_1 \pm} + C_{2 \pm I_2 \pm} + C_{3 \pm I_3 \pm} \right]$$
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where $S$ is given in Equation (4.19), and

$$C_{1\pm} = \frac{jK_\pm}{\sin(k_0d_{mi})} \left[ (\hat{a}_{mi} \cdot \hat{r}_\pm) - j(\hat{a}_{mi} \cdot \hat{a}_{nj}) (\hat{a}_{nj} \cdot \hat{r}_\pm) \right]$$

$$C_{2\pm} = \frac{K_\pm}{\sin(k_0d_{mi})} \left[ (\hat{a}_{mi} \cdot \hat{a}_{nj}) - j(\hat{a}_{mi} \cdot \hat{r}_\pm) (\hat{a}_{nj} \cdot \hat{r}_\pm) \right]$$

$$C_{3\pm} = C_{2n_j\pm}^s (\hat{a}_{mi} \cdot \hat{a}_{nj}) - \left( C_{1n_j\pm}^s + Q_{n_j\pm} \right) (\hat{a}_{mi} \cdot \hat{r}_\pm)$$

$$K_\pm = e^{jk_0\alpha_{mi}(\hat{a}_{nj} \cdot \hat{r}_\pm)}$$

$$I_{1\pm} = \int_a^b \exp \left( -jk_0 l [\hat{a}_{mi} - \beta_{mi} \hat{a}_{nj}] \cdot \hat{r}_\pm \right) \sin \left[ k_0 (\alpha_{mi} + \beta_{mi} l) \right] \sin(k_0 l) \, dl$$

$$I_{2\pm} = \int_a^b \exp \left( -jk_0 l [\hat{a}_{mi} - \beta_{mi} \hat{a}_{nj}] \cdot \hat{r}_\pm \right) \cos \left[ k_0 (\alpha_{mi} + \beta_{mi} l) \right] \sin(k_0 l) \, dl$$

$$I_{3\pm} = \int_a^b \exp \left[ -jk_0 l (\hat{a}_{mi} \cdot \hat{r}_\pm) \right] \sin(k_0 l) \, dl.$$ 

Note that the definition of $C_{3\pm}$ contains the open–current end charge term $Q_{n_j\pm}$. This term can be omitted when two monopoles are placed together to form a dipole expansion function. In this case the charges from the two monopoles will cancel exactly.

In the evaluation of $I_{1\pm}$ and $I_{2\pm}$ it is worthwhile to define

$$\omega_{mi\pm} = jk_0 [\hat{a}_{mi} - \beta_{mi} \hat{a}_{nj}] \cdot \hat{r}_\pm.$$ 

Also, the trigonometry identities

$$\sin(A + B) = \sin A \cos B + \cos A \sin B$$

$$\cos(A + B) = \cos A \cos B - \sin A \sin B$$

$$2 \sin A \sin B = -\cos(A + B) + \cos(A - B)$$

$$2 \cos A \sin B = \sin(A + B) - \sin(A - B)$$

are applied to the $I_{1\pm}$ and $I_{2\pm}$ integrands to obtain

$$I_{1\pm} = \frac{1}{2} \sin(k_0\alpha_{mi}) \left[ I_{1\pm}^{s+} - I_{1\pm}^{s-} \right] - \frac{1}{2} \cos(k_0\alpha_{mi}) \left[ I_{1\pm}^{s+} - I_{1\pm}^{s-} \right]$$
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\[ I_{2\pm} = \frac{1}{2} \cos(k_0 \alpha_{mi}) [I_\pm^{s+} - I_\pm^{s-}] + \frac{1}{2} \cos(k_0 \alpha_{mi}) [I_\pm^{c+} - I_\pm^{c-}] \]

where

\[ I_\pm^{s+} = \int_a^b e^{-\omega_{mi\pm} l} \sin[(k_0(\beta_{mi} + 1))l] dl = \frac{1}{(\omega_{mi\pm})^2 + [k_0(\beta_{mi} + 1)]^2} \times \left[ e^{-\omega_{mi\pm} b} (-\omega_{mi\pm} \sin[k_0(\beta_{mi} + 1)b] - k_0(\beta_{mi} + 1) \cos[k_0(\beta_{mi} + 1)b]) - e^{-\omega_{mi\pm} a} (-\omega_{mi\pm} \sin[k_0(\beta_{mi} + 1)a] - k_0(\beta_{mi} + 1) \cos[k_0(\beta_{mi} + 1)a]) \right] \]

\[ I_\pm^{s-} = \int_a^b e^{-\omega_{mi\pm} l} \sin[k_0(\beta_{mi} - 1)b] dl = \frac{1}{(\omega_{mi\pm})^2 + [k_0(\beta_{mi} - 1)]^2} \times \left[ e^{-\omega_{mi\pm} b} (-\omega_{mi\pm} \sin[k_0(\beta_{mi} - 1)b] - k_0(\beta_{mi} - 1) \cos[k_0(\beta_{mi} - 1)b]) - e^{-\omega_{mi\pm} a} (-\omega_{mi\pm} \sin[k_0(\beta_{mi} - 1)a] - k_0(\beta_{mi} - 1) \cos[k_0(\beta_{mi} - 1)a]) \right] \]

\[ I_\pm^{c+} = \int_a^b e^{-\omega_{mi\pm} l} \cos[k_0(\beta_{mi} + 1)b] dl = \frac{1}{(\omega_{mi\pm})^2 + [k_0(\beta_{mi} + 1)]^2} \times \left[ e^{-\omega_{mi\pm} b} (k_0(\beta_{mi} + 1) \sin[k_0(\beta_{mi} + 1)b] - \omega_{mi\pm} \cos[k_0(\beta_{mi} + 1)b]) - e^{-\omega_{mi\pm} a} (k_0(\beta_{mi} + 1) \sin[k_0(\beta_{mi} + 1)a] - \omega_{mi\pm} \cos[k_0(\beta_{mi} + 1)a]) \right] \]

\[ I_\pm^{c-} = \int_a^b e^{-\omega_{mi\pm} l} \cos[k_0(\beta_{mi} - 1)b] dl = \frac{1}{(\omega_{mi\pm})^2 + [k_0(\beta_{mi} - 1)]^2} \times \left[ e^{-\omega_{mi\pm} b} (k_0(\beta_{mi} - 1) \sin[k_0(\beta_{mi} - 1)b] - \omega_{mi\pm} \cos[k_0(\beta_{mi} - 1)b]) - e^{-\omega_{mi\pm} a} (k_0(\beta_{mi} - 1) \sin[k_0(\beta_{mi} - 1)a] - \omega_{mi\pm} \cos[k_0(\beta_{mi} - 1)a]) \right] \]

The above forms of \( I_{1\pm} \) and \( I_{2\pm} \) are valid as long as \( \beta_{mi} \neq \pm 1 \), in which case

\[ I_\pm^{s+} = I_\pm^{s-} = 0 \quad \text{always} \]

\[ I_\pm^{c+} = I_\pm^{c-} = \begin{cases} b - a & \text{if } \omega_{mi\pm} = 0 \\ \exp(-\omega_{mi\pm} b) - \exp(-\omega_{mi\pm} a) & \text{otherwise.} \end{cases} \]

The \( I_{3\pm} \) integral can be evaluated directly as

\[ I_{3\pm} = \int_a^b \exp [-j k_0 l(\hat{a}_{mi} \cdot \hat{r}_{\pm})] \sin(k_0 l) dl = \frac{1}{k_0 [1 - (\hat{a}_{mi} \cdot \hat{r}_{\pm})^2]} \times \left[ e^{-jk_0 b(\hat{a}_{mi} \cdot \hat{r}_{\pm})} (-j(\hat{a}_{mi} \cdot \hat{r}_{\pm}) \sin(k_0 b) - \cos(k_0 b)) - e^{-jk_0 a(\hat{a}_{mi} \cdot \hat{r}_{\pm})} (-j(\hat{a}_{mi} \cdot \hat{r}_{\pm}) \sin(k_0 a) - \cos(k_0 a)) \right]. \]
APPENDIX F
Integration Limits for Evaluating $Z_{mi,nj}^{\pm}$

This appendix defines the limits of integration over the expansion monopole $n_j$ and weighting monopole $m_i$, as needed in the evaluation of the impedance term $Z_{mi,nj}^{\pm}$. In general, this includes the integration limits for the following terms:

$$P_{n_j-}^s(a_{n_j-}, b_{n_j-}) P_{mi}^r(a_{mi1}, b_{mi1}),$$
$$P_{n_j+}^s(a_{n_j+}, b_{n_j+}) P_{mi}^r(a_{mi3}, b_{mi3})$$ and
$$G_{mi,nj}(a_{mi2}, b_{mi2}).$$

Recall from Figure 34 that there are eight possible geometrical arrangements for the monopole $m_i$ to monopole $n_j$ mutual impedance contribution $Z_{mi,nj}^{\pm}$. Furthermore, as shown in Figure 33, there are three primary arrangements for each of monopoles $m_i$ and $n_j$. Each case is analyzed in greater detail below.

Case 1:

As shown in Figure 34 for a Case 1 geometry, monopole $m_i$ is entirely in Region (1) of monopole $n_j$. The integration limits are

Integration limits:
\[
\begin{aligned}
a_{mi1} &= 0, & b_{mi1} &= d_{mi} \\
a_{n_j-} &= 0, & b_{n_j-} &= d_{nj}
\end{aligned}
\]

and then $P_{n_j-}^s(a_{n_j-}, b_{n_j-}) P_{mi}^r(a_{mi1}, b_{mi1})$ is evaluated as required in Equation (3.26).
**Case 2:**

As shown in Figure 34 for a Case 2 geometry, monopole $mi$ is entirely in Region (III) of monopole $nj$. The integration limits are

\[
\text{Integration limits: } \begin{cases} 
    a_{mi3} = 0, & b_{mi3} = d_{mi} \\
    a_{nj+} = 0, & b_{nj+} = d_{nj}
\end{cases}
\]

and then $P^s_{nj+}(a_{nj+}, b_{nj+}) P^r_{mi+}(a_{mi1}, b_{mi1})$ is evaluated as required in Equation (3.27).

**Case 3:**

As shown in Figure 34 for a Case 3 geometry, monopole $mi$ is entirely in Region (II) of monopole $nj$. The integration limits are

\[
\text{Integration limits: } \begin{cases} 
    a_{mi2} = 0, & b_{mi2} = d_{mi}
\end{cases}
\]

and then $G_{mi, nj\pm}(a_{mi2}, b_{mi2})$ is evaluated as required in Equation (3.31).

**Case 4:**

As shown in Figure 34 for a Case 4 geometry, monopole $mi$ is within both Region (I) and Region (II) of monopole $nj$. Figure 36 shows the four different possible ways that the Case 4 geometrical arrangement can occur. For the integration limits that follow, it is necessary to define the following terms:

\[
A_{mi}^{lim} = \frac{R_{nj2} - R_{miz}}{a_{miz}}
\]

\[
B_{mi}^{lim} = \frac{R_{nj2} - R_{miz}}{a_{miz}} + a_{nj2} d_{nj}.
\]

The integration limits for the evaluation of $P^s_{nj-}(a_{nj-}, b_{nj-})$, $P^r_{mi-}(a_{mi1}, b_{mi1})$ and $G_{mi, nj\pm}(a_{mi2}, b_{mi2})$, as required by Equation (3.33), are given in Table 1.
Case 5:

As shown in Figure 34 for a Case 5 geometry, monopole $m_i$ is within both Region (III) and Region (II) of monopole $n_j$. Figure 37 shows the four different possible ways that the Case 5 geometrical arrangement can occur. The integration limits for the evaluation of $P^s_{n_j+}(a_{n_j+}, b_{n_j+})$, $P^r_{m_i+}(a_{m_i3}, b_{m_i3})$ and $G_{m_i,n_j\pm}(a_{m_i2}, b_{m_i2})$, as required by Equation (3.33), are given in Table 2.

Case 6:

As shown in Figure 34 for a Case 6 geometry, monopole $m_i$ is within all Regions (I), (II) and (III) of monopole $n_j$. Figure 38 shows the four different possible ways that the Case 6 geometrical arrangement can occur. The integration limits for the evaluation of $P^s_{n_j-}(a_{n_j-}, b_{n_j-})$, $P^r_{m_i-}(a_{m_i1}, b_{m_i1})$, $P^s_{n_j+}(a_{n_j+}, b_{n_j+})$, $P^r_{m_i+}(a_{m_i3}, b_{m_i3})$ and $G_{m_i,n_j\pm}(a_{m_i2}, b_{m_i2})$, as required by Equation (3.35), are given in Table 3.

Case 7:

As shown in Figure 34 for a Case 7 geometry, Region (II) of monopole $n_j$ has vanished, and monopole $m_i$ is within Region (I) and Region (III) of monopole $n_j$. Figure 39 shows the two different possible ways that the Case 7 geometrical arrangement can occur. The integration limits for the evaluation of $P^s_{n_j-}(a_{n_j-}, b_{n_j-})$, $P^r_{m_i-}(a_{m_i1}, b_{m_i1})$, $P^s_{n_j+}(a_{n_j+}, b_{n_j+})$ and $P^r_{m_i+}(a_{m_i3}, b_{m_i3})$, as required by Equation (3.36), are given in Table 4.

Case 8:

As shown in Figure 34 for a Case 8 geometry, monopole $m_i$ is entirely within Region (II) of monopole $n_j$. However, monopole $m_i$ has no extent in the $z$ direction,
and $G_{mi,nj}(a_{mi2},b_{mi2})$ decouples, as given in Equation (3.37). Figure 40 shows the two different possible ways that the Case 8 geometrical arrangement can occur. The following term is required for presenting the integration limits:

$$d_{nj0} = \frac{R_{miz} - R_{njz}}{a_{njz}}.$$  

The integration limits for the evaluation of $P_{nj}(a_{nj},b_{nj})$ and $P_{mi}(a_{mi2},b_{mi2})$, as required by Equation (3.36), are given in Table 5.

![Figure 36: The four different Case 4 impedance possibilities.](image)
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Table 1: Integration limits for a Case 4 impedance.

<table>
<thead>
<tr>
<th></th>
<th>Figure 36(a)</th>
<th>Figure 36(b)</th>
<th>Figure 36(c)</th>
<th>Figure 36(d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{nj}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$b_{nj}$</td>
<td>$d_{nj}$</td>
<td>$d_{nj}$</td>
<td>$d_{nj}$</td>
<td>$d_{nj}$</td>
</tr>
<tr>
<td>$a_{mi1}$</td>
<td>0</td>
<td>$A_{mi}^{lim}$</td>
<td>0</td>
<td>$B_{mi}^{lim}$</td>
</tr>
<tr>
<td>$b_{mi1}$</td>
<td>$A_{mi}^{lim}$</td>
<td>$d_{mi}$</td>
<td>$B_{mi}^{lim}$</td>
<td>$d_{mi}$</td>
</tr>
<tr>
<td>$a_{mi2}$</td>
<td>$A_{mi}^{lim}$</td>
<td>0</td>
<td>$B_{mi}^{lim}$</td>
<td>0</td>
</tr>
<tr>
<td>$b_{mi2}$</td>
<td>$d_{mi}$</td>
<td>$A_{mi}^{lim}$</td>
<td>$d_{mi}$</td>
<td>$B_{mi}^{lim}$</td>
</tr>
</tbody>
</table>

Figure 37: The four different Case 5 impedance possibilities.
Table 2: Integration limits for a Case 5 impedance.

<table>
<thead>
<tr>
<th></th>
<th>Figure 37(a)</th>
<th>Figure 37(b)</th>
<th>Figure 37(c)</th>
<th>Figure 37(d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{nj+}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$b_{nj+}$</td>
<td>$d_{nj}$</td>
<td>$d_{nj}$</td>
<td>$d_{nj}$</td>
<td>$d_{nj}$</td>
</tr>
<tr>
<td>$a_{mi2}$</td>
<td>0</td>
<td>$B_{mi}^{lim}$</td>
<td>0</td>
<td>$A_{mi}^{lim}$</td>
</tr>
<tr>
<td>$b_{mi2}$</td>
<td>$B_{mi}^{lim}$</td>
<td>$d_{mi}$</td>
<td>$A_{mi}^{lim}$</td>
<td>$d_{mi}$</td>
</tr>
<tr>
<td>$a_{mi3}$</td>
<td>$B_{mi}^{lim}$</td>
<td>0</td>
<td>$A_{mi}^{lim}$</td>
<td>0</td>
</tr>
<tr>
<td>$b_{mi3}$</td>
<td>$d_{mi}$</td>
<td>$B_{mi}^{lim}$</td>
<td>$d_{mi}$</td>
<td>$A_{mi}^{lim}$</td>
</tr>
</tbody>
</table>

Figure 38: The four different Case 6 impedance possibilities.
Table 3: Integration limits for a Case 6 impedance.

<table>
<thead>
<tr>
<th></th>
<th>Figure 38(a)</th>
<th>Figure 38(b)</th>
<th>Figure 38(c)</th>
<th>Figure 38(d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{nj\pm}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$b_{nj\pm}$</td>
<td>$d_{nj}$</td>
<td>$d_{nj}$</td>
<td>$d_{nj}$</td>
<td>$d_{nj}$</td>
</tr>
<tr>
<td>$a_{mi1}$</td>
<td>0</td>
<td>$A_{mi}^{lim}$</td>
<td>0</td>
<td>$B_{mi}^{lim}$</td>
</tr>
<tr>
<td>$b_{mi1}$</td>
<td>$A_{mi}^{lim}$</td>
<td>$d_{mi}$</td>
<td>$B_{mi}^{lim}$</td>
<td>$d_{mi}$</td>
</tr>
<tr>
<td>$a_{mi2}$</td>
<td>$A_{mi}^{lim}$</td>
<td>$B_{mi}^{lim}$</td>
<td>$B_{mi}^{lim}$</td>
<td>$A_{mi}^{lim}$</td>
</tr>
<tr>
<td>$b_{mi2}$</td>
<td>$B_{mi}^{lim}$</td>
<td>$A_{mi}^{lim}$</td>
<td>$A_{mi}^{lim}$</td>
<td>$B_{mi}^{lim}$</td>
</tr>
<tr>
<td>$a_{mi3}$</td>
<td>$B_{mi}^{lim}$</td>
<td>0</td>
<td>$A_{mi}^{lim}$</td>
<td>0</td>
</tr>
<tr>
<td>$b_{mi3}$</td>
<td>$d_{mi}$</td>
<td>$B_{mi}^{lim}$</td>
<td>$d_{mi}$</td>
<td>$A_{mi}^{lim}$</td>
</tr>
</tbody>
</table>

Figure 39: The two different Case 7 impedance possibilities.
Table 4: Integration limits for a Case 7 impedance.

<table>
<thead>
<tr>
<th></th>
<th>Figure 39(a)</th>
<th>Figure 39(b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{nj\pm}$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$b_{nj\pm}$</td>
<td>$d_{nj}$</td>
<td>$d_{nj}$</td>
</tr>
<tr>
<td>$a_{mi1}$</td>
<td>0</td>
<td>$A_{mi}^{\text{lim}}$</td>
</tr>
<tr>
<td>$b_{mi1}$</td>
<td>$A_{mi}^{\text{lim}}$</td>
<td>$d_{mi}$</td>
</tr>
<tr>
<td>$a_{mi3}$</td>
<td>$A_{mi}^{\text{lim}}$</td>
<td>0</td>
</tr>
<tr>
<td>$b_{mi3}$</td>
<td>$d_{mi}$</td>
<td>$A_{mi}^{\text{lim}}$</td>
</tr>
</tbody>
</table>

Figure 40: The two different Case 8 impedance possibilities.
Table 5: Integration limits for a Case 8 impedance.

<table>
<thead>
<tr>
<th></th>
<th>Figure 40(a)</th>
<th>Figure 40(b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_{nj}^- )</td>
<td>( d_{nj0} )</td>
<td>0</td>
</tr>
<tr>
<td>( b_{nj}^- )</td>
<td>( d_{nj} )</td>
<td>( d_{nj0} )</td>
</tr>
<tr>
<td>( a_{nj}^+ )</td>
<td>0</td>
<td>( d_{nj0} )</td>
</tr>
<tr>
<td>( b_{nj}^+ )</td>
<td>( d_{nj0} )</td>
<td>( d_{nj} )</td>
</tr>
<tr>
<td>( a_{mi2} )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( b_{mi2} )</td>
<td>( d_{mi} )</td>
<td>( d_{mi} )</td>
</tr>
</tbody>
</table>
APPENDIX G
The Ellipsoid of Wave Normals

Consider a homogeneous real anisotropic non-magnetic medium arranged such that the coordinate axes are aligned with the three axial directions (called the principle dielectric axes) \(x, y\) and \(z\). It is shown by Sommerfeld [23, Sec. 4.24] that any real anisotropic medium can be arranged in such a way. This is a uniaxial medium with permittivity tensor given by

\[
\bar{\epsilon}_e = \begin{bmatrix}
\epsilon_x & 0 & 0 \\
0 & \epsilon_y & 0 \\
0 & 0 & \epsilon_z \\
\end{bmatrix}
\]

where \(\epsilon_x, \epsilon_y\) and \(\epsilon_z\) are called the principle dielectric constants. The fields \(D\) and \(E\) are related as

\[
D_x = \epsilon_x E_x \\
D_y = \epsilon_y E_y \\
D_z = \epsilon_z E_z
\]

The electric energy density is given by

\[
w_e = \frac{1}{8\pi} \mathbf{E} \cdot \mathbf{D} = \frac{1}{8\pi} \left( \frac{D_x^2}{\epsilon_x} + \frac{D_y^2}{\epsilon_y} + \frac{D_z^2}{\epsilon_z} \right).
\]

Letting \(C = 8\pi w_e\), and writing \(x, y\) and \(z\) in place of \(D_x/\sqrt{C}, D_y/\sqrt{C}\) and \(D_z/\sqrt{C}\), and considering these as Cartesian coordinates in space, we get the equation of the
ellipsoid of wave normals

\[
\frac{x^2}{\varepsilon_x} + \frac{y^2}{\varepsilon_y} + \frac{z^2}{\varepsilon_z} = 1.
\] (G.1)

This ellipsoid can be used to predict the two phase velocities, and hence the two wavenumbers of a plane wave propagating in any direction \( \hat{u}_k \), as follows [24, Sec. 14.2.3]. Draw a plane normal to \( \hat{u}_k \) through the origin. The intersection of this plane with the ellipsoid is an ellipse. The major and minor semi-axes of this ellipse are proportional to \( 1/v_p \), the reciprocal of the phase velocities. Once the two phase velocities have been determined, the corresponding wavenumbers can be found as

\[
k = \frac{\omega}{v_p}
\]

where \( \omega \) is the angular frequency in radians per second.

These results can be applied to artificial media in the following manner. Consider an anisotropic uniaxial artificial dielectric. Assume that the effective wavenumber corresponding to one of the two roots, has been determined for propagation along two of the principle dielectric axes. For example, for one of the two roots, assume \( k_x = k_z \) for propagation along the \( x \)-axis and \( k_x = k_y \) for propagation along the \( y \)-axis. We wish to compute the effective wavenumber for propagation in any direction in the \( xy \)-plane, i.e., \( \hat{u}_k = \hat{x} u_{kx} + \hat{y} u_{ky} \).

See Figure 41 for the geometrical representation of the solution. The ellipse equation can be written as

\[
\frac{x^2}{k_x^2} + \frac{y^2}{k_y^2} = 1.
\] (G.2)

Now, substituting \( z = a \) and \( y = b = a \tan \alpha = a(u_{ky}/u_{kx}) \) into Equation (G.2), and solving, it is obtained that for the given direction of propagation at angle \( \alpha \),

\[
k_e = \sqrt{a^2 + b^2} = k_x k_y \frac{\sqrt{1 + \tan^2 \alpha}}{\sqrt{k_y^2 + k_z^2 \tan^2 \alpha}}.
\] (G.3)
Figure 41: The ellipse construction to solve for the effective wavenumber.
APPENDIX H

Material Spheres

This appendix presents an integral equation and periodic method of moments (PMM) [2, 3, 4] solution to the problem of determining the effective permittivity of an artificial dielectric composed of a 3D periodic array of small identical dielectric material spheres. Note that the material presented in this appendix is mostly self-contained, i.e., there are few references to material in this dissertation outside this appendix. However, much of the theory is similar to that presented in Chapter II, and thus there is some repetition. The major differences are those necessary to account for the scattering objects being material spheres rather than wire objects. Also, field computations are made by employing approximations in the space domain, as opposed to the spectral domain methods presented in Sections 2.4 and 2.5.

As with the method presented in Chapter II, this method is based upon finding the complex wavenumber for a plane wave propagating in the artificial dielectric, from which the complex effective permittivity can be deduced. As before, mutual coupling between the small spheres is included in the PMM formulation.

The scattering objects are identical dielectric spheres arranged in a 3D periodic lattice. When a plane wave propagates through an artificial dielectric, currents are induced on or in the scattering objects. These currents can be viewed as macroscopic current moments, analogous to the microscopic dipole moments induced in
the molecules of an actual dielectric [1]. The effect of the macroscopic current moments is to produce a net current moment per unit volume, and thus the artificial dielectric has some complex effective permittivity.

In the present case, the complex effective permittivity of the artificial dielectric is a function of the electrical size and spacing of the dielectric spheres, and the material parameters of both the host medium and the spheres. By properly choosing these values, it may be possible to design an artificial dielectric medium of desired permittivity and loss tangent. A recent application of artificial dielectrics is in the microwave welding of polymers [11]. In this case, a lossy dielectric of desired conductivity is produced by the proper mixture of HCl doped polyaniline particles in a polyethylene host.

Section H.1 of this paper presents the integral equation of the artificial dielectric medium. This integral equation is solved by the periodic moment method using expansion functions suitable for small dielectric spheres. Details concerning the evaluating of the impedance matrix are given in Section H.2. Numerical results are presented in Section H.3, illustrating the complex effective permittivity for different artificial dielectric compositions.

H.1 Theory

H.1.1 Derivation of the Integral Equation

This section will present the integral equation and PMM solution for a plane wave propagating through an artificial dielectric medium composed of small dielectric spheres arranged on a periodic lattice. This solution will yield the complex wavenumber of the plane wave, and in turn, the complex effective permittivity of the artificial dielectric. Throughout this appendix, all fields and currents are assumed to be time harmonic with the $e^{j\omega t}$ time dependence suppressed.
As shown in Figure 42, the geometry of the artificial dielectric consists of a 3D triple periodic array of identical dielectric spheres located in a homogeneous and isotropic host medium. The spheres have radius \( a \), and are homogeneous with permeability and permittivity denoted by \((\mu_0, \epsilon_1)\), and wavenumber \( k_1 = \omega \sqrt{\mu_0 \epsilon_1} \). The homogeneous host medium has permeability and permittivity denoted by \((\mu_0, \epsilon_0)\), wavelength \( \lambda_0 \), and wavenumber \( k_0 = \omega \sqrt{\mu_0 \epsilon_0} \). Note that this host medium is not necessarily free space and may be lossy. The spheres are arranged in a rectangular lattice with spacings \( d_x, d_y \) and \( d_z \) in the \( \hat{x}, \hat{y} \) and \( \hat{z} \) directions, respectively. They are referenced by the index \( Q = (i_x, j_y, k_z) \) where \(-\infty \leq (i_x, j_y, k_z) \leq \infty \). The reference or center sphere is centered at the origin and is indexed by \( Q = 0 = (0,0,0) \). Also, let \( \Lambda Q = i_x d_x \hat{x} + j_y d_y \hat{y} + k_z d_z \hat{z} \) be the position vector from the origin to the center of sphere \( Q \). Typically there are a large number of electrically small spheres per cubic wavelength.

Following the general methods presented by Blanchard and Newman [21, 22], the effective permittivity of the artificial dielectric medium is determined by first assuming that a plane wave of unknown wavenumber is propagating through the medium. If the plane wave is propagating in the \( \hat{u}_k \) direction, then it will have spatial variation of the form

\[
e^{-j k_e \cdot R},
\]

where \( k_e = k_e \hat{u}_k \) is the unknown complex wave-vector, and \( R = x \hat{x} + y \hat{y} + z \hat{z} \) is a position vector from the origin to the point \((x, y, z)\). For a given direction \( \hat{u}_k \), it is desired to find \( k_e \) such that this plane wave satisfies Maxwell's source free equations and all of the boundary conditions in the artificial medium, i.e., the normal mode of propagation for the artificial dielectric medium. Once the propagation constant \( k_e \) is known, then the effective permittivity of the artificial dielectric medium is found.
through the relationship

\[ k_e = \omega \sqrt{\mu_0 \varepsilon_e} \quad \text{or} \quad \varepsilon_e = \frac{k_e^2}{\omega^2 \mu_0}, \]

(H.2)

where \( \varepsilon_e \) is the complex effective permittivity of the artificial dielectric medium. Note that, in general, the artificial dielectric is an anisotropic medium, with different directions \( \hat{u}_k \) yielding different values for \( k_e \) and \( \varepsilon_e \). However, since the spheres are symmetric and closely spaced, the directional variation of \( \varepsilon_e \) should be negligible.

In formulating the integral equation for the artificial dielectric medium, the volume equivalence theorem is used to replace the dielectric spheres by the host medium and the equivalent electric volume polarization currents [1, Sec. 7.7]

\[ \mathbf{J} = j \omega (\varepsilon_1 - \varepsilon_0) \mathbf{E}^t, \]

(H.3)

where \( \mathbf{E}^t \) is the total electric field inside the dielectric spheres. As illustrated in Figure 43, the dielectric spheres are replaced by the host medium and the equivalent
Figure 43: Equivalent representation for the 3D artificial dielectric of spheres.

volume currents $J$. This current $J$, which exists in each and every sphere, is written as

$$J = \sum_{Q} J^Q,$$  \hspace{1cm} (H.4)

where $J^Q$ is the current in the volume $V^Q$ occupied by sphere $Q$. In Equation (H.4) and others to follow, it is implicit that the summation is over all $Q$, i.e.,

$$-\infty \leq (i_z, j_y, k_z) \leq \infty.$$

Since we seek a solution to Maxwell's source free equations, there are no impressed currents, and thus $E^t$ is the electric field of $J$ radiating in the homogeneous host medium. Equation (H.3) can be rearranged as the homogeneous equation

$$-E^t + \frac{J}{j\omega(\epsilon_1 - \epsilon_0)} = 0 \quad \text{in each } V^Q,$$  \hspace{1cm} (H.5)

and is to be solved for the complex wavenumber $k_z$, and the current in the center $Q = 0$ sphere, by the PMM.
Due to the periodic nature of the array of spheres, and of the plane wave of Equation (H.1), the current is identical in each sphere except for an amplitude and phase change corresponding to the amplitude and phase of the plane wave at the center of the sphere. In other words, the current in sphere Q differs from the current in the center or reference sphere by the complex multiplier

\[ C^Q = e^{-jke^\Lambda Q}. \]  

(H.6)

As a result, the only unknowns are \( k_e \) and the current in the center or reference sphere.

**H.1.2 PMM Solution of the Integral Equation**

The first step in the PMM solution is to expand the unknown current \( J \) as

\[ J = \sum_Q J^Q \approx \sum_Q C^Q \sum_{n=1}^{N} I_n J^Q_n, \]  

(H.7)

where the \( J^Q_n \) are \( N \) linearly independent expansion functions for the current in sphere \( Q \), and the \( I_n \) are \( N \) unknown expansion coefficients, with \( n = 1, 2, \ldots, N \). Due to the periodic nature of the problem, it is only necessary to match Equation (H.5) over \( V^0 \), the volume of the center sphere. Next define \( N \) linearly independent weighting functions in the center sphere, denoted as \( W_m \) with \( m = 1, 2, \ldots, N \). Substituting \( J \) of Equation (H.7) into Equation (H.5), and taking the inner product of the result with the \( N \) weighting functions, reduces Equation (H.5) to an order \( N \) matrix equation which can be written as

\[ [Z + \Delta Z] I = 0. \]  

(H.8)

Here \([Z + \Delta Z]\) is the order \( N \) impedance matrix and \( I \) is the length \( N \) solution vector containing the \( I_n \) expansion coefficients of Equation (H.7). The impedance
matrix elements are given by \((m, n = 1, 2, \ldots, N)\)

\[
Z_{mn}(k_e) = \sum_{Q} C^{Q} Z_{mn}^{Q} = -\sum_{Q} C^{Q} \int_{V_m} E_n^{Q} \cdot W_m \, dv 
\]  
(H.9)

\[
\Delta Z_{mn} = \frac{1}{j\omega(\varepsilon_1 - \varepsilon_0)} \int_{V_m} J_n^{0} \cdot W_m \, dv, 
\]  
(H.10)

where \(E_n^{Q}\) is the electric field of \(J_n^{Q}\), the \(n^{th}\) expansion function in sphere \(Q\), radiating in the homogeneous host medium. The integration limits \(V_m\) correspond to the region occupied by \(W_m\). Although the \(\Delta Z_{mn}\) do not depend on \(k_e\), the \(Z_{mn}\) do, because of their dependence upon \(C^{Q}\). Note that the \(\Delta Z_{mn}\) terms are non-zero only when the expansion functions \(J_n^{Q}\) are in the reference \(Q = 0\) sphere. Section H.2 discusses the numerical evaluation of the impedances in Equations (H.9) and (H.10).

The homogeneous matrix Equation (H.8) will have a non-trivial solution only if the determinant of the impedance matrix is zero. Thus, \(k_e\) is found by solving the fundamental equation

\[
|Z(k_e) + \Delta Z| = 0, 
\]  
(H.11)

usually on an iterative basis.

H.1.3 The MM Expansion and Weighting Functions for Small Spheres

In this section, MM expansion and weighting functions suitable for electrically small spheres are defined. For spheres of arbitrary size, the sphere eigenfunctions [34] form a reasonable set of expansion functions. However, for electrically small spheres \((a \ll \lambda_0)\), the shape of the current in a given sphere is very close to the lowest order eigenfunction current for an isolated sphere of the same radius and permittivity in the homogeneous host medium. Essentially, the higher order terms, which drop off as higher powers of \(|k_0 a|\) are being ignored, and only the lowest order eigenfunction current is retained in each sphere. A Galerkin PMM solution is employed with
weighting functions chosen identical to the expansion functions in the center sphere. For \( N = 1 \) expansion function, the fundamental equation, Equation (H.11) reduces to

\[
Z_{11}(k_e) + \Delta Z_{11} = 0, \tag{H.12}
\]

i.e., the self impedance of the single expansion function is zero.

The expansion function is defined by illuminating the isolated center sphere with an \( \hat{x} \) polarized plane wave propagating in the \( +z \) direction (\( \hat{u}_k = \hat{z} \)), and with the incident electric field

\[
E^i = \hat{x}e^{-j k_0 z}. \tag{H.13}
\]

\( J_1^0 \), the \( n = 1 \) expansion current in the \( Q = 0 \) sphere, is the current induced by this incident field in the isolated center sphere. This current is given by [34]

\[
J_1^0 = C_1 \left[ a_t^1 m_{o11}^{(1)} + j b_t^1 n_{e11}^{(1)} \right], \tag{H.14}
\]

where \( a_t^1 \) and \( b_t^1 \) are the eigenfunction expansion coefficients, and \( m_{o11}^{(1)} \) and \( n_{e11}^{(1)} \) are the appropriate spherical vector wavefunctions inside the sphere. \( C_1 \) is an arbitrary normalization constant chosen here such that

\[
\int_{V_0} J_1^0 \, dv = C_1 \int_{V_0} \left[ a_t^1 m_{o11}^{(1)} + j b_t^1 n_{e11}^{(1)} \right] \, dv = 1\hat{x} \quad \text{(Am)}. \tag{H.15}
\]

The eigenfunction coefficients can be written as

\[
a_t^1 = \frac{j_1(\rho_0)h_0^{(2)}(\rho_0) - h_1^{(2)}(\rho_0)j_0(\rho_0)}{j_1(\rho_1)h_0^{(2)}(\rho_0) - \kappa h_1^{(2)}(\rho_0)j_0(\rho_1)}, \tag{H.16}
\]

\[
b_t^1 = \frac{h_1^{(2)}(\rho_0)j_0(\rho_0) - j_1(\rho_0)h_0^{(2)}(\rho_0)}{h_1^{(2)}(\rho_0)j_1(\rho_1) - \kappa j_1(\rho_1)h_0^{(2)}(\rho_0) + \left( \frac{\kappa^2 - 1}{\rho_1} \right) j_1(\rho_1)h_1^{(2)}(\rho_0)}, \tag{H.17}
\]

where \( j_n(\cdot) \) and \( h_n^{(2)}(\cdot) \) are \( n^{th} \) order spherical Bessel and spherical Hankel functions of the second type, respectively, \( \rho_0 = k_0 a, \rho_1 = k_1 a \) and \( \kappa = \epsilon_1/\epsilon_0 \). Denoting
\[ \rho = k_1 r \] where \( r \) is the radial distance from the center of the sphere, the spherical vector wavefunctions inside the sphere can be written as

\[ m_{o11}^{(1)} = j_1(\rho) \left[ \cos \phi \hat{\theta} - \cos \theta \sin \phi \hat{\phi} \right] \]  
\[ n_{e11}^{(1)} = \frac{1}{\rho} \left[ 2j_1(\rho) \sin \theta \cos \phi \hat{r} + [\rho j_1(\rho)]' \cos \theta \cos \phi \hat{\theta} + [\rho j_1(\rho)]' \sin \phi \hat{\phi} \right], \]

where the prime ' denotes differentiation with respect to \( \rho = k_1 r \), and \( \theta \) and \( \phi \) are the usual spherical angle coordinates. Note that the expansion function \( J_1^Q \) in sphere \( Q \) is identical to the expansion function \( J_1^0 \) in the center sphere except for the translation \( \Lambda Q \).

**H.2 Evaluation of the Impedance Matrix**

This section describes the numerical evaluation of the impedance matrix element \([Z_{11} + \Delta Z_{11}]\) of Equations (H.9) and (H.10) using the expansion and weighting function given in Section H.1.3. For simplicity, the direction of propagation, \( \hat{u}_k \) of Equation (H.1), is assumed to be in the \( yz \) plane. Thus, the complex multiplier of Equation (H.6) does not depend on the \( x \) lattice spacing index \( i_x \), and is written as

\[ C^Q = e^{-jk_z(yd_y \cos \psi + k_zd_z \sin \psi)}, \]

where \( \psi \) is the angle between \( \hat{u}_k \) and the \( y \)-axis.

As indicated by Equation (H.9), \( Z_{11} \) is obtained by summing \( Z_{11}^Q \), weighted by the multiplier \( C^Q \), for every expansion current, \( J_1^Q \), in the infinite 3D periodic array. \( Z_{11}^Q \) is the mutual impedance between expansion function \( J_1^Q \) in sphere \( Q \) and weighting function \( W_1 = J_1^0 \) in the center sphere. In order for the triple sum of Equation (H.9) to converge absolutely, the mutual impedances, \( Z_{11}^Q \), must drop off with radial distance \( r \) more rapidly than \( 1/r^3 \). This is not the case, since for large \( r \) the field \( E_1^Q \) (and thus \( Z_{11}^Q \)) drops off only as \( 1/r \). However, due to cancellations
caused by the oscillatory behavior of $C^Q$ and $Z^Q_{11}$, the triple sum does converge, although its rate of convergence is very slow. Thus, some method is desired to quickly evaluate this slowly convergent summation.

Many techniques, based upon mathematical identities such as the Poisson sum formula, have been presented to accelerate the convergence of a series [20, 35]. Here we present a method which is based more upon physical reasoning than mathematical identities. The method is based upon the assumption that the dielectric spheres are electrically very small and are on a lattice spacing which is electrically very small. The method employs increasingly crude approximations as the distance from sphere $Q$ to the center sphere increases. As illustrated in Figure 44, the spheres are classified as being in one of the following three regions:

**Region 1**: $(R_1)$ includes only the $Q = 0$ or center sphere. It combines the $Z^Q_{11}$ and $\Delta Z_{11}$ terms which have the largest and most important contribution to the impedance sum, and its contribution is evaluated exactly.

**Region 2**: $(R_2)$ includes the first several columns of spheres adjacent to the $x$–axis. As illustrated in Figure 44, $R_2$ includes spheres in the rectangular cylinder:

$$-N_z \leq k_z \leq N_z, \quad -N_y \leq j_y \leq N_y, \quad -\infty \leq i_z \leq \infty,$$

(H.21)

where $N_y$ and $N_z$ are typically on the order of 8, and it is understood that the $Q = 0$ or $R_1$ sphere is omitted. For $R_2$, two approximations are made. First, the fields of $J^Q_1$ are approximated by the fields of an infinitesimal dipole of the same unit current moment. Second, the weighting function $W_1$ is approximated by a Dirac delta function of the same current moment located at the center of the center sphere. Basically, the Galerkin weighting function is being replaced by point matching.
Region 3: \((R_3)\) includes all remaining spheres external to \(R_2\). As discussed above, it is practically impossible to directly sum the impedances associated with the \(R_3\) spheres to convergence. This is especially true if \(k_e\) is complex, since in this case the \(C^Q\) in Equation (H.20) will \textit{exponentially grow} as \((j_\phi, k_\phi)\) increase in magnitude. To avoid this problem, the currents in the \(R_3\) spheres will be approximated by a continuous current whose field can be easily found in closed form.

As in \(R_2\), the fields of the expansion functions \(J_1^Q\) in \(R_3\) are approximated by the fields of infinitesimal dipoles of the same unit current moment, and the Galerkin weighting is approximated by point matching. Since the separation between the spheres is electrically very small, and since the distance from a \(R_3\) sphere to the origin (field point) is at least several lattice spacings, the infinitesimal current elements in \(R_3\) can be approximated by a continuous volume current density, \(J_C\), with the same current moment per lattice cell. As described below, the fields of \(J_C\), which exists only in \(R_3\), are evaluated as the fields of \(J_C\) in all space minus the fields of \(J_C\) in \(R_1 + R_2\). The fields of \(J_C\) in all space are known in simple closed form, and the fields of \(J_C\) in \(R_1 + R_2\) are evaluated by a relatively fast double numerical integration over \(R_1 + R_2\). Essentially, the triple sum to infinity is replaced by this finite double numerical integration.

Combining the contributions from the three regions defined above, the single term impedance matrix element can be written as

\[
Z_{11} + \Delta Z_{11} \approx Z_{R1} + Z_{R2} + Z_{R3} \quad \text{where}
\]

\[
Z_{R1} = \left( Z_{11}^0 + \Delta Z_{11} \right)
\]
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Figure 44: Top and side views showing the different current regions and approximations.
\[ Z_{R2} = - \sum_{k_z = -N_z}^{N_z} \sum_{j_y = -N_y}^{N_y} \sum_{i_z = -\infty}^{\infty} C_{Q}^{Q} E_{\delta z}(\Lambda Q) \]
\[ Z_{R3} = -E_{Cz}, \quad (H.22) \]

where \( E_{\delta z}(\Lambda Q) \) is the \( z \) component of the electric field of the infinitesimal dipole located at \( \Lambda Q \) approximating \( J_{1}^{Q} \), and \( E_{Cz} \) is the \( z \) component the electric field of the continuous current distribution \( J_{C} \) in \( R_{3} \). In both cases, the currents are radiating in the homogeneous host medium and the field point is at the origin. The prime on the triple summation indicates that the \( Q = 0 \) center term is omitted.

**The Region 1 Term**

The self impedance contribution, \( Z_{R1} \), is the contribution from \( J_{1}^{0} \), the expansion function in the \( Q = 0 \) center sphere, and includes both \( Z_{11}^{0} \) and \( \Delta Z_{11} \). Inside the center sphere, \( E_{0}^{1} \), the field of \( J_{1}^{0} \), is found by subtracting the incident field from the total field in the eigenfunction solution [34]. The total field is approximated by the lowest order eigenfunction term, but the incident field has an infinite number of terms of slowly decreasing strength. However, due to the orthogonality of the wavefunctions when integrated over the center sphere's volume \( V^{0} \), only the lowest order term contributes in the integration for \( Z_{11}^{0} \). Carrying out this operation, and also performing the integrations of Equations (H.9) and (H.10), \( Z_{R1} \) is evaluated exactly as

\[ Z_{R1} = (Z_{11}^{0} + \Delta Z_{11}) = \frac{C_{1}^{2}}{j\omega(\epsilon_{1} - \epsilon_{0})} \left[ a_{1}^{t} A_{int} - b_{1}^{t} B_{int} \right] \]

\[ A_{int} = \frac{8\pi}{3k_{0}k_{1}} \left[ \frac{k_{1} \sin \rho_{1} \cos \rho_{0} - k_{0} \cos \rho_{1} \sin \rho_{0}}{k_{1}^{2} - k_{0}^{2}} - \frac{\sin \rho_{1} \sin \rho_{0}}{k_{0}\rho_{1}} \right] \]

\[ B_{int} = \frac{8\pi}{3k_{0}k_{1}} \left[ \frac{k_{0} \sin \rho_{1} \cos \rho_{0} - k_{1} \cos \rho_{1} \sin \rho_{0}}{k_{1}^{2} - k_{0}^{2}} - \frac{\cos \rho_{1} \cos \rho_{0}}{k_{0}\rho_{1}} + \frac{k_{0} \sin \rho_{1} \cos \rho_{0} + k_{1} \cos \rho_{1} \sin \rho_{0}}{k_{0}^{2}\rho_{1}^{2}} - \frac{\sin \rho_{1} \sin \rho_{0}}{k_{0}\rho_{0}\rho_{1}^{2}} \right]. \quad (H.23) \]
Region 2 Terms

For a sphere in \( R_2 \), the expansion function \( J_1^Q \) is approximated as an infinitesimal dipole of the same unit current moment located at the center of sphere \( Q \). Using the well known expressions for the electric field of an infinitesimal dipole [36], we obtain

\[
Z_{R2} = - \sum_{k_z=-N_z}^{N_z} \sum_{j_y=-N_y}^{N_y} C^Q \sum_{i_z=-\infty}^{\infty} E_{\delta x}(\Lambda Q),
\]

where

\[
E_{\delta x}(\Lambda Q) = \frac{j \omega \mu_0}{4\pi} \left[ \sin^2 \alpha \left( 1 + \frac{1}{j k_0 r} + \frac{1}{(j k_0 r)^2} \right) - 2 \cos^2 \alpha \left( \frac{1}{j k_0 r} + \frac{1}{(j k_0 r)^2} \right) \right] e^{-j k_0 r} \frac{r}{r},
\]

where \( \alpha \) is the angle between \( \Lambda Q \) and the \( x \)-axis, and \( r = |\Lambda Q| \).

In evaluating the innermost summation of Equation (H.24), the field \( E_{\delta x}(\Lambda Q) \) is summed for \(-\infty \leq i_z \leq \infty \). This inner sum is the contribution from the column of dipoles indexed by \((j_y, k_z)\), and the details of this evaluation are given below.

Column of Dipoles Summation

This section evaluates the contribution to \( Z_{R2} \) from a column of infinitesimal dipole current elements indexed by \((j_y, k_z)\), i.e., it presents the evaluation of

\[
Z_{j_y k_z} = \sum_{i_z=-\infty}^{\infty} E_{\delta x}(\Lambda Q),
\]

where \( E_{\delta x}(\Lambda Q) \) is given by Equation (H.25) and the ' indicates that the \( i_z = 0 \) term is omitted if \( j_y = k_z = 0 \). Experience shows that Equation (H.26) is a slowly converging sum, and simply summing to convergence significantly increases the total CPU time. The method presented here begins by directly summing terms for which \(|i_z| \) is not very large. Since the spacing \( d_z \) between dipoles is electrically small, for
large $|i_z|$, the discrete array of infinitesimal dipole currents are approximated as a continuous line current distribution of the same current moment per unit length. The field of this continuous current distribution is determined by an asymptotic integration extending to infinity, which can be approximated in closed form.

From symmetry, the mutual impedances of the spheres at $x = \pm i_x d_x$ contribute equally to Equation (H.26), and thus the sum in Equation (H.26) can be reduced to only positive values of $i_x$. $Z^y_{\eta}^x$ can now be written as

$$Z^y_{\eta}^x = E_\delta x (\hat{y} j_y d_y + 2 k_x d_z) + 2 \sum_{i_x=1}^{N_x} E_\delta x (\Lambda Q) + \frac{2}{d_x} \int_{x_a}^{\infty} E_\delta x (\Lambda Q) dx, \quad (H.27)$$

where $N_x$ is the number of terms (dipoles) that are directly summed, and $x_a = \left( N_x + \frac{1}{2} \right) d_x$ is the $x$ coordinate of the bottom of the line current approximating the dipoles $N_x < i_x \leq \infty$. In Equation (H.27), the first term is the $i_x = 0$ term. It is understood that this term is omitted for the $j_y = k_x = 0$ column of dipoles since it is the $R_1$ self-impedance term that is evaluated separately.

The tail end contribution to $Z^y_{\eta}^x$, given as the integral in Equation (H.27), is evaluated asymptotically. Assuming $N_x$ is chosen large enough that $x_a \gg \rho = (j_y d_y)^2 + (k_x d_z)^2$, the radial distance $r = |\Lambda Q|$ is approximated simply as $x$. Thus, $\cos \alpha \approx 1$ and $\sin \alpha \approx \rho/x$. Making these substitutions into Equation (H.25), the integral contribution becomes

$$\int_{x_a}^{\infty} E_\delta x (\Lambda Q) dx \approx \frac{j \omega \mu_0}{4 \pi} \left[ \left( -\frac{2}{j k_0} \right) I_2 + \left( \rho^2 - \frac{2}{(j k_0)^2} \right) I_3 + \left( \frac{\rho^2}{j k_0} \right) I_4 + \left( \frac{\rho^2}{(j k_0)^2} \right) I_5 \right], \quad (H.28)$$

where the integrals $I_p$ for $p = 1, 2, \ldots, 5$ are defined as

$$I_p = \int_{x_a}^{\infty} e^{-j k_0 x} x^p dx. \quad (H.29)$$
The \( p = 1 \) integral can be evaluated by replacing the exponential by its Taylor series expansion and integrating term by term, yielding
\[
J_1 = \frac{e^{-jk_0x_a}}{jk_0x_a} \left[ 1 - \frac{1}{jk_0x_a} + \frac{2}{(jk_0x_a)^2} - \frac{6}{(jk_0x_a)^3} + \frac{24}{(jk_0x_a)^4} - \cdots \right].
\] (H.30)

The remaining integrals are evaluated through the recursion relationship
\[
I_p = \frac{1}{p-1} \left[ \frac{e^{-jk_0x_a}}{x_a^{p-1}} - jk_0I_{p-1} \right].
\] (H.31)

**Region 3 Terms**

For \( R_3 \), the total currents in the spheres are approximated as the continuous volume current \( J_C \). \( J_C \) includes the \( e^{-jk_0R} \) variation of the plane wave in Equation (H.1), i.e.,
\[
J_C = \hat{x}J_C = \hat{x}C_2 e^{-jk_0(y \cos \psi + z \sin \psi)} \quad \text{in } R_3,
\] (H.32)
where \( C_2 \) is a normalization constant such that \( J_C \) has unit current moment in each lattice cell.

If \( J_C \) existed throughout all space, instead of only in \( R_3 \), then its electric field could be found directly from Maxwell's equations as simply
\[
\hat{x}C_2 \frac{j \omega \mu_0}{k_0^2 - k_e^2}.
\]

To find the field of \( J_C \) in \( R_3 \), it is necessary to subtract the contribution from that portion in \( R_1 \) and \( R_2 \), yielding
\[
Z_{R3} = -E_{C2} = -C_2 \frac{j \omega \mu_0}{k_0^2 - k_e^2} - \frac{k_0^2}{4 \omega \epsilon_0} \int_{R_1 + R_2} J_C H_0^{(2)}(k_0 \rho) dy \, dz,
\] (H.33)
where the integration is over the region \( R_1 + R_2 \) in the \( yz \) plane (where \( J_C \) is zero), \( \rho = \sqrt{y^2 + z^2} \) and \( H_0^{(2)}(k_0 \rho) \) is the cylindrical Hankel function of the second type.
H.3 Numerical Results

This section presents numerical results based upon the above PMM analysis of an artificial dielectric composed of small dielectric spheres. The data will include the root of the fundamental equation, as well as the relative effective permittivity and loss tangent for different artificial dielectric compositions. In all cases, the direction of propagation is $\hat{u}_k = \hat{z}$, the polarization of the electric field is $\hat{x}$, and the host medium is free space.

The first set of data illustrates the root of the fundamental Equation (H.12) for the effective wavenumber in the complex $k_e$ plane. The geometry of the artificial dielectric consists of spheres of radius 0.0025$\lambda_0$ spaced in a cubic array where $d_x = d_y = d_z = 0.01\lambda_0$. The spheres have relative permittivity $\varepsilon_{1r} = 10$ and loss tangent $\tan \delta_1 = 1$. Figure 45 shows the magnitude of $Z_{11}(k_e) + \Delta Z_{11}$ (i.e., the magnitude of the determinant of the order $N = 1$ matrix) along several lines in the complex $k_e$ plane parallel to the Re($k_e$) axis, as illustrated in the insert to the figure. The root is the value of $k_e$ such that $|Z_{11} + \Delta Z_{11}| = 0$. From Figure 45 this occurs at $k_e/k_0 \approx 1.086 - i0.0125$. Using Equation (H.2), this corresponds to a relative effective permittivity of $\varepsilon_{er} = 1.18$ with effective loss tangent $\tan \delta_e = 0.023$. Note that the effective permittivity of the artificial dielectric is between that of the host medium and the dielectric spheres.

The insert in Figure 46 shows an artificial dielectric in which the dielectric spheres have relative permittivity $\varepsilon_{1r} = 4$ with loss tangent $\tan \delta_1 = 1$. The relative effective permittivity and effective loss tangent are plotted for sphere radii of $a = 0.002$, 0.01 and 0.02$\lambda_0$, as a function of cubic array lattice spacings $d_x = d_y = d_z$ varying from $2a$ to 0.1$\lambda_0$. As the lattice spacing increases, the fraction of the volume
Figure 45: Contours of $|Z_{11} + \Delta Z_{11}|$ in the complex $k_e$ plane, for a 3D array of dielectric spheres.
Figure 46: Effective permittivity versus array lattice spacing, for a 3D array of dielectric spheres.

occupied by the spheres decreases, and the complex permittivity of the artificial dielectric approaches that of the host medium.

The insert in Figure 47 shows an artificial dielectric in which the dielectric spheres have radius $a = 0.0025\lambda_0$, and are arranged in a cubic lattice of spacing $d_x = d_y = d_z = 0.01\lambda_0$. The relative effective permittivity and loss tangent are shown as a function of sphere loss tangent, $\tan \delta_1$, varying from 0 to 10, for sphere relative permittivities of $\epsilon_{1r} = 3, 10 \text{ and } 30$. Note that the relative effective permittivity
Figure 47: Effective permittivity versus sphere loss tangent, for a 3D array of dielectric spheres.

increases, whereas the effective loss tangent decreases, with increasing $\epsilon_{1r}$. When $\tan \delta_1 = 0$, the spheres are lossless, and thus the artificial dielectric is also lossless with $\tan \delta_e = 0$. As $\tan \delta_1$ increases, $\tan \delta_e$ increases, reaches a peak, and then falls to zero as $\tan \delta_e \to \infty$. 
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H.4 Summary

This appendix has presented an integral equation and PMM solution to determine the effective permittivity of an artificial dielectric composed of a 3D periodic array of homogeneous dielectric spheres in a homogeneous host medium. The effective permittivity is determined by finding the complex wavenumber, $k_e$, for a plane wave propagating in the artificial medium. The method can compute the effective permittivity of the artificial dielectric as a function of frequency, direction of propagation, and the size, material composition, and density of the dielectric spheres.
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