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ABSTRACT

The presence of multiple users in a network provides us with a valuable resource known as multiuser diversity. With information on the instantaneous states of the channels, multiuser diversity can be tapped by opportunistic multiuser scheduling. It is important that the channel state information is acquired in a cost-effective way so that the losses involved in this operation do not offset the gains promised by opportunistic scheduling. For various network environments of practical interest, this dissertation models the radio frequency links with memory, and studies the modalities to exploit the channel memory to simultaneously estimate channel state information, while performing opportunistic multiuser scheduling. The data transmission at any point of time is shown to be associated with two potentially contradicting objectives: opportunistic scheduling for immediate gains and channel exploration for future gains. Thus the joint scheduling problem is a dynamic program, specifically a partially observable Markov decision process that is traditionally known to be intractable or computationally expensive to implement. For various networks, we study these processes in an optimality framework and whenever possible, derive the optimal scheduling policy in closed form. In other cases, strongly founded on the optimality framework, we derive computationally inexpensive scheduling policies with near-optimal numerical performances.
By appropriately exploiting the memory in the fading channels, significant system level gains can be achieved using opportunistic scheduling, even with minimal feedback, and a considerable portion of these gains can be realized even with suboptimal policies that are computationally inexpensive to implement – This is the central message of this dissertation.
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CHAPTER 1

INTRODUCTION

Recent years have witnessed a large-scale deployment of wireless networks, thanks to a surge in the demand for wireless “anytime, anywhere”, high data rate services such as the wireless broadband access, multimedia services (MMS), video chat, mobile HDTV, teleconferencing, gaming and so on. Driven by this demand, spectrally efficient communication techniques have been progressively built into generations of wireless networks. These techniques are typically characterized by intelligent design paradigms across the OSI layers, such as rate adaptation, incremental redundancy ARQ, turbo coding, multiple input multiple output (MIMO) smart antennas, opportunistic multiuser scheduling, to name a few.

Among these, opportunistic multiuser scheduling aims to improve the network utilization by taking advantage of the fluctuations in the wireless channel across users, across time. Fluctuations in wireless channels are induced by a well-known phenomenon called multipath fading – when a transmitted signal traverses multiple paths (occurs when the signal reflects from obstructions like vehicles or buildings) and hence multiple copies reach the destination, they interfere constructively or destructively leading to fluctuations in channel strength. This is illustrated in Fig. 1.1. Traditionally considered a disadvantage, fading has been shown by Knopp and Hum-
blet [1] to be beneficial in a wireless network, if appropriately exploited. They showed that, by scheduling transmission to the network user experiencing the best channel strength at the moment, significant system level gains can be realized. Thus fading essentially gives an opportunity for the network to ride on the peak channel condition at all times, as illustrated in Fig. 1.2. The resource that is tapped here is called *multiuser diversity* and the intelligent resource allocation is commonly referred to as *opportunistic multiuser scheduling*.

Opportunistic multiuser scheduling has since been a topic of great interest to researchers, (e.g., [2]- [7]). While a majority of the literature on the topic studied the means to exploit the multiuser diversity already present in the network, some literature (e.g., [3]) propose strategies to artificially introduce multiuser diversity in the network, when the channel fading is not large enough (happens when a significantly strong line of sight component exists leading to low scattering) and hence the amount of multiuser diversity in the network is too small to be meaningfully exploited. An
instance of commercial deployment of opportunistic scheduling strategy is the proportional fair schedulers implemented in cellular systems. Here users are prioritized, at the base station, based on the ratio of their instantaneous channel strengths to a measure of service received so far by the user. This scheduler aims to strike a balance between overall network throughput and network level fairness when the channel statistics of the users are asymmetric.

1.1 Motivation

The success of opportunistic scheduling, understandably, banks heavily on the availability of reliable information on the instantaneous channel strengths of the users, at the scheduler. A majority of the available literature, while being instrumental in enhancing our understanding of multiuser diversity and the means to exploit it, makes the following simplifying assumption: information on the channel strengths is readily available at the scheduler or the resources spent in acquiring this information is negligible. In reality, however, at regular intervals, each network user must spend
valuable resources in measuring the channel strength and reporting this information back to the scheduler. In addition, the overhead caused by this feedback creates additional strain on the reverse link that may be as scarce as the forward link. This is particularly true in recent and upcoming applications like mobile teleconferencing, video chat, gaming etc. Thus the loss of network resources associated with measuring and reporting the channel strengths to the scheduler has the potential to offset the gains associated with opportunistic scheduling [7]. It follows that the problem of acquiring channel state information is tightly coupled with the problem of exploiting multiuser diversity and it is therefore the need of the hour to design efficient joint channel information acquisition - opportunistic scheduling mechanisms.

Towards this end, we take a step back and focus on the channel modeling philosophy at the physical layer. The physical channels in the network, that suffer from fading and shadowing effects of the environment, are traditionally abstracted by Rayleigh or Rician flat fading models, depending on the strength of the line of sight component. It is assumed, in a flat fading model, that the fading coefficient evolves from one slot to another independently, i.e., without any memory. The reality, however, is different. There is a non-negligible amount of time correlation, i.e., memory in the channels, requiring the use of more realistic fading models. It has been reported [8, 9] that the first order, finite state Markov chain (Fig. 1.3) is known to abstract the fading channels with reasonable accuracy. A new line of work (e.g., [10–14]) have recognized this and adopted the first order, finite state, Markov chain to represent fading channels with memory and studied opportunistic multiuser scheduling in various networks. Despite capturing the memory in the channels, these
Figure 1.3: A first order, finite state Markov chain with state space $\mathcal{S}$.

works assume that the channel state information is readily available at the scheduler. Another line of work (e.g., [15,16]), however, does not make this simplifying assumption and attempts to exploit the memory in the Markov-modeled channels to gather the channel state information, for purposes unrelated to opportunistic multiuser scheduling. These two lines of work can be combined to create a new design paradigm: model the channels with memory and use this memory to estimate the channel state information for opportunistic scheduling. This forms the central theme of this dissertation.

1.2 Contributions and Outline

We consider network models with the following common elements:

- Networks are centralized, i.e., communication happens between a central entity (the scheduler) and multiple users.

- Time is slotted and the channels between the users and the scheduler are modeled by first order, finite state Markov chains — not necessarily independent or identical across users.
• The scheduler in each slot must schedule transmission to one of the users, without actual knowledge on the instantaneous channel state of the users and based solely on the belief values of the channels. The overall goal of the scheduler is to maximize the system sum-throughput.

• The scheduled user, at the end of the transmission slot, sends accurate feedback on the channel state in that slot to the scheduler. This end-of-slot feedback, under specific network environments, could be visualized as the Automatic Repeat reQuest (ARQ) feedback that is prevalent in communication protocols.

• The scheduler uses the feedback from the scheduled user, along with the memory inherent in the Markovian channels, to create belief values of the channels, which are, in turn, used for future scheduling decisions.

Thanks to the last element in the model, in any slot, scheduling transmission to a user is associated with the following two (potentially contradicting) objectives:
• **Exploitation**: Schedule the user with the best (perceived) channel condition at the moment — this corresponds to immediate gains in throughput.

• **Exploration**: Schedule a user and thus probe a user’s channel to gain better overall understanding of the network channels, and hence better opportunistic scheduling, in the future. This, however, may require a compromise on the immediate gains in throughput.

We capture this trade-off by modeling the scheduling problem as a Partially Observable Markov Decision Process (POMDP) ([17]- [22]). In POMDPs, a system controller must take an action based on partial observations of the underlying system state. After each action, the controller accrues an immediate reward that is a function of the underlying state and the action taken. The system then evolves to the next state, probabilistically dependent on the current state and action. A simple illustration of a POMDP is provided in Fig. 1.5.

It must be noted that POMDPs are traditionally known to be analytically intractable and computationally expensive to solve. Although various ‘one-size-fits-all’ exact and approximate numerical solutions are available in the literature, they do not usually provide insights into the problem at hand. Taking note of these, we adopt the following approach in our study of opportunistic scheduling in various networks:

• Study the scheduling problem in an optimality framework that results in identifying crucial structural properties of the optimal scheduling policy.

• Analytically characterize the optimal scheduler whenever possible.

• In other cases, strongly founded on the optimality framework, derive near-optimal scheduling policies that are computationally inexpensive to implement.
Figure 1.5: Illustration of a partially observable Markov decision process. Dotted arrows indicate probabilistic connections.
Specifically, in Chapter 2, we consider opportunistic scheduling using 1-bit channel feedback in broadcast networks modeled by Markovian channels. Here, we address throughput/energy aware scheduling where, during every scheduling slot, the scheduler either transmits data to all users or stays idle. While a transmit decision corresponds to throughput gain, idle decision corresponds to energy savings. If one considers the set of all broadcast users as a single user and the idle decision as transmitting to a virtual user with time-invariant channel state, then this scheduling problem is essentially opportunistic multiuser scheduling in the traditional sense. By formulating the scheduling problem as a POMDP over an infinite horizon with discounted reward, we obtain the following main results: For particular ranges of the system parameters, we show that the optimal scheduling policy is greedy or partially greedy, depending on the case. For the general scenario, using an indirect approach, we perform an optimality analysis of the scheduling problem and derive a threshold scheduling policy that is easy to implement and near-optimal.

In Chapter 3, we study opportunistic scheduling using ARQ feedback in cellular downlink modeled by Markovian channels. We consider a general setup where the ARQ feedback from the users is assumed to be delayed randomly. We show that, despite the complicated dynamics between the channel information acquisition and scheduling mechanisms, a simple greedy policy is optimal when the number of downlink users is two. For higher number of users, we show that the greedy policy is strictly suboptimal and that it has near-optimal performance. We then study the structure of the greedy policy and show that it can be implemented via a simple algorithm that does not require the statistics of the underlying Markov chain nor the statistics of the feedback delay. By establishing an equivalence between the downlink
and a genie-aided system, we perform a fundamental capacity region analysis of the downlink.

In Chapter 4, we study opportunistic scheduling in cellular downlink when the channel state feedback is instantaneous (i.e., end of slot) and the channel is modeled by three-states. The purpose of this model is to study the effect of increasing the Markovian channel state space on the scheduling problem studied in Chapter 3. It turns out, many of the elegant structural results identified in Chapter 3 vanishes even when the size of the state space is increased by one. We then study the structural properties of the greedy policy and derive simple algorithms for its implementation.

In Chapter 5, we study opportunistic scheduling in multi-cellular downlink assuming the ARQ feedback is instantaneous. We focus on a two-cellular system since our analysis can be readily extended to the multi-cellular systems. We address the scheduling problem by following a two layered approach: the well established ‘cell breathing’ based inter-cell interference (ICI) control mechanism is adopted and assumed to be in place. On top of this layer we optimize ARQ based scheduling across the cells. We consider two scenarios: when the cooperation between the cells is asymmetric and when it is symmetric. Under asymmetric cooperation, the optimal scheduling policy has a greedy flavor and is simple to implement. Under symmetric cooperation, however, since a direct optimality analysis appears difficult, we formulate the scheduling problem as a more general variant of the restless multiarmed bandit processes [23] and study it from the perspective of Whittles indexability. Whittles indexability is an important condition that is known to predispose the Whittles index policy towards optimality in various RMAB processes. By linking the indexability
analysis to the broadcast scheduling problem studied in Chapter 2, we propose an index policy that is easy to implement and has near-optimal performance.

We summarize our work along with a discussion on future directions for this research topic in Chapter 6.
2.1 Background

In this chapter we study energy aware, joint channel estimation - opportunistic scheduling in broadcast networks with Markov-modeled channels. We first give a brief background on broadcast networks and related literature. In broadcast networks, a designated source node (scheduler) attempts to transmit a packet to all users in the network. An integral component of mobile ad-hoc and sensor networks [24], broadcast plays a crucial role in a variety of protocols that provide basic functionality to higher layer services (e.g., [25]). In sensor networks, broadcast is used for coordinated and distributed computing (e.g., [26]). Thanks to the limited life of the mobile node batteries and a limited ability to replenish these batteries, energy aware transmission scheduling in broadcast networks is an important design consideration. This is particularly true in sensor networks where nodes are often deployed in hard to access or hostile environments. A large volume of work (e.g., [27]- [33]) is available for energy efficient communication in wireless networks - broadcast and otherwise. The reader is directed to [34] for an excellent exposition on the topic. Much of these works, while
providing valuable insights into energy efficient network design, are lacking in one of two ways: the physical channel considerations are disregarded and the problem is studied exclusively at the upper layers or, if the physical channel is indeed included in the design, the instantaneous channel state is assumed to be readily available at the scheduler. We address both of these issues in this chapter. The detailed problem setup is described next.

2.2 Problem Setup

2.2.1 Channel Model

We consider an $N$ user broadcast. As mentioned in Chapter 1, the channel between the base station and each broadcast user is modeled by an \textit{i.i.d} two-state Markov chain (GE model, [35]). Assuming packetized data transmissions, each state corresponds to the degree of decodability of the packet sent through the channel. State 1 (ON) corresponds to full decodability, while state 0 (OFF) corresponds to zero decodability. Time is slotted and the channel of each user remains fixed for a slot and moves into another state in the next slot following the state transition probability of the Markov chain. The time slots of all users are synchronized. The two-state Markov channel is characterized by a $2 \times 2$ probability transition matrix

\[
P = \begin{bmatrix} p & 1 - p \\ r & 1 - r \end{bmatrix},
\]  

(2.1)
where

\[ p := \text{prob(channel is in ON state in the current slot | channel was in ON state in the previous slot)} \]

\[ r := \text{prob(channel is in ON state in the current slot | channel was in OFF state in the previous slot)} \]

Note that the Markov channel states can be interpreted as a quantized representation of the underlying channel strength lying on a continuum. Since, in realistic scenarios, the channel strength can be expected to evolve gradually over time (positive correlation), we assume \( p > r \) throughout this chapter.

### 2.2.2 Scheduling Problem

In each time slot, the scheduler makes one of the following two decisions: (1) transmit (broadcast) a packet to the users, or (2) stay idle. While a broadcast transmission is associated with a throughput gain (and a concurrent energy loss), an idle decision corresponds to energy savings (and a concurrent loss in throughput). Our reward structure reflects this trade-off – Upon transmit decision, the scheduler accrues a reward of 1 for each user that successfully decodes the broadcast packet. If an idle decision is made, a reward of \( W \) (reward for passivity - corresponding to energy savings) is accrued at the scheduler. The exact reward structure will be described in the next subsection. The packets to be broadcast to the users are stored in an infinite queue at the scheduler. Upon transmit decision, the scheduler broadcasts the head of line packet to the users and drops it from the queue. At the end of the slot, each user attempts to decode the packet and sends back bit 1 (decoding success) or bit 0 (decoding failure) to the scheduler, over an error-free feedback channel. By the
definition of the two-state Markov channel defined earlier, this 1-bit feedback from an user at the end of a slot gives the state of the channel of that user in that slot. The scheduler collects this state feedback from all the users and creates a belief value of the channel state of the users in the next slot, using the Markov channel statistics. These belief values are used by the scheduler to make \textit{transmit/idle} decisions in future slots. The scheduling problem is thus a dynamic program [36], more specifically a partially observable Markov decision process [17]. Also, note that, we can consider the \textit{idle} decision as scheduling transmission to a virtual user with constant reward ($W$), and the \textit{transmit} decision as scheduling to a single cumulative user made up of all the broadcast users. Thus the broadcast scheduling problem fits into the general scheduling model described in Chapter 1. This is illustrated in Fig. 2.1.

We now formally define the problem below.
2.2.3 Formal Problem Definition

*Horizon:* The number of consecutive time slots over which the scheduling decisions are made is the horizon. Throughout this chapter, we focus on the infinite horizon scenario.

*Belief vector:* Let $\pi = (\pi_1, \ldots, \pi_N) \in [0,1]^N$ be the vector of belief values in the current slot with $\pi_i$ denoting the belief value of the channel of user $i \in \{1, \ldots, N\}$. It is well known [18] that the belief values are sufficient statistics to any information about the channels in the past slots, in our case, the scheduling decisions and the 1-bit feedbacks from the past. Thus the scheduling decision in any slot can be solely based on the belief values for that slot and (instead of the past schedule or feedback information).

*Action:* Let $a \in \{0,1\}$ indicate the action (scheduling decision) taken in the current slot. Let $a = 1$ correspond to the transmit decision and $a = 0$ correspond to the idle decision.

*1-bit feedback:* Upon the transmit decision, at the end of the slot, each user $i$ in the broadcast determines if the reception was successful and sends back a 1-bit feedback $f_i$ (1 for success and 0 for failure). Feedback $f_i$ is one-to-one mapped to the state of the channel of user $i$ in the corresponding slot.

*Expected immediate reward:* In each slot, if a transmit decision is made, the scheduler accrues a reward of 1 for each user that successfully decodes the broadcast packet. If an idle decision is made, a reward of $W$ (reward for passivity - corresponding to energy savings) is accrued at the scheduler. Thus the expected immediate reward
accrued by the scheduler as a function of the belief vector and action is given by

\[ R(\pi, a) = \begin{cases} \sum_i \pi_i, & \text{if } a = 1 \\ W, & \text{if } a = 0. \end{cases} \quad (2.2) \]

**Stationary scheduling policy:** A stationary scheduling policy \( \mathcal{A} \) is a stationary mapping from the belief vector \( \pi \) to an action as follows:

\[ \mathcal{A} : \pi \to a \in \{0, 1\}. \]

**Expected total discounted reward under** \( \mathcal{A} \): Under a policy \( \mathcal{A} \), for initial belief vector \( \pi \), the expected (infinite horizon) total discounted reward is given by

\[ V_{\mathcal{A}}(\pi) = R(\pi, a) + \beta E[V_{\mathcal{A}}(\pi^+)] \quad (2.3) \]

where \( a = \mathcal{A}(\pi) \) and \( \beta \in [0, 1) \) is the discount factor that determines the relative weight between the immediate and the future rewards. The expectation is over the belief vector in the next slot, i.e., \( \pi^+ \), which in turn is a function of the scheduling decision \( a \) and (upon the transmit decision) the 1-bit feedback from the users. We now proceed to explicitly express the total discounted reward under \( \mathcal{A} \).

For notational simplicity, we first define a few quantities. Let \( \Pi_0 = (r, r, \ldots, r, r) \), \( \Pi_1 = (r, r, \ldots, r, p) \), \( \Pi_2 = (r, r, \ldots, p, r, \ldots, p, p) \), \( \Pi_{2N-1} = (p, p, \ldots, p, p) \). Let \( P_0(\pi) = (1 - \pi_1)(1 - \pi_2) \ldots (1 - \pi_{N-1})(1 - \pi_N) \), \( P_1(\pi) = (1 - \pi_1)(1 - \pi_2) \ldots (1 - \pi_{N-1})(\pi_N) \), \( P_2(\pi) = (1 - \pi_1)(1 - \pi_2) \ldots (\pi_{N-1})(1 - \pi_N) \), \( P_{2N-1}(\pi) = \pi_1\pi_2 \ldots \pi_{N-1}\pi_N \). Define the operator \( T(.) \) as the evolution of the belief value of a Markov channel to the next slot under the idle decision. Thus, if \( x \in [0, 1] \) is the belief value, then \( T(x) = xp + (1 - x)r \). The total discounted reward under \( \mathcal{A} \) is now explicitly given by

\[ V_{\mathcal{A}}(\pi) = \begin{cases} \sum_i \pi_i + \beta \sum_{j=0}^{2N-1} P_j(\pi)V_{\mathcal{A}}(\Pi_j), & \text{if } a = \mathcal{A}(\pi) = 1 \\ W + \beta V_{\mathcal{A}}(T(\pi)), & \text{if } a = \mathcal{A}(\pi) = 0. \end{cases} \quad (2.4) \]
**Optimal scheduling policy:** For a given belief vector $\pi$, the *optimal* total discounted reward (henceforth, simply the *total discounted reward*), $V(\pi)$, is given by the Bellman equation [36]

$$V(\pi) = \max \{ \sum_i \pi_i + \beta \sum_{j=0}^{2^N-1} P_j(\pi)V(\Pi_j), W + \beta V(T(\pi)) \}. \tag{2.5}$$

By standard dynamic programming theory [36], a stationary policy $\mathfrak{a}^*$ is optimal if and only if the total discounted reward under $\mathfrak{a}^*$, i.e., $V_{\mathfrak{a}^*}(\pi)$, satisfies the Bellman equation in (2.5) for every $\pi \in [0,1]^N$, i.e., $\mathfrak{a}^*$ is optimal if and only if

$$V_{\mathfrak{a}^*}(\pi) = \max \{ \sum_i \pi_i + \beta \sum_{j=0}^{2^N-1} P_j(\pi)V_{\mathfrak{a}^*}(\Pi_j), W + \beta V_{\mathfrak{a}^*}(T(\pi)) \}. \tag{2.6}$$

### 2.3 Optimal Scheduling Policy - Partial Characterization and Thresholdability Properties

#### 2.3.1 Partial Characterization of the Optimal Scheduling Policy

Define $V^a(\pi)$ as the expected total discounted reward upon the *transmit* (active) decision in the current slot and optimal decisions in all future slots and $V^p(\pi)$ as the expected total discounted reward upon *idle* (passive) decision in the current slot and optimal decisions in all future slots, i.e.,

$$V^a(\pi) = \sum_i \pi_i + \beta \sum_{j=0}^{2^N-1} P_j(\pi)V(\Pi_j)$$

$$V^p(\pi) = W + \beta V(T(\pi)). \tag{2.7}$$

Let $\mathcal{A}$ and $\mathcal{P}$ be the regions in the state space, $[0,1]^N$, where it is optimal to *transmit* and *idle*, respectively. Formally,

$$\pi \in \begin{cases} \mathcal{A}, & \text{if } V^a(\pi) \geq V^p(\pi) \\ \mathcal{P}, & \text{if } V^a(\pi) < V^p(\pi). \end{cases} \tag{2.8}$$
We now report our result on the optimal scheduling policy when the reward for passivity \( W / \in (N_r, N_p) \).

**Proposition 1.** When \( W / \notin (N_r, N_p) \), the optimal scheduling policy is greedy, i.e.,

\[
\pi \in \begin{cases} 
A, & \text{if } \sum_i \pi_i \geq W \\
\mathcal{P}, & \text{if } \sum_i \pi_i < W.
\end{cases}
\]

**Proof.** Consider the greedy policy, \( \hat{\mathbf{a}} : (\pi, W) \to \arg \max_{a \in \{1, 0\}} (R(\pi, a)) \) where \( R(\pi, 1) = \sum_i \pi_i \) and \( R(\pi, 0) = W \). In order to prove the optimality of the greedy policy, it is sufficient to prove that the total discounted reward achieved by the greedy policy satisfies the Bellman equation [36], i.e.,

\[
V_{\hat{\mathbf{a}}} (\pi) = \max \left\{ \sum_i \pi_i + \beta \sum_{j=0}^{2^N-1} P_j(\pi) V_{\hat{\mathbf{a}}} (\Pi_j), W + \beta V_{\hat{\mathbf{a}}} (T(\pi)) \right\}. \tag{2.9}
\]

Since the scheduling problem is a discounted reward dynamic program, the infinite horizon reward can be interpreted as a limit on the finite horizon reward [36]. Thus the first quantity in the \( \max \{\ldots\} \) operator in (2.9) can be interpreted as the limiting value (as horizon \( \to \infty \)) on the total discounted reward over a finite horizon when the transmit decision is made in the current slot and the greedy policy is implemented in all future slots until the horizon. Likewise, the second quantity corresponds to the limit on the total discounted reward when the idle decision is made in the current slot and the greedy policy is implemented in all future slots.

Now, note that, with \( \pi \) being the current belief vector, in any future slot, independent of whether a transmit or idle decision was made in the current slot, the belief vector lies in the following set:

\[
\{ T^u(\pi) | u = \{1, 2, \ldots\}, T^v(\Pi_0) | v \in \{0, 1, \ldots\}, \ldots, T^v(\Pi_{2^N-1}) | v \in \{0, 1, \ldots\} \}. \tag{2.10}
\]
For any vector, \((x_1, \ldots, x_N)\), in the preceding set, \(Nr \leq \sum_i x_i \leq Np\) since \(T(x) = xp + (1 - x)r \in [r, p]\).

Consider the case \(W \leq Nr\). From the preceding discussion, the sum of belief values in any future slot is at least as high as \(W\) and hence the greedy policy would choose to transmit in all future time slots independent of whether the scheduler decides to transmit or idle in the current slot. Now, since the underlying Markov channel behavior is unchanged by the scheduling decisions, the future discounted reward, under the greedy policy in all future slots, is the same after transmit or idle decision in the current slot. Likewise, when \(W \geq Np\), in any future slot, the sum of the belief values is no more than \(W\). Thus, the greedy policy would choose to stay idle in all future slots independent of the current scheduling decision. This equates the future discounted rewards after transmit and idle decisions in the current slot, if the greedy policy is implemented in all future slots. Thus \(V_\pi = \beta \sum_{j=0}^{2N-1} P_j(\pi)V_{\theta}(\Pi_j)\) when \(W \notin (Nr, Np)\). The condition for optimality of the greedy policy, when \(W \notin (Nr, Np)\), is now rewritten from (2.9) as

\[
V_\theta(\pi) = \begin{cases} 
\sum_i \pi_i + \beta \sum_{j=0}^{2N-1} P_j(\pi)V_{\theta}(\Pi_j), & \text{if } \sum_i \pi_i \geq W \\
W + \beta V_\theta(T(\pi)), & \text{if } \sum_i \pi_i < W.
\end{cases}
\]

(2.11)

This is indeed satisfied by the definition of the greedy policy, thus establishing the proposition.

We now introduce some preparatory results on the structure of the optimal reward functions.

**Lemma 1.** The total discounted reward \(V(\pi_1, \ldots, \pi_N)\) is component-wise convex over the \(N\)-dimensional state space, i.e., for any \(i \in \{1, \ldots, N\}\) and \((\pi_1, \ldots, \pi_{i-1}, \pi_{i+1}, \ldots, \pi_N)\)
fixed,

\[
\alpha V(\pi_1, \ldots, \pi_{i-1}, x_i, \pi_{i+1}, \ldots, \pi_N) + (1 - \alpha)V(\pi_1, \ldots, \pi_{i-1}, y_i, \pi_{i+1}, \ldots, \pi_N) \\
\geq V(\pi_1, \ldots, \pi_{i-1}, \alpha x_i + (1 - \alpha)y_i, \pi_{i+1}, \ldots, \pi_N)
\]

for any \( \alpha \in [0,1] \) and \( x_i, y_i \in [0,1] \).

**Proof.** Reinterpreting the infinite horizon total discounted reward [36] as the limit on the finite horizon reward, we have

\[
V(\pi) = \lim_{t \to \infty} V_t(\pi) \tag{2.12}
\]

with

\[
V_t(\pi) = \max\{V_t^a(\pi), V_t^p(\pi)\}
\]

\[
V_t^a(\pi) = \sum_i \pi_i + \beta \sum_{j=0}^{2^N-1} P_j(\pi)V_{t-1}(\Pi_j)
\]

\[
V_t^p(\pi) = W + \beta V_{t-1}(T(\pi)). \tag{2.13}
\]

We have used the convention of decreasing time index up to the horizon at \( t = 1 \). Note that \( V_t^a \) and \( V_t^p \) are defined along the lines of \( V^a \) and \( V^p \) in (2.7). The terminal reward, i.e., the value function at the horizon, is given by

\[
V_1(\pi) = \max\{\sum_i \pi_i, W\}. \tag{2.14}
\]

Note, from (2.13), that \( V_t^a(\pi) \) is linear in \( \pi_i \) with \( \pi_j, \forall j \neq i \), fixed.

Now, assume the following condition holds (induction hypothesis \( (H_0) \)): For \( t \geq 2 \), \( V_{t-1}(\pi) \) is component-wise convex.
With \( V^p_t(\pi) = W + \beta V_{t-1}(T(\pi)) \), it follows that, for \( i \in \{1, \ldots, N\} \),

\[
\frac{dV^p_t(\pi)}{d\pi_i} = \beta \frac{dV_{t-1}(T(\pi_1), \ldots, T(\pi_i), \ldots, T(\pi_N))}{d\pi_i} \frac{dT(\pi_i)}{d\pi_i} = \beta(p - r) \frac{dV_{t-1}(T(\pi_1), \ldots, T(\pi_{i-1}), \pi_i, T(\pi_{i+1}), \ldots, T(\pi_N))}{d\pi_i} \bigg|_{\pi_i(p-r)+r}
\]

(2.15)

where we have used \( T(x) = x(p - r) + r \). Differentiating again with respect to \( \pi_i \),

\[
\frac{d^2V^p_t(\pi)}{d\pi_i^2} = \beta(p - r)^2 \frac{d^2V_{t-1}(T(\pi_1), \ldots, T(\pi_{i-1}), \pi_i, T(\pi_{i+1}), \ldots, T(\pi_N))}{d\pi_i^2} \bigg|_{\pi_i(p-r)+r} \geq 0
\]

(2.16)

since \( V_{t-1} \) is component-wise convex (hypothesis \((H_0)) \). Thus \( V^p_t \) is component-wise convex.

With the optimal reward given by \( V_t(\pi) = \max(V^a_t(\pi), V^p_t(\pi)) \) and since \( V^a_t \) is component-wise linear and \( V^p_t \) is component-wise convex, we have \( V_t \) is component-wise convex. Note that the terminal reward, \( V_1(\pi) = \max\{\sum_i \pi_i, W\} \), is linear in \( \pi \) and hence can be considered to be component-wise convex. Thus, using induction, \( V_t(\pi) \), for any \( t \in \{1, 2, \ldots\} \) and hence \( V(\pi) \) (from 2.12) is component-wise convex. This establishes the lemma.

We now compare the future discounted reward corresponding to the \textit{transmit} decision in the current slot with that of the \textit{idle} decision in the current slot. Intuition suggests that probing the channels at the end of the slot (associated with the \textit{transmit} decision) results in a higher future reward than when probing is not performed (\textit{idle}). We formally establish this using the component-wise convexity property of \( V \) below.
Lemma 2. For any belief vector $\pi$, the future discounted reward after a transmit decision in the current slot is at least as high as the future discounted reward after an idle decision, i.e., $\beta \sum_{j=0}^{2^N-1} P_j(\pi)V(\Pi_j) \geq \beta V(T(\pi))$.

Proof. Consider the future discounted reward after transmit decision:

$$\beta \sum_{j=0}^{2^N-1} P_j(\pi)V(\Pi_j)$$

$$= \beta \left( P_0(\pi)V(\Pi_0) + \ldots + P_{2^N-1}(\pi)V(\Pi_{2^N-1}) \right)$$

$$= \beta \left( (1 - \pi_1)(1 - \pi_2) \ldots (1 - \pi_{N-1})(1 - \pi_N)V(r, r, \ldots, r, r, r) + (1 - \pi_1)(1 - \pi_2) \ldots (1 - \pi_{N-1})(\pi_N)V(r, r, \ldots, r, r, p) + (1 - \pi_1)(1 - \pi_2) \ldots (\pi_{N-1})(1 - \pi_N)V(r, r, \ldots, r, p, r) + \ldots + \pi_1\pi_2 \ldots \pi_NV(p, p, \ldots, p, p, p) \right)$$

$$\geq \beta \left( (1 - \pi_1)(1 - \pi_2) \ldots (1 - \pi_{N-1})V(r, r, \ldots, r, r, T(\pi_N)) + (1 - \pi_1)(1 - \pi_2) \ldots (\pi_{N-1})V(r, r, \ldots, r, p, T(\pi_N)) + \ldots + \pi_1\pi_2 \ldots \pi_{N-1}V(p, p, \ldots, p, p, T(\pi_N)) \right)$$

$$\geq \ldots \geq \beta V(T(\pi_1), \ldots, T(\pi_N))$$

$$= \beta V(T(\pi))$$

which gives the future discounted reward after idle decision. Note that we have used the component-wise convexity property of $V$ (Lemma 1) in (2.17).

From the preceding lemma, we readily conclude that, if the immediate reward corresponding to transmit decision is at least as high as the immediate reward corresponding to an idle decision, then it is optimal to transmit, thus giving a partial greedy flavor to the optimal scheduling policy. We formalize this below.
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Proposition 2. For any $W$, the optimal policy has the following partial structure

$$
\pi \in A, \text{ if } \sum_i \pi_i \geq W
$$

(2.18)

It is worth noting that the energy loss per broadcast action (transmit) and hence $W$ is independent of the number of broadcast users, $N$. Thus as $N$ increases, the throughput gain (transmit) progressively outweighs the energy savings (idle). It follows that the optimal policy would increasingly choose to transmit than idle, with increasing broadcast size. This intuition is supported by the result in Proposition 2.

2.3.2 Thresholdability Properties of the Optimal Policy in the Two User Broadcast

We now proceed to establish structural properties of the value functions $V$, $V^a$ and $V^p$ and hence the optimal scheduling policy in the two-user broadcast.

Lemma 3. With $\pi_2 = \pi_1 k + c$, the reward functions $V^a(\pi_1, \pi_2 = \pi_1 k + c)$, $V^p(\pi_1, \pi_2 = \pi_1 k + c)$ and $V(\pi_1, \pi_2 = \pi_1 k + c)$ are convex and increasing in $\pi_1$ for $k \geq 0$. For $k < 0$, $V^a(\pi_1, \pi_2 = \pi_1 k + c)$ is concave in $\pi_1$ while $V^p(\pi_1, \pi_2 = \pi_1 k + c)$ and $V(\pi_1, \pi_2 = \pi_1 k + c)$ are piecewise concave in $\pi_1$. When $k = -1$, $V^p$ and $V$ attain their maximum at $\pi_1 = \pi_2$, i.e.,

$$
\arg \max_{\pi_1} V^p(\pi_1, \pi_2 = -\pi_1 + c) = \frac{c}{2}
$$

$$
\arg \max_{\pi_1} V(\pi_1, \pi_2 = -\pi_1 + c) = \frac{c}{2}
$$

The quantities $\gamma = V(p, p) + V(r, r) - 2V(p, r)$ and $\alpha = V(p, r) - V(r, r)$ are non-negative.

Proof. The proof is tedious and is therefore moved to the appendix. The proof proceeds by carefully reinterpreting the infinite horizon problem as a limit on the finite
horizon problem. We then study the reward functions over the two dimensional state space by sweeping over $\pi_1 \in [0, 1]$ with $\pi_2$ along specific directions/axes given by $\pi_2 = \pi_1 k + c$ for $k, c \in \mathbb{R}$. The lemma is then established using backward induction.

We now identify a crucial structure in the evolution of the state pair under consecutive idle decisions.

**Lemma 4.** Under consecutive idle decisions, the state pair $(\pi_1, \pi_2) \in [0, 1]^2$ progressively evolves towards the steady state $(\pi_{ss}, \pi_{ss})$ and falls on the line segment between $(\pi_1, \pi_2)$ and $(\pi_{ss}, \pi_{ss})$. Mathematically, with $T^k(.)$ denoting the $k$—step state evolution operator under $k$ consecutive idle decisions,

\[
(T^{k+1}(\pi_1), T^{k+1}(\pi_2)) \in \mathcal{L}((T^k(\pi_1), T^k(\pi_2)), (\pi_{ss}, \pi_{ss}))
\]  

(2.19)

where $\mathcal{L}(x, y)$ is the line segment between $x$ and $y$.

**Proof.** We first show that, for $k \geq 0$, $T^{k+1}(\pi_1, \pi_2)$ falls on the line segment between $(T^k(\pi_1), T^k(\pi_2))$ and $(\pi_{ss}, \pi_{ss})$. The vector from $(T^k(\pi_1), T^k(\pi_2))$ to $(T^{k+1}(\pi_1), T^{k+1}(\pi_2))$ is represented by

\[
(T^{k+1}(\pi_1) - T^k(\pi_1), T^{k+1}(\pi_2) - T^k(\pi_2))
\]

\[
= (T^k(\pi_1)(p - r) + r - T^k(\pi_1), T^k(\pi_2)(p - r) + r - T^k(\pi_2))
\]

\[
= (r - T^k(\pi_1)(1 - (p - r)), r - T^k(\pi_2)(1 - (p - r)))
\]

\[
= (1 - (p - r))(\pi_{ss} - T^k(\pi_1), \pi_{ss} - T^k(\pi_2))
\]  

(2.20)

where $(\pi_{ss} - T^k(\pi_1), \pi_{ss} - T^k(\pi_2))$ represents the vector from $(T^k(\pi_1), T^k(\pi_2))$ to $(\pi_{ss}, \pi_{ss})$. Thus, since $(1 - (p - r)) \geq 0$, $T^{k+1}(\pi_1, \pi_2)$ falls on the line segment between
Figure 2.2: Illustration of the regions $R_I$, $R_{II}^1$ and $R_{II}^2$.

$(T^k(\pi_1), T^k(\pi_2))$ and $(\pi_{ss}, \pi_{ss})$, for any $k \geq 0$. Also, for progressively increasing $k$, $(T^k(\pi_1), T^k(\pi_2))$ progressively moves towards the steady state. This establishes the lemma.

Using the structural results established so far, we now proceed to show that the optimal scheduling policy in the two-user broadcast is provably thresholdable\(^1\) in specific regions of the two dimensional state space. We first classify the broadcast into two types based on the optimal scheduling decision at steady state, as below:

- **Type I:** If $(\pi_{ss}, \pi_{ss}) \in \mathcal{A}$

- **Type II:** If $(\pi_{ss}, \pi_{ss}) \in \mathcal{P}$

Referring to Fig. 2.2, let $R_I$ denote the region $\{(\pi_1, \pi_2); \pi_1 \in [\pi_{ss}, 1], \pi_2 \in [\pi_{ss}, 1]\}$. Let $R_{II}$ denote the union of the regions $R_{II}^1 = \{(\pi_1, \pi_2); \pi_1 \in [0, \pi_{ss}], \pi_2 \in [\pi_{ss}, 2\pi_{ss} - \pi_1]\}$ and $R_{II}^2 = \{(\pi_1, \pi_2); \pi_2 \in [0, \pi_{ss}], \pi_1 \in [\pi_{ss}, 2\pi_{ss} - \pi_2]\}$.

\(^1\)The definition of *thresholdable* will soon be revealed within context.
We now record our result on the thresholdability property of the optimal scheduling policy in the Type-I two-user broadcast.

**Proposition 3.** If the two-user broadcast is Type I, i.e., \( V^a(\pi_{ss}, \pi_{ss}) \geq V^p(\pi_{ss}, \pi_{ss}) \), then

1. \( R_I \subset A \)

2. \( V^a(\pi_{ss}, \pi_{ss}) = V^p(\pi_{ss}, \pi_{ss}) \Rightarrow R_{II} \subset P \)

3. \( V^a(\pi_{ss}, \pi_{ss}) > V^p(\pi_{ss}, \pi_{ss}) \Rightarrow \) (thresholdability property) In the region \( R^1_{II} \), if for \( k \in [-1, 0] \), \( \exists \) a \( \pi_1^* \) and \( \pi_2^* = \pi_1^* k + \pi_{ss}(1 - k) \) such that \( V^a(\pi_1^*, \pi_2^*) = V^p(\pi_1^*, \pi_2^*) \), then

\[
(\pi_1, \pi_2 = \pi_1^* k + \pi_{ss}(1 - k)) \in \begin{cases} 
A, & \text{if } \pi_1 \in (\pi_1^*, \pi_{ss}] \\
P, & \text{if } \pi_1 \in [0, \pi_1^*]
\end{cases}
\]

If \( \nexists \) such a \((\pi_1^*, \pi_2^*)\), then

\[
(\pi_1, \pi_2 = \pi_1^* k + \pi_{ss}(1 - k)) \in A \quad \forall \pi_1 \in [0, \pi_{ss}].
\]

Similarly, in the region \( R^2_{II} \), if for \( k \in [-1, 0] \), \( \exists \) a \( \pi_2^* \in [0, \pi_{ss}] \) and \( \pi_1^* = \pi_2^* k + \pi_{ss}(1 - k) \) such that \( V^a(\pi_1^*, \pi_2^*) = V^p(\pi_1^*, \pi_2^*) \), then

\[
(\pi_1 = \pi_2^* k + \pi_{ss}(1 - k), \pi_2) \in \begin{cases} 
A, & \text{if } \pi_2 \in (\pi_2^*, \pi_{ss}] \\
P, & \text{if } \pi_2 \in [0, \pi_2^*]
\end{cases}
\]

If \( \nexists \) such a \((\pi_1^*, \pi_2^*)\), then

\[
(\pi_1 = \pi_2^* k + \pi_{ss}(1 - k), \pi_2) \in A \quad \forall \pi_2 \in [0, \pi_{ss}].
\]

**Proof.** The proposition is established using Lemma 3 and Lemma 4. The proof is tedious and hence moved to the appendix. \( \square \)
Call the set of points \((\pi_1^*, \pi_2^*)\) in \(R_{II}\) given by the third part of Proposition 3 as the threshold boundary. We now characterize this threshold boundary in region \(R_{II}\).

**Corollary 1.** Within region \(R_{II}\), the threshold boundary is given by the upper segment of the hyperbola

\[
V^a(\pi_1, \pi_2) = W + \beta V^a(T(\pi_1), T(\pi_2))
\]

where

\[
V^a(x_1, x_2) = x_1 + x_2 + \beta[(1 - x_1)(1 - x_2)V(r, r) + (1 - x_1)(x_2)V(r, p) + x_1(1 - x_2)V(p, r) + x_1x_2V(p, p)],
\]

\[T(x) = x(p - r) + r, \text{ and "upper segment" indicates the segment of the hyperbola that lies in the first quadrant around the asymptotes.}\]

**Proof.** A point \((\pi_1^*, \pi_2^*)\) in region \(R_{II}\) that falls on the threshold boundary, by definition, satisfies \(V^a(\pi_1^*, \pi_2^*) = V^p(\pi_1^*, \pi_2^*)\) and the thresholdability property reported in Proposition 3. Thus, since \((T(\pi_1^*), T(\pi_2^*)) \in \mathcal{L}((\pi_1^*, \pi_2^*), (\pi_{ss}, \pi_{ss})))\), we have from the thresholdability property in Proposition 3, \((T(\pi_1^*), T(\pi_2^*)) \in \mathcal{A}\). Therefore,

\[
V^p(\pi_1^*, \pi_2^*) = W + \beta V(T(\pi_1^*), T(\pi_2^*))
\]

\[
= W + \beta V^a(T(\pi_1^*), T(\pi_2^*)) \tag{2.21}
\]

Substituting \(V^p\) in the equation \(V^a(\pi_1^*, \pi_2^*) = V^p(\pi_1^*, \pi_2^*)\), the threshold boundary is given by \(V^a(\pi_1, \pi_2) = W + \beta V^a(T(\pi_1), T(\pi_2))\). With algebraic manipulation, and using the expression for \(V^a\) from 2.7, the threshold boundary equation can be written
as $(\pi_1^* + \pi_2^*)A + \pi_1^* \pi_2^* B = C$, which is a hyperbola with

\[
A = 1 + \beta \alpha - \beta(p - r)(1 + \beta(r\gamma + \alpha)) \\
B = (1 - \beta(p - r)^2)\beta\gamma \\
C = W + \beta(2r(1 + \beta\alpha) + r^2\beta\gamma).
\] (2.22)

The asymptotes of the hyperbola are given by $\pi_1 = \frac{-A}{B}$ and $\pi_2 = \frac{-A}{B}$. The slope of the hyperbola with respect to $\pi_1$ is given by $\frac{d\pi_2}{d\pi_1} = \frac{-A^2 - BC}{(A + \pi_1 B)^2}$. Since $\gamma, \alpha \geq 0$ (lemma 5) and $(1 - \beta(p - r)^2) \geq 0$, we have $B \geq 0$ and $C \geq 0$. Thus the hyperbola has a negative slope with respect to $\pi_1$ and hence lies in the first and third quadrants around $(-\frac{A}{B}, -\frac{A}{B})$. We now proceed to show that the threshold boundary in $R_{II}$ is given by the upper segment (first quadrant) of the hyperbola. Consider the following inequality involving the asymptote $\frac{-A}{B}$.

\[
-\frac{A}{B} < \pi_{ss} \Leftrightarrow -1 + \beta \alpha - \beta(p - r)(1 + \beta(r\gamma + \alpha)) \left(1 - (p - r)^2\right)\beta\gamma < 1 - (p - r) \\
\Leftrightarrow -(1 + \beta \alpha - \beta(p - r)(1 + \beta(r\gamma + \alpha))(1 - (p - r)) < r(1 - \beta(p - r)^2)\beta\gamma \\
\Leftrightarrow -(1 + \beta \alpha)(1 - (p - r)) + \beta(p - r)(1 + \beta(r\gamma + \alpha)) \\
\Leftrightarrow -\beta(p - r)^2(1 + \beta\alpha) - r\beta\gamma < 0 \\
\Leftrightarrow (1 - (p - r))\left[-(1 - \beta(p - r)) - r\beta\gamma - \beta\alpha(1 - (p - r))\right] < 0 \] (2.23)

The last statement is indeed true. Thus $\frac{-A}{B} < \pi_{ss}$ and hence the lower segment of the hyperbola that lies in the third quadrant centered at $(-\frac{A}{B}, -\frac{A}{B})$ does not intersect the region $R_{II}$. Therefore, the threshold boundary in $R_{II}$ is given by the upper segment of the hyperbola. This completes the proof.

\[\square\]

An illustration of the threshold boundary in $R_{II}$ is provided in Fig. 2.3(a).
π

\textbf{Proposition 4.} If the two-user broadcast is Type II, then

1. \((\pi_1, \pi_2) \in \mathcal{P}, \forall \pi_1 + \pi_2 \leq 2\pi_{ss}\)

2. (Thresholdability property) In the region \(R_1\), if for \(k \geq 0\), \(\exists\) a \(\pi_1^*\) and \(\pi_2^* = \pi_1^*k + \pi_{ss}(1 - k)\) such that \(V^a(\pi_1^*, \pi_2^*) = V^p(\pi_1^*, \pi_2^*)\), then

\[(\pi_1, \pi_1^*k + \pi_{ss}(1 - k)) \in \begin{cases} \mathcal{A}, & \text{if } \pi_1 \in [\pi_1^*, 1] \\ \mathcal{P}, & \text{if } \pi_1 \in [\pi_{ss}, \pi_1^*] \end{cases}\]

If \(\not\exists\) such a \((\pi_1^*, \pi_2^*)\), then

\[(\pi_1, \pi_2 = \pi_1k + \pi_{ss}(1 - k)) \in \mathcal{P} \forall \pi_1 \in [\pi_{ss}, 1].\]

\textit{Proof.} The proposition is established along similar lines to Proposition 3. The reader is referred to the appendix for details. \qed

Figure 2.3: Illustration of the threshold boundaries when the broadcast is (a) Type I, (b) Type II.
We proceed to characterize the threshold boundary in region \( R_I \) below.

**Corollary 2.** Within region \( R_I \), the threshold boundary is given by the upper segment of the hyperbola

\[
V^a(\pi_1, \pi_2) = \frac{W}{1 - \beta}
\]

where

\[
V^a(x_1, x_2) = x_1 + x_2 + \beta [(1 - x_1)(1 - x_2)V(r, r) + (1 - x_1)(x_2)V(r, p) + x_1(1 - x_2)V(p, r) + x_1x_2V(p, p)].
\]

**Proof.** A point \((\pi_1^*, \pi_2^*)\) in region \( R_I \) that falls on the threshold boundary, by definition, satisfies \( V^a(\pi_1^*, \pi_2^*) = V^p(\pi_1^*, \pi_2^*) \) and the thresholdability property of Proposition 4. We can write \((\pi_1^*, \pi_2^*)\) as \((\pi_1^*, \pi_1^*k + \pi_{ss}(1 - k))\) for some \( k \geq 0 \). Then, from the thresholdability result of Proposition 4, since \( \pi_{ss} \leq T(\pi_1^*) \leq \pi_1^* \) (Lemma 4), \((T(\pi_1^*), T(\pi_2^*)) \in \mathcal{P}\). Therefore, the total reward corresponding to inactivate decision at \((\pi_1^*, \pi_2^*)\) is given by

\[
V^p(\pi_1^*, \pi_2^*) = W + \beta V^p(T(\pi_1^*), T(\pi_2^*))
\]

\[
= W + \beta \frac{W}{1 - \beta}
\]

\[
= \frac{W}{1 - \beta}
\]

(2.24)

where \( V^p(T(\pi_1^*), T(\pi_2^*)) = \frac{W}{1 - \beta} \) comes from \((T^l(\pi_1^*), T^l(\pi_2^*)) \in \mathcal{P}\) for \( l \geq 1 \). Substituting \( V^p \) in the equation \( V^a(\pi_1^*, \pi_2^*) = V^p(\pi_1^*, \pi_2^*) \) the threshold boundary is given by \( V^a(\pi_1, \pi_2) = \frac{W}{1 - \beta} \) where \( V^a \) is given in (2.7). With algebraic manipulation, the threshold boundary equation can be written in the form of a hyperbola:
\[(\pi_1^* + \pi_2^*)A + \pi_1^* \pi_2^* B = C\] where

\[
A = 1 + \beta \alpha \\
B = \beta \gamma \\
C = \frac{W}{1 - \beta} - \beta V(r, r).
\] (2.25)

with asymptotes given by \(\pi_1 = \frac{-A}{B}\) and \(\pi_2 = \frac{-A}{B}\). Since \(\gamma, \alpha \geq 0\) (Lemma 3), we have \(A \geq 0\) and \(B \geq 0\). Note that, from Proposition 4, \((T^l(r), T^l(r)) \in P \forall l \in \{0, 1, \ldots\}\), since \(r \leq T^l(r) \leq \pi_{ss}\) and hence \(2T^l(r) \leq 2\pi_{ss}\). Thus \(V(r, r) = \frac{W}{1 - \beta}\) and hence \(C = \frac{W}{1 - \beta} - \beta V(r, r) = \frac{W}{1 - \beta} (1 - \beta) \geq 0\).

It follows that the first derivative of the hyperbola with respect to \(\pi_1\) given by

\[
\frac{-A^2 - BC}{(A + \pi_1 B)^2} \leq 0.
\]

Thus the hyperbola has a negative slope and hence lies in the first and third quadrants around \((\frac{-A}{B}, \frac{-A}{B})\). Since \(\frac{-A}{B} < 0\), the lower segment of the hyperbola (third quadrant) does not intersect the region \(R_I\). Thus the threshold boundary in \(R_I\) is given by the upper segment of the hyperbola. This completes the proof. \(\square\)

An illustration of the threshold boundary in \(R_I\) is provided in Fig. 2.3(b).

### 2.4 Threshold Scheduling Policy

We now proceed to use the structural results of the optimal scheduling policy, derived in the preceding section, to develop a threshold scheduling policy. We first consider the two-user broadcast and conjecture the following:

**Conjecture 1.** The thresholdability property of the optimal scheduling policy reported in Proposition 3 and Proposition 4, in regions \(R_{II}\) and \(R_I\) respectively, extends to the entire state space \([0, 1]^2\).
Figure 2.4: Illustration of the extrapolation of the threshold boundaries to the entire two-dimensional state space, when the broadcast is (a) Type I, (b) Type II.

Under Conjecture 1, the extrapolated threshold boundary spanning the entire state space is given by Corollary 1 and Corollary 2 for Type I and Type II systems, respectively. Fig. 2.4 illustrates this extrapolation. It is worth comparing it to Fig. 2.3.

Now, for a given belief vector $(\pi_1, \pi_2)$, with the system type identified and the value functions $V(\Pi(0))\ldots V(\Pi(3))$ evaluated, the threshold policy is implemented by the following two steps:

- Evaluate

$$k^* = \arg \max_{k \in R} \begin{cases} V^a(k\pi_1, k\pi_2) = W + \beta V^a(T(k\pi_1), T(k\pi_2)), & \text{if Type I} \\ V^a(k\pi_1, k\pi_2) = \frac{W}{1-\beta}, & \text{if Type II} \end{cases}$$

Note that, for both system types, the corresponding equations solved to evaluate $k^*$ are two-dimensional polynomials. This can be verified by examining the expression for $V^a$ in (eq 5).
• The threshold policy is given by

\[
\begin{align*}
\text{Transmit, if } k^* &\leq 1 \\
\text{Idle, if } k^* &> 1
\end{align*}
\]

Note that the first step identifies the point on the extrapolated threshold boundary along the direction of the belief vector \((\pi_1, \pi_2)\). The \(\max_{k \in \mathbb{R}}\) follows from the result (Corollary 1 and Corollary 2) that the threshold boundary is given by the upper segment of the hyperbola. The second step determines the location of the belief vector with respect to the extrapolated threshold boundary.

We now extend, heuristically, the preceding threshold policy to the \(N\)-user broadcast. First, we generalize the two-user broadcast classification to the \(N\)-user case: The \(N\)-user broadcast is defined as Type I if \(V^a(\pi_{ss}, \ldots, \pi_{ss}) \geq V^p(\pi_{ss}, \ldots, \pi_{ss})\) and Type II otherwise. This definition can be simplified with the following arguments: Denoting \((\pi_{ss} \ldots \pi_{ss})\) simply by \(\pi_{ss}\), we have \(V^p(\pi_{ss}) = W + \beta \max(V^p(\pi_{ss}), V^a(\pi_{ss}))\) since \(T(\pi_{ss}) = \pi_{ss}\). Thus, \(V^p(\pi_{ss}) \geq \frac{W}{1-\beta}\). Now, if \(V^a(\pi_{ss}) < \frac{W}{1-\beta}\), then \(V^a(\pi_{ss}) < V^p(\pi_{ss})\). Thus \(\pi_{ss} \in \mathcal{P}\) and the system is Type II. Consider the case \(V^a(\pi_{ss}) \geq \frac{W}{1-\beta}\). We have \(V^a(\pi_{ss}) \geq W + \beta V^a(\pi_{ss})\). Note that \(V^p(\pi_{ss}) = W + \beta V^a(\pi_{ss})\) (since, \(V^p(\pi_{ss}) = W + \beta V^a(\pi_{ss})\) results in \(V^p(\pi_{ss}) \geq \frac{W}{1-\beta}\), while \(V^p(\pi_{ss}) = W + \beta V^p(\pi_{ss})\) results in \(V^p(\pi_{ss}) = \frac{W}{1-\beta}\)). From the preceding arguments, we have \(V^a(\pi_{ss}) \geq V^p(\pi_{ss})\). Thus, \(V^a(\pi_{ss}) \geq \frac{W}{1-\beta} \Rightarrow \pi_{ss} \in \mathcal{A}\) and the system is Type I. We summarize the simplified definition below:

\[
\text{Type} = \begin{cases} 
I, & \text{if } V^a(\pi_{ss}) \geq \frac{W}{1-\beta} \\
II, & \text{if } V^a(\pi_{ss}) < \frac{W}{1-\beta}.
\end{cases}
\]
With $W \in (N_r, N_p)$,² the threshold scheduling policy for the $N$-user broadcast is implemented in the following steps:

²Note that if $W \notin (N_r, N_p)$ the optimal policy is greedy as proved in Section 2.3.1.
Step 0: Initialization

- **Evaluate the quantities** $V(\Pi_0), \ldots, V(\Pi_{2^N-1})$:  
  Note that, by the inherent symmetry in the underlying Markov channel statistics of the users, we have the following property ($P$): For any permutation $\Psi$ on belief vector $x$, we have $V(x) = V(\Psi(x))$. Thus the $2^N$ quantities, $V(\Pi_0), \ldots, V(\Pi_{2^N-1})$, can be obtained by evaluating only the following $N + 1$ quantities: \{ $V(\Pi_{(2^i-1)})$, $i \in \{0, 1, 2, \ldots, N\}$ \}. Interpreting the infinite horizon discounted rewards as limits on the finite horizon rewards, as we did in the proof of Lemma 3, evaluate $V(\Pi_0) = \lim_{t \to \infty} V_t(\Pi_0)$, $\ldots$, $V(\Pi_{2^N-1}) = \lim_{t \to \infty} V_t(\Pi_{2^N-1})$, using an appropriate measure of convergence. The finite horizon reward $V_t(x)$ is given by the finite horizon Bellman equation [36]

$$V_t(x) = \max \left( \sum_i x_i + \beta \sum_{j=0}^{2^N-1} P_j(x)V_{t-1}(\Pi_j), W + \beta V_{t-1}(T(x)) \right).$$

(2.27)

- **Identify the system type:**  
  With $\pi_{ss} = (\pi_{ss}, \ldots, \pi_{ss})$, the system type is identified using the simplified rule (2.26), reproduced below:

$$\text{Type} = \begin{cases} I, & \text{if } V^a(\pi_{ss}) \geq \frac{W}{1-\beta} \\ II, & \text{if } V^a(\pi_{ss}) < \frac{W}{1-\beta}. \end{cases}$$

where $V^a(\pi_{ss})$ is evaluated using (5), simplified using property ($P$) as

$$V^a(\pi_{ss}) = N\pi_{ss} + \beta \sum_{j=0}^{N} NC_j(1 - \pi_{ss})^{(N-j)}\pi_{ss}^j V(\Pi(2^j - 1)), \quad (2.28)$$

with $V(\Pi(0)) \ldots V(\Pi(2^N - 1))$ evaluated earlier.
Step 1: Threshold scheduling policy on belief vector $\pi = (\pi_1, \ldots, \pi_N)$

- If $\sum_i \pi_i > W$, transmit (follows from Proposition 2). Skip to Step 2
- Otherwise, evaluate $k^*$ by solving a $N$-dimensional polynomial in $k$, as below:

$$k^* = \arg \max_{k \in \mathbb{R}} \begin{cases} V^a(k\pi) = W + \beta V^a(T(k\pi)), & \text{if Type I} \\ V^a(k\pi) = \frac{W}{1-\beta}, & \text{if Type II} \end{cases}$$

(2.29)

where

$$V^a(x) = \sum_i x_i + \beta \sum_{j=0}^{2^N-1} P_j(x)V(\Pi(j)),$$

(2.30)

with $V(\Pi(0)) \ldots V(\Pi(2^N-1))$ evaluated in Step 0

- The threshold policy is given by

  Transmit, if $k^* \leq 1$

  Idle, if $k^* > 1$

Step 2: State evolution

- If transmit decision was made, at the end of the slot, collect the 1-bit feedback, $f_1, \ldots, f_N$, from the broadcast users and update the belief values as below.

$$\pi_i \leftarrow \begin{cases} p, & \text{if } f_i = 1 \\ r, & \text{if } f_i = 0 \end{cases}$$

(2.31)

- If idle decision was made, update the belief vector as $\pi \leftarrow T(\pi)$

- Repeat Step 1 in the next slot.

Remark: The convexity of the threshold boundary renders optimality properties to the threshold policy in the following sense. Consider two belief vectors $\pi^g$ and $\pi^r$ such that $\sum \pi^g = \sum \pi^r$. Thus, if the broadcast state is in any of these two states, the immediate rewards upon transmit decisions are the same. Indeed, the
immediate rewards upon idle decisions are equal to $W$ in both states. Let the entropy of the broadcast in state $\pi^g$ be lower than when the broadcast is in state $\pi^r$, i.e., $\sum_i H(\pi^g(i)) < \sum_i H(\pi^s(i))$, where $H(x)$ indicates the entropy [37] of a channel with belief $x$. It is intuitive to see that if it is optimal to transmit at state $\pi^g$, then it is optimal to transmit at state $\pi^r$. This is because, with the ‘exploitation’ end of the trade-off equalized between $\pi^g$ and $\pi^r$ (since $\sum \pi^g = \sum \pi^r$), the exploration end of the tradeoff is more pronounced in $\pi^r$ due to its higher entropy, essentially making it optimal to transmit, i.e., explore at $\pi^r$, if it is optimal to explore at $\pi^g$. Since the threshold boundary in the proposed threshold policy is convex, if the threshold decision at $\pi^g$ is to transmit, then the threshold decision at $\pi^r$ is also to transmit. An illustration of $\pi^g$, $\pi^r$ along with the convex threshold boundary is provided in

Figure 2.5: Illustration of the connection between the threshold scheduling decision and the entropy of the broadcast system state.
Fig. 2.5. Thus the threshold policy, thanks to the optimality framework in which it is derived, exhibits an implementation structure similar to that of the optimal policy.

2.5 Numerical Results and Discussion

We now proceed to illustrate, via numerical experiments, that the proposed threshold policy has near-optimal performance. We first study the finite horizon performance of the proposed policy in Fig. 2.6. The discounted reward of the proposed policy over a finite horizon $m$ (denoted by $V_{\text{policy}}(m)$) is plotted alongside the total discounted reward corresponding to the optimal policy$^3$ over horizon $m$ (denoted by $V(m)$). Note that $V_{\text{policy}}(m)$ is indistinguishable from $V(m)$. Recall that the threshold policy was derived by extrapolating the structural properties of the optimal policy from the two-user broadcast to the general $N$-user broadcast. The superior performance of the threshold policy, indicated by Fig. 2.6 (and subsequent numerical results), suggests that the structural properties indeed can be generalized and hence justifies our approach.

In the rest of this analysis, we will focus on the infinite horizon performance of the proposed policy, compared with various system level performance limits. Note that the infinite horizon reward can be approximated by evaluating finite horizon rewards over a ‘sufficiently’ large horizon. From exhaustive simulations, we observed that the reward functions achieve reasonable convergence around $m = 7$ (also seen in Fig. 2.6). We therefore approximate the infinite horizon rewards by the rewards evaluated at $m = 7$ in the rest of this analysis. In Table 2.1, we report the % suboptimality of the proposed policy. The quantity $\%_{\text{subopt}}:=\frac{V-V_{\text{policy}}}{V} \times 100\%$ quantifies the degree of

$^3$The optimal policy is implemented using the finite horizon Bellman equation in (38)
Figure 2.6: Finite horizon values of $V(m)$, $V_{\text{policy}}(m)$ for various number of broadcast users.
Table 2.1: Illustration of the near optimal performance of the proposed threshold policy. Total reward values are truncated to four decimal places. Each row corresponds to a fixed set of randomly generated system parameters and initial belief values. Number of broadcast users = 4.

Table 2.1: Illustration of the near optimal performance of the proposed threshold policy. Each row in Table 2.1 corresponds to randomly generated system parameters with \( N = 4 \). The near optimal performance of the proposed policy is once again evident from Table 2.1.

In Table 2.2, we study the gains achieved by using 1-bit feedback from the users. The quantity \( V_{\text{genie}} \) corresponds to the total discounted reward under optimal scheduling in the \textit{genie-aided} system defined as follows: at the end of each slot — independent of whether a transmit or idle decision was made in that slot — the scheduler learns about the channel states of all the users in that slot. The quantity \( V_{\text{nofb}} \) is the total discounted reward when the scheduler rejects the feedback information from the scheduled users and schedules solely based on the knowledge of the system level parameters, i.e., \( N, W, \beta \) and the statistics of the Markov channels, i.e., \( p \) and \( r \). Thus
Table 2.2: Illustration of the gain associated with 1-bit feedback. Each row corresponds to a fixed set of randomly generated system parameters and initial belief values. Reward values are truncated to four decimal places.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$W$</th>
<th>$p$</th>
<th>$r$</th>
<th>$\beta$</th>
<th>$V_{\text{genie}}$</th>
<th>$V_{\text{policy}}$</th>
<th>$V_{\text{nofb}}$</th>
<th>$%\text{fbgain}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.8139</td>
<td>0.4567</td>
<td>0.2880</td>
<td>0.6256</td>
<td>2.2523</td>
<td>2.2446</td>
<td>2.0923</td>
<td>95.1679 %</td>
</tr>
<tr>
<td>2</td>
<td>0.4801</td>
<td>0.2630</td>
<td>0.1720</td>
<td>0.6135</td>
<td>1.2585</td>
<td>1.2570</td>
<td>1.2017</td>
<td>97.4352 %</td>
</tr>
<tr>
<td>2</td>
<td>0.7949</td>
<td>0.6477</td>
<td>0.2921</td>
<td>0.5282</td>
<td>1.9907</td>
<td>1.9788</td>
<td>1.8996</td>
<td>89.6424 %</td>
</tr>
<tr>
<td>3</td>
<td>1.5819</td>
<td>0.5469</td>
<td>0.5236</td>
<td>0.7789</td>
<td>6.8312</td>
<td>6.7480</td>
<td>6.0094</td>
<td>89.8665 %</td>
</tr>
<tr>
<td>3</td>
<td>2.2272</td>
<td>0.8003</td>
<td>0.1135</td>
<td>0.4531</td>
<td>4.2901</td>
<td>4.2875</td>
<td>4.0562</td>
<td>98.8572 %</td>
</tr>
<tr>
<td>3</td>
<td>1.3724</td>
<td>0.5085</td>
<td>0.2597</td>
<td>0.6906</td>
<td>4.5968</td>
<td>4.5653</td>
<td>4.1031</td>
<td>93.6145 %</td>
</tr>
<tr>
<td>4</td>
<td>1.8299</td>
<td>0.5085</td>
<td>0.2597</td>
<td>0.6906</td>
<td>6.0284</td>
<td>6.0083</td>
<td>5.4709</td>
<td>96.3937 %</td>
</tr>
<tr>
<td>4</td>
<td>2.3315</td>
<td>0.7513</td>
<td>0.1916</td>
<td>0.5036</td>
<td>4.9462</td>
<td>4.9347</td>
<td>4.6579</td>
<td>96.0039 %</td>
</tr>
<tr>
<td>4</td>
<td>0.7165</td>
<td>0.4709</td>
<td>0.1085</td>
<td>0.7066</td>
<td>2.8552</td>
<td>2.8015</td>
<td>2.2272</td>
<td>91.4621 %</td>
</tr>
<tr>
<td>5</td>
<td>1.1834</td>
<td>0.6948</td>
<td>0.2203</td>
<td>0.7701</td>
<td>8.4060</td>
<td>8.4045</td>
<td>7.6546</td>
<td>99.8030 %</td>
</tr>
<tr>
<td>5</td>
<td>2.0542</td>
<td>0.4898</td>
<td>0.2182</td>
<td>0.5878</td>
<td>5.3549</td>
<td>5.3510</td>
<td>4.8626</td>
<td>99.2000 %</td>
</tr>
<tr>
<td>5</td>
<td>0.3981</td>
<td>0.1190</td>
<td>0.0593</td>
<td>0.7758</td>
<td>3.4376</td>
<td>3.3988</td>
<td>1.4755</td>
<td>98.0243 %</td>
</tr>
</tbody>
</table>

with horizon $m = 7$, $V_{\text{nofb}} = \max\{W, N\pi_{ss}\}^{1-\beta^7}$, where the steady state probability of the Markov channels, $\pi_{ss} = \frac{r}{1-(p-r)}$. The gain corresponding to the 1-bit feedback from each user, at the end of slots when transmit decision was made, is now quantified by the quantity $\%\text{fbgain}=\frac{V_{\text{policy}}-V_{\text{nofb}}}{V_{\text{genie}}-V_{\text{nofb}}} \times 100\%$. The high value of $\%\text{fbgain}$ reported in Table 2.2, for various randomly generated system parameters, underlines the significance of using the 1-bit feedback as well as the near-optimal performance of the proposed policy.

In Fig. 2.7(a), for increasing values of the discount factor, $\beta$, we plot the optimal discounted reward alongside $V_{\text{policy}}$ and $V_{\text{rand}}$ - the total discounted reward under random scheduling, i.e., in each slot the scheduler randomly decides to transmit or idle with equal probabilities, without any regard to the belief values on the user channels. Note that as $\beta$ increases, the effect of the future discounted reward, and hence the
significance of the channel feedback, on the total discounted reward increases. Since
the random policy throws away the channel feedback information, the gap between
optimal reward $V$ (similarly $V_{\text{policy}}$) and $V_{\text{rand}}$ is expected to increase with increasing
$\beta$, as observed in Fig. 2.7(a). In Fig. 2.7(b), we plot $V$, $V_{\text{policy}}$ and $V_{\text{rand}}$ for increasing
system ‘memory’. We define system memory as $(p-r)$. In the plot, the system
memory is varied from 0 to 1 by assuming $r = 1 - p$ and varying $p$ from 0.5 to
1. Similar to our discussion in Fig. 2.7(a), as memory increases, the significance of
the channel feedback on the performance of a policy increases. Thus with increasing
system memory the gap between $V$ (similarly $V_{\text{policy}}$) and $V_{\text{rand}}$ increases, as observed
in Fig. 2.7(b).

**Remark on Complexity:** The proposed threshold policy is also computationally
inexpensive to implement, having polynomial complexity in the number of broadcast
users. Contrast this with the complexity of the optimal POMDP solutions: for finite
horizon POMDPs, the optimal solution is, in general, PSPACE-hard to compute [38],
whereas infinite horizon POMDPs are, in general, undecidable [39].

### 2.6 Summary

The ‘exploitation vs exploration’ trade-off vastly simplifies for special cases of
broadcast parameters, with ‘greedy type’ policies turning out to be optimal. For
the general broadcast, the trade-off is not as simple. We therefore approached the
problem indirectly by first studying scheduling in the two-user broadcast. We es-
tablished structural properties of the optimal policy in the two-user broadcast and,
based on these structural properties, proposed a threshold scheduling policy for the
general broadcast. Extensive numerical results suggest near-optimal performance of
Figure 2.7: $V$, $V_{\text{policy}}$ and $V_{\text{rand}}$ versus (a) discount factor $\beta$, (b) system memory $(p - r)$. Same set of system parameters used within each subplot.
the proposed threshold policy. In addition, the proposed threshold policy is easy to implement, having complexity polynomial in the number of broadcast users. Numerical results further suggest that significant system level gains are associated with exploiting channel memory for opportunistic scheduling, even with minimal feedback (delayed, and obtained only during transmit slots).
CHAPTER 3

OPPORTUNISTIC SCHEDULING USING RANDOMLY DELAYED ARQ FEEDBACK IN CELLULAR DOWNLINK

3.1 Background

In the preceding chapter, we observed that, in a broadcast network with Markov modeled channels, opportunistic scheduling using 1-bit feedback from the users provides significant system level gains. While it is reasonable to assume that this 1-bit feedback is almost ‘cost-free’ in most networks and applications, this may not be the case in certain upcoming applications when both the forward and the reverse channels are equally in high demand. Fortunately, there is a strong consensus among the networking community [40] that the future wireless standards will increasingly support Automatic Repeat reQuest (ARQ) based error control (e.g., [41–44]) at the data link layer. From the scheduling point of view, the ARQ feedback is effectively the 1-bit feedback considered in the previous chapter, and is available free of cost.

In this chapter, we study joint channel estimation - opportunistic scheduling in a downlink system with an in-built ARQ feedback mechanism. We consider the general case when the ARQ feedback arrives at the scheduler with a random delay that is i.i.d across users and time. It must be noted that a related work [45] studies opportunistic
spectrum access in a cognitive radio setting — a setup mathematically equivalent to our scheduling problem when the ARQ feedback is *instantaneous* — and showed that a simple greedy scheduling policy is optimal. In our setup, we consider the general problem when the ARQ feedback is randomly delayed. The delay in the feedback channel is an important consideration that cannot be overlooked in many realistic scenarios: one such instance being when the feedback signals suffer from significant propagation delay.

Despite the random delay, the ARQ feedback can be used for opportunistic scheduling to achieve significant performance gains. A sample of this gain is illustrated in Fig. 3.1 for a specific set of system parameters to be defined in the next section. Fig. 3.1 plots the sum (over all the downlink users) rate of successful transmission of packets over a length of $m$ slots under optimal opportunistic scheduling when the scheduler has: (a) randomly delayed channel state information (CSI) from all the downlink users, (b) randomly delayed CSI from the scheduled user, i.e., randomly delayed ARQ feedback, and (c) no CSI, i.e., random scheduling. We make two observations from the figure: (1) The use of delayed ARQ feedback for opportunistic scheduling can achieve a performance close to opportunistic scheduling using delayed, perfect, CSI from all users, and (2) a 49% gain (when $m = 7$) in the sum rate is associated with opportunistic scheduling using delayed ARQ relative to random scheduling. These observations motivate our approach: exploit multiuser diversity in Markov-modeled downlink channels using the already existing (albeit delayed) ARQ feedback mechanisms. We describe the problem setup next.
Figure 3.1: Illustration of the gains associated with opportunistic scheduling using randomly delayed ARQ feedback. System parameters used: $p = 0.8700$, $r = 0.1083$, $P_D(d = 0) = \frac{1}{3}$, $P_D(d = 1) = \frac{1}{3}$, $P_D(d = 2) = \frac{1}{3}$, $P_D(d > 2) = 0$, $\pi_m = [0.3358 \ 0.1851 \ 0.5483]$. 
3.2 Problem Setup

3.2.1 Channel Model

We consider a downlink system with \( N \) users. For each user, there is an associated queue at the base station (henceforth the scheduler) that accumulates packets intended for that user. We assume that each queue is infinitely backlogged. As before, the channel between the scheduler and each user is modeled by an \( i.i.d \) two-state Markov chain, where each state corresponds to the degree of decodability of the data sent through the channel. State 1 (ON) corresponds to full decodability, while state 0 (OFF) corresponds to zero decodability. Time is slotted and the channel of each user remains fixed for a slot and moves into another state in the next slot following the state transition probability of the Markov chain. The time slots of all users are synchronized. The two-state Markov channel is characterized by a \( 2 \times 2 \) probability transition matrix

\[
P = \begin{bmatrix} p & 1-p \\ r & 1-r \end{bmatrix},
\]

(3.1)

where the probabilities \( p \) and \( r \) retain their definitions from Chapter 2. Similar to Chapter 2, we assume positively correlated Markov channels, i.e., \( p > r \).

3.2.2 Scheduling Problem

The scheduler is the central controller that controls the transmission to the users in each slot. In any time slot, the scheduler must schedule the transmission of the head-of-line packet of exactly one user. Thus, a TDMA styled scheduling is performed here. The power spent in each transmission is fixed. At the beginning of a time slot, the head-of-line packet of the scheduled user is transmitted. The scheduled user attempts
to decode the received packet and based on the decodability of the packet sends back ACK(bit 1)/NACK(bit 0) feedback signals to the scheduler at the end of the time slot, over an error-free feedback channel. The feedback channel is assumed to suffer from a random delay that is \( i.i.d \) across users and time. This delayed feedback information, along with the label of the time slot from which it is acquired, will be used by the scheduler in scheduling decisions. The scheduler aims to maximize the sum of the rate of successful transmission of packets to all the users in the system. Note that the downlink scheduling problem directly fits into our general model, discussed in Chapter 1. We formally define the scheduling problem below.

### 3.2.3 Formal Problem Definition

Since the scheduler must make scheduling decisions based only on a partial observation\(^4\) of the underlying Markov chain, the scheduling problem can be represented by a *Partially Observable Markov Decision Process (POMDP)*. We now formulate our problem in the language of POMDPs.

**Horizon**: We consider the finite horizon scenario. Time slots are indexed in decreasing order with slot 1 corresponding to the end of the horizon. Throughout this chapter, the horizon is denoted by \( m \), i.e., the scheduling process begins at slot \( m \).

**Feedback arriving at slot \( t \):** For some slot \( t, t \leq m \), let \( n(t) \) be the number of ARQ feedback bits \( \{0, 1\} \) arriving at the end of slot \( t \) from the users scheduled in the previous slots. Due to the random nature of the feedback delay, \( n(t) \) can take values in the set \( \{0, \ldots, m - t + 1\} \). Let \( F_t \) represent all the ARQ feedback arriving at the end of slot \( t \). Thus \( F_t \in \{0, 1\}^{n(t)} \), if \( n(t) > 0 \) and \( F_t = \emptyset \), if \( n(t) = 0 \). The ARQ feedback is time-stamped and thus, since the scheduler has a record on which

\(^4\)In this case, the set of time-stamped binary delayed feedback on the channels.
users were scheduled in the past slots, it can map the feedback bits $F_t$ to the users and slots they originated from. Let $f_k$ be the feedback that originated during slot $k$, where $k \leq m$. Note that since in each slot one and only one user is scheduled, $f_k$ is neither empty nor has multiple values, i.e., $f_k \in \{0,1\}$ with bit 0 mapped to NACK and bit 1 to ACK feedback.

**Delay of feedback from user $i$ in slot $t$:** Let $D(i,t)$ be the random variable corresponding to the delay, in number of slots, experienced by the feedback sent by user $i$ in slot $t$. Let $D(i,t) = 0$ correspond to the case when the ARQ feedback originating from user $i$ in slot $t$ arrives at the scheduler at the end of the same slot $t$. We assume the distribution of $D(i,t)$ to be i.i.d across users $i$ and time $t$ throughout this work, and let $P_D(d), d \in \{0,1,\ldots\}$ denote the probability mass function of $D$.

**Belief value of user $i$ in slot $t$ - $\pi_t(i)$:** This represents the probability that the channel of user $i \in \{1,\ldots,N\}$, in slot $t$, is in the ON state, given all the past feedback about the channel. Define $T^u(\cdot)$, for $u \in \{0,1,\ldots\}$, as the $u$-step belief evolution operator given by $T^u(x) = T(T^{(u-1)}(x)) = T^{(u-1)}(T(x))$ with $T(x) = xp + (1-x)r$ and $T^0(x) = x$ for $x \in [0,1]$. Now if, at the end of slot $t+1$, the arriving feedback $F_{t+1}$ contains the ARQ feedback from user $i$ from slot $k \in \{m,m-1,\ldots,t+1\}$, i.e., $f_k$, then, if $k$ is the latest slot from which an ARQ feedback from user $i$ has arrived, then $\pi_t(i)$ is obtained by applying the 1-step belief evolution operator repeatedly over all the time slots between ‘now’ (slot $t$) and slot $k$, i.e.,

$$\pi_t(i) = \begin{cases} T^{(k-t-1)}(p), & \text{if } f_k = 1 \\ T^{(k-t-1)}(r), & \text{if } f_k = 0. \end{cases}$$

(3.2)

If $k$ is not the latest slot from which an ARQ feedback from user $i$ has arrived (possible since the random nature of the feedback delay can result in out-of-turn arrival of ARQ feedback), then due to the first-order Markovian nature of the channels, this
ARQ feedback does not have any new information to affect the belief value, and so 
\( \pi_t(i) = T(\pi_{t+1}(i)) \). Similarly, if \( F_{t+1} \) does not contain any feedback from user \( i \), then 
\( \pi_t(i) = T(\pi_{t+1}(i)) \).

**Reward structure:** In any slot \( t \), a reward of 1 is accrued at the scheduler when
the channel of the scheduled user is found to be in the ON state, else 0 is accrued.

**Scheduling Policy \( \mathcal{A}_k \):** A scheduling policy \( \mathcal{A}_k \) in slot \( k \) is a mapping from all the information available at the scheduler in slot \( k \) along with the slot index \( k \) to a scheduling decision \( a_k \). Formally,

\[
\mathcal{A}_k : \left( [\pi_m, \pi_{m-1}, \ldots, \pi_k]^k, \{a_m, a_{m-1}, \ldots, a_k+1\} \right) \rightarrow a_k
\]

\( \forall k \in [1, m], \pi_k \in [0, 1]^N \). \hspace{1cm} (3.3)

where \( \{a_m, a_{m-1}, \ldots, a_k+1\} \) are the past scheduling decisions and \( [\pi_m, \pi_{m-1}, \ldots, \pi_k]^k \) are the belief values of the channels of all users, corresponding to slots \( \{m, m-1, \ldots, k\} \), held by the scheduler at the moment (slot \( k \)).

**Total expected reward in slot \( t \), \( V_t \):** With the scheduling policy, \( \{\mathcal{A}_k\}_{k=1}^t \), fixed, the total expected reward in slot \( t \), i.e., \( V_t \), is the sum of the reward expected in the current slot \( t \) and the total reward expected in all the future slots \( k < t \). Formally, with \( a_k \) denoting the scheduling decision in slot \( k \),

\[
V_t([\pi_m, \pi_{m-1}, \ldots, \pi_t]^t, \{a_m, a_{m-1}, \ldots, a_{t+1}\}, \{\mathcal{A}_k\}_{k=1}^t) = R_t(\pi_t, a_t) + \mathbb{E}[V_{t-1}([\pi_m, \pi_{m-1}, \ldots, \pi_{t-1}, \pi_t-1]^t-1, \{a_m, a_{m-1}, \ldots, a_{t+1}, a_t\}, \{\mathcal{A}_k\}_{k=1}^{t-1})]
\]

where \( R_t(\pi_t, a_t) \) is the expected immediate reward and the expectation in the future reward is over the feedback received in slot \( t \), i.e., \( F_t \), along with the originating
slot indices. Note that the belief vector \([\pi_m, \pi_{m-1}, \ldots, \pi_t]^t\) is up-to-date based on all previous scheduling decisions and the ARQ feedback received before slot \(t\). With the reward structure defined earlier, the expected immediate reward can be written as

\[
R_t(\pi_t, a_t) = \pi_t(a_t).
\]

**Performance Metric:** For a given scheduling policy \(\{\mathcal{A}_k\}_{k=1}^m\), the performance metric is given by the sum throughput (sum rate of successful transmission) over a finite horizon, \(m\):

\[
\eta_{\text{sum}}(m, \{\mathcal{A}_k\}_{k=1}^m) = \frac{V_m(\pi_m, \{\mathcal{A}_k\}_{k=1}^m)}{m}, \quad (3.5)
\]

where \(\pi_m\) is the initial belief values of the channels.

### 3.3 Greedy Policy - Optimality, Performance Evaluation and the Implementation Structure

#### 3.3.1 On the Optimality of the Greedy Policy

Consider the following policy:

\[
\hat{\mathcal{A}}_k : \pi_k \rightarrow a_k = \arg \max_i R_k(\pi_k, a_k = i)
\]

\[
= \arg \max_i \pi_k(i) \quad \forall k \geq 1, \pi_k \in [0, 1]^N.
\]

\[
(3.6)
\]

Since the above given policy attempts to maximize the expected immediate reward, without any regard to the expected future reward, it follows an approach that is fundamentally *greedy* in nature. We henceforth call \(\{\hat{\mathcal{A}}_k\}_{k=1}^m\) the greedy policy and let \(\hat{a}_k\) denote the scheduling decision in slot \(k\) under the greedy policy. We now proceed to establish the optimality of the greedy policy when \(N = 2\). We first introduce the following lemma.
Lemma 5. For any $u, v \in \{0, 1, 2, \ldots\}$ and any $x, y \in [0, 1]$ with $x \geq y$,

\[
\begin{align*}
    T^u(p) &\geq T^{u+1}(x) \\
    T^u(r) &\leq T^{u+1}(x) \\
    T^u(x) &\geq T^u(y) \\
    T^u(p) &\geq T^u(r).
\end{align*}
\] (3.7)

Proof. The proof is moved to Appendix B.1. \qed

The results of Lemma 5 can be explained intuitively. Note that $T^u(x)$ is the belief value of the channel (probability that the channel is in the ON-state) in the current slot given the belief value, $u$ slots earlier, was $x$. Also note that $T^u(p)$ (similarly $T^u(r)$) gives the belief value in the current slot given the channel was in the ON state (similarly OFF state) $u + 1$ slots earlier. Now, since the Markov channel is positively correlated ($p > r$), the probability that the channel is in the ON state in the current slot given it was in the ON state $u + 1$ slots earlier ($T^u(p)$) is at least as high as the probability that the channel is ON in the current slot given it was \emph{ON with probability} $x \in [0, 1]$, $u + 1$ slots earlier ($T^{(u+1)}(x)$). This explains the first inequality in Lemma 5. The second and third inequalities can be explained along similar lines. Regarding the last inequality, consider slots $t, k$ such that $t > k$. Due to the Markovian nature of the channel, the closer slot $k$ is to $t$, the stronger is the memory, i.e., the dependency of the channel state in $k$ with that of $t$. Now, since the channel is positively correlated, if the channel was in the ON state in slot $t$, the closer $k$ is to $t$, the higher is the probability that the channel is ON in slot $k$. By definition, this probability is given by $T^u(p)$ with $u = t - k - 1$. Thus $T^u(p)$ monotonically decreases with $u$. Using a similar explanation, $T^u(r)$ monotonically \emph{increases} with $u$. The limiting value of
both these functions, as \( u \to \infty \), is the probability that the channel is ON when no information on the past channel states is available. This is given by the steady state probability\(^5\). This explains \( T^u(p) \geq T^v(r) \) for any \( u, v \in \{0, 1, \ldots\} \).

**Proposition 5.** For \( N = 2 \), the sum throughput, \( \eta_{\text{sum}}(m, \{\mathcal{A}_k\}_{k=1}^m) \), of the system is maximized by the greedy policy \( \{\widehat{A}_k\}_{k=1}^m \) for any ARQ delay distribution.

**Proof.** Consider a slot \( t < m \). Fix a sequence of scheduling decisions \( a_{t+1} := \{a_m, a_{m-1}, \ldots, a_{t+1}\} \). Recall the definition of \( F_{t+1} \), the feedback arriving at the end of slot \( t + 1 \), from Section 3.2.3. Let \( \tau_{t+1} \) denote the originating slots corresponding to feedback \( F_{t+1} \), i.e., if the feedback from users \( a_u \) and \( a_v \), for \( m \geq u > v \geq t + 1 \), both arrive at slot \( t + 1 \), then \( F_{t+1} = [f_u \ f_v] \) and \( \tau_{t+1} = [u \ v] \). Also define \( k_1 \in \{\emptyset, m, m - 1, \ldots, t + 1\} \) as the latest slot from which the ARQ feedback of user 1 is available at the scheduler by (the beginning of) slot \( t \). Formally, if at least one ARQ feedback from user 1 has arrived at the scheduler by slot \( t \), then

\[
\min_{k \in \{m, m-1, \ldots, t+1\} \text{ s.t } a_k = 1, \text{ } f_k \text{ has arrived by slot } t} k.
\]  

(3.8)

If no ARQ feedback from user 1 has arrived by slot \( t \), i.e., if \( \nexists \) a \( k \) such that \( 'k \in \{m, m - 1, \ldots, t + 1\} \text{ s.t } a_k = 1, \text{ } f_k \text{ has arrived by slot } t' \), then \( k_1 = \emptyset \). Let \( l_1 = k_1 - t - 1 \), when \( k_1 \neq \emptyset \), be a measure of ‘freshness’ of the latest feedback from user 1. Let \( l_1 = \emptyset \) when \( k_1 = \emptyset \). Similarly define \( k_2, l_2 \) for user 2. With these definitions, the proof proceeds in two steps: In step 1, we show that the greedy decision in slot \( t \), given the ARQ feedback and the scheduling decision from slot \( \min(k_1, k_2) \), is independent of the feedback and scheduling decision corresponding to slot \( \max(k_1, k_2) \). In step 2, we

\(^5\)We will discuss the steady state probability in Section 3.4.
show that, if the greedy policy is implemented in slot $t$, then the expected immediate reward in slot $t$ is independent of the scheduling decisions $a_{t+1}$. We then provide induction based arguments to establish the proposition.

**Step 1:** Let $F_{t+1} := \{F_m, F_{m-1}, \ldots, F_t\}$ and $\tau_{t+1} := \{\tau_m, \tau_{m-1}, \ldots, \tau_t\}$. The greedy decision in slot $t$, conditioned on the past feedback and scheduling decisions is given by

$$
\hat{a}_t|_{F_{t+1}, \tau_{t+1}, a_{t+1}, \pi_m} = \hat{a}_t|_{f_{k_1}, f_{k_2}, l_1, l_2, a_{t+1}, \pi_m}.
$$

The preceding equation comes directly from the first order Markovian property of the underlying channels. Consider the case when $k_1 < k_2 \leq m$ ($\Rightarrow l_1 < l_2$) or $k_1 = k_2 = \emptyset$ ($\Rightarrow l_1 = l_2 = \emptyset$). The belief values in slot $t$ as a function of feedback $f_{k_1}$ and $f_{k_2}$ is given below:

$$
(\pi_t(1), \pi_t(2)) = \begin{cases}
(T^{l_1}(p), T^{l_2}(p)), & \text{if } f_{k_1} = 1, f_{k_2} = 1 \\
(T^{l_1}(p), T^{l_2}(r)), & \text{if } f_{k_1} = 1, f_{k_2} = 0 \\
(T^{l_1}(p), T^{(m-t)}(\pi_m(2))), & \text{if } f_{k_1} = 1, k_2 = \emptyset \\
(T^{l_1}(r), T^{l_2}(p)), & \text{if } f_{k_1} = 0, f_{k_2} = 1 \\
(T^{l_1}(r), T^{l_2}(r)), & \text{if } f_{k_1} = 0, f_{k_2} = 0 \\
(T^{l_1}(r), T^{(m-t)}(\pi_m(2))), & \text{if } f_{k_1} = 0, k_2 = \emptyset \\
(T^{(m-t)}(\pi_m(1)), T^{(m-t)}(\pi_m(2))), & \text{if } k_1 = \emptyset, k_2 = \emptyset
\end{cases}
$$

(3.10)

Using Lemma 5, the greedy decision can be written as

$$
\hat{a}_t|_{f_{k_1}, f_{k_2}, l_1, l_2, a_{t+1}, \pi_m} = \begin{cases}
1, & \text{if } f_{k_1} = 1 \\
2, & \text{if } f_{k_1} = 0 \\
\arg\max_{i \in \{1, 2\}}(\pi_m(i)), & \text{if } k_1 = \emptyset, k_2 = \emptyset
\end{cases}
$$

(3.11)
Thus the greedy decision is independent of feedback \( f_k \) if \( k_1 < k_2 \). We now proceed to generalize equation (3.11). Let \( k^* \) denote the latest slot for which an ARQ feedback is available from one of the users by slot \( t \), i.e.,

\[
k^* = \begin{cases} 
\min\{k_1, k_2\}, & \text{if } k_1 \neq \emptyset, k_2 \neq \emptyset \\
k_1, & \text{if } k_1 \neq \emptyset, k_2 = \emptyset \\
k_2, & \text{if } k_1 = \emptyset, k_2 \neq \emptyset \\
\emptyset, & \text{if } k_1 = \emptyset, k_2 = \emptyset.
\end{cases}
\] (3.12)

Let \( l = k^* - t - 1 \) for \( k^* \neq \emptyset \) and \( l = \emptyset \) for \( k^* = \emptyset \) be a measure of freshness of the latest ARQ feedback. Thus, using the preceding discussion, we have

\[
\hat{a}_t|_{f_{k_1}, f_{k_2}, l, a_{t+1}, \pi_m} = \hat{a}_t|_{f_k, l, a_{t+1}, \pi_m} = \begin{cases} 
a_{k^*}, & \text{if } k^* \neq \emptyset, f_{k^*} = 1 \\
\bar{a}_{k^*}, & \text{if } k^* \neq \emptyset, f_{k^*} = 0 \\
\arg\max_{i \in \{1, 2\}} (\pi_m(i)), & \text{if } k^* = \emptyset
\end{cases}
\] (3.13)

where \( \bar{a}_{k^*} \) is the user not scheduled in slot \( k^* \). This completes step 1 of the proof.

*Step 2:* If the greedy policy is implemented in slot \( t \), the immediate reward expected in slot \( t \), conditioned on scheduling decisions \( a_{t+1} \) and initial belief \( \pi_m \) can be rewritten as

\[
E_{\pi_t|a_{t+1}, \pi_m} R_t(\pi_t, \hat{a}_t) = E_{\pi_t|l=\emptyset, a_{t+1}, \pi_m} (R_t(\pi_t, \hat{a}_t)) P(l=\emptyset|a_{t+1}, \pi_m) \\
+ E_{l, l \neq \emptyset|a_{t+1}, \pi_m} E_{\pi_t|l, l \neq \emptyset, a_{t+1}, \pi_m} (R_t(\pi_t, \hat{a}_t)),
\] (3.14)

where \( l \) is defined after (3.12). Note that

\[
E_{\pi_t|l=\emptyset, a_{t+1}, \pi_m} (R_t(\pi_t, \hat{a}_t)) = \max_i T^{(m-t)}(\pi_m(i))
\] (3.15)
since, with \( l = \emptyset \), i.e., no past feedback at the scheduler, the belief values at slot \( t \) is independent of the past scheduling decisions and is simply given by \( \pi_t = T^{(m-t)}(\pi_m) \).

Now rewriting the second part of (3.14),

\[
E_{l,l \neq \emptyset}|a_{t+1},\pi_m} E_{\pi_t}|l,l \neq \emptyset,a_{t+1},\pi_m} (R_t(\pi_t, \hat{a}_t))
\]

= \[ E_{l,l \neq \emptyset}|a_{t+1},\pi_m} E_{\pi_{t+1}}|l,l \neq \emptyset,a_{t+1},\pi_m} E_{\pi_t}|\pi_{t+1},l,l \neq \emptyset,a_{t+1},\pi_m} (R_t(\pi_t, \hat{a}_t)). \] (3.16)

Consider \( E_{\pi_t}|\pi_{t+1},l,l \neq \emptyset,a_{t+1},\pi_m} (R_t(\pi_t, \hat{a}_t)) \). From the first step of the proof, the greedy decision in slot \( t \) can be made solely based on the latest feedback, i.e., \( f_{k^*} = l + t + 1 \). This was recorded in (3.13). Thus, if the feedback \( f_{k^*} \) is an ACK (occurs with probability \( \pi_{t+1}(a_{l+t+1}) \)) reschedule the user \( a_{l+t+1} \) in slot \( t \). Conditioned on \( f_{k^*} = 1 \), the belief value \( \pi_t(a_{l+t+1}) \) and hence the expected immediate reward in slot \( t \) is given by \( T^l(p) \).

If the feedback is a NACK, schedule the other user denoted by \( \bar{a}_{l+t+1} \). Conditioned on \( f_{k^*} = 0 \), the belief value \( \pi_t(\bar{a}_{l+t+1}) \) and hence the expected immediate reward in slot \( t \) is given by \( T^{l+1}(\pi_{l+t+1}(\bar{a}_{l+t+1})) = \pi_{l+t+1}(\bar{a}_{l+t+1})T^l(p) + (1 - \pi_{l+t+1}(\bar{a}_{l+t+1}))T^l(r) \).

Averaging over \( f_{k^*} = l + t + 1 \), we have

\[
E_{\pi_t}|\pi_{t+1},l,l \neq \emptyset,a_{t+1},\pi_m} (R_t(\pi_t, \hat{a}_t))
\]

= \[ \pi_{l+t+1}(a_{l+t+1})T^l(p) + (1 - \pi_{l+t+1}(a_{l+t+1})) \times \]

\[
\left( \pi_{l+t+1}(\bar{a}_{l+t+1})T^l(p) + (1 - \pi_{l+t+1}(\bar{a}_{l+t+1}))T^l(r) \right)
\]

= \[ P\left( \{ S_{l+t+1}(1) = 1 \cup S_{l+t+1}(2) = 1 \} \mid \pi_{l+t+1}, l \neq \emptyset, a_{t+1}, \pi_m \right) T^l(p)
\]

+ \[ P\left( \{ S_{l+t+1}(1) = 0 \cap S_{l+t+1}(2) = 0 \} \mid \pi_{l+t+1}, l \neq \emptyset, a_{t+1}, \pi_m \right) T^l(r)
\]

(3.17)
where $S_k(i)$ is the 1/0 state of the channel of user $i$ in slot $k$. From (3.16),

$$
E_{l,l\neq\emptyset|a_{t+1},\pi_m} E_{\pi_{t+1}|l,l\neq\emptyset,a_{t+1},\pi_m} (R_t(\pi_t, \hat{a}_t)) \\
= E_{l,l\neq\emptyset|a_{t+1},\pi_m} E_{\pi_{t+1}|l,l\neq\emptyset,a_{t+1},\pi_m} \left( P(\{S_{t+1}(1) = 1 \cup S_{t+1}(2) = 1\}|\pi_{t+1}, l, l \neq \emptyset, a_{t+1}, \pi_m) T^l(p) \\
+ P(\{S_{t+1}(1) = 0 \cap S_{t+1}(2) = 0\}|\pi_{t+1}, l, l \neq \emptyset, a_{t+1}, \pi_m) T^l(r) \right) \\
= E_{l,l\neq\emptyset|a_{t+1},\pi_m} \left( P(\{S_{t+1}(1) = 1 \cup S_{t+1}(2) = 1\}|l, l \neq \emptyset, a_{t+1}, \pi_m) T^l(p) \\
+ P(\{S_{t+1}(1) = 0 \cap S_{t+1}(2) = 0\}|l, l \neq \emptyset, a_{t+1}, \pi_m) T^l(r) \right) \\
= E_{l,l\neq\emptyset|a_{t+1},\pi_m} \left( P(\{S_{t+1}(1) = 1 \cup S_{t+1}(2) = 1\}|\pi_m) T^l(p) \\
+ P(\{S_{t+1}(1) = 0 \cap S_{t+1}(2) = 0\}|\pi_m) T^l(r) \right)
$$

(3.18)

We have used the following argument in the last equality: the event ($\{S_{t+1}(1) = 1 \cup S_{t+1}(2) = 1\}$) is controlled by the underlying Markov dynamics and is independent of the scheduling decisions $a_{t+1}$. Likewise, this event is independent of the value of $l$ since we have assumed that the feedback channel and the forward channel are independent.

Recall $D(i,k)$ is the random variable indicating the delay incurred by the ARQ feedback sent by user $i$ in slot $k$. Let $L$ be the random variable corresponding to the quantity $l$, the degree of freshness of the latest ARQ feedback, and $P_L(.)$ be the probability mass function of $L$. 
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Therefore, for $0 \leq l \leq m - t - 1$,

\[
P_L(l | a_{t+1}, \pi_m) = P(\{D(a_{t+1}, l + t + 1) \leq l, D(a_{t+1}, l + t) > (l - 1),
\]

\[
D(a_{t+1}, l + t - 1) > (l - 2), \ldots,
\]

\[
D(a_{t+1}, t + 1) > 0 \}|a_{t+1}, \pi_m)
\]

\[
= P(\{D(a_{t+1}, l + t + 1) \leq l, D(a_{t+1}, l + t) > (l - 1),
\]

\[
D(a_{t+1}, l + t - 1) > (l - 2), \ldots,
\]

\[
D(a_{t+1}, t + 1) > 0 \}|a_{t+1})
\]

\[
= P(D(1, l + t + 1) \leq l) \prod_{k=t+1}^{t+1} P(D(1, k) > k - t - 1)
\]

\[
(3.19)
\]

where we have used the independence between the forward and the feedback channel to remove the condition on $\pi_m$ in the second equality. The last equality comes from the assumption that the ARQ delay is i.i.d across users and time\(^6\). Similarly

\[
P_L(l = 0 | a_{t+1}, \pi_m) = \prod_{k=m}^{t+1} P(D(a_k, k) > k - t - 1)
\]

\[
(3.20)
\]

\(^6\)Note: here we do not require the ARQ delay to be identically distributed across time.
Applying the preceding equations in (3.14), we have

\[
E_{\pi_t|a_{t+1},\pi, m} R_t(\pi_t, \hat{a}_t)
\]

\[
= \prod_{k=m}^{t+1} P(D(a_k, k) > k - t - 1) \max_i T^{(m-t)}(\pi_m(i))
\]

\[
+ \sum_{l=0}^{t+1} P(D(1, l + t + 1) \leq l) \prod_{k=l+t}^{t+1} P(D(1, k) > k - t - 1)
\]

\[
\left( P\left(\{S_{t+t+1}(1) = 1 \cup S_{t+t+1}(2) = 1\}|\pi_m\right)T^l(p)
\right.
\]

\[
+ P\left(\{S_{t+t+1}(1) = 0 \cap S_{t+t+1}(2) = 0\}|\pi_m\right)T^l(r) \right)
\]

(3.21)

The expected reward in slot \(t\) is thus independent of the actions \(\{a_m, a_{m-1} \ldots a_{t+1}\}\) if the greedy policy is implemented in slot \(t\). By extension, the total reward expected from slot \(t\) until the horizon is independent of the scheduling vector \(a_{t+1}\) if the greedy policy is implemented in slots \(\{t, t-1, \ldots, 1\}\), i.e.,

\[
\sum_{k=t}^{1} E_{\pi_k|a_{t+1},\pi, m} R_k(\pi_k, \hat{a}_k) = \sum_{k=t}^{1} E_{\pi_k|\pi, m} R_k(\pi_k, \hat{a}_k).
\]

(3.22)

Thus, if the greedy policy is optimal in slots \(\{t, t-1, \ldots, 1\}\), then, it is also optimal in slot \(t+1\). Since \(t\) is arbitrary and since the greedy policy is optimal at the horizon, by induction, the greedy policy is optimal in every slot \(\{m, m-1, \ldots, 1\}\). This establishes the proposition.

**Remarks:** From the discussion following (3.19), the ARQ delay need not be identically distributed across time for the preceding proof to hold. Thus, the greedy policy is optimal for \(N = 2\) even when the ARQ delay distribution is time-variant. Also, since \(m\) is arbitrary, the greedy policy maximizes the sum throughput over an infinite horizon. We record this below.
Corollary 3. For $N = 2$, the greedy policy is optimal when the performance metric is the sum throughput over an infinite horizon, i.e.,

$$\{\tilde{A}_k\}_{k \geq 1} = \arg\max_{\{A_k\}_{k \geq 1}} \lim_{m \to \infty} \frac{V_m(\pi, \{A_k\}_{k \geq 1})}{m}$$

(3.23)

for any initial belief $\pi$.

The optimality of the greedy policy does not extend to the case $N > 2$. We record this in the following proposition.

Proposition 6. The greedy policy is not, in general, optimal when there are more than two users in the downlink.

Proof outline: We establish the proposition using an analytic counterexample. For $N = 3$, horizon $m = 4$ and deterministic ARQ delay of $D = 1$, i.e., $P_D(d = 1) = 1$, we explicitly evaluate the total expected reward, $V_m(\pi_m, \{\tilde{A}_k\}_{k = 1}^m)$, corresponding to the greedy policy $\tilde{A}_k$ and the total expected reward, $V_m(\pi_m, \{\tilde{A}_k\}_{k = 1}^m)$, corresponding to an arbitrarily defined policy $\tilde{A}_k$, as a function of the system parameters $p, r, \pi_m|_{m=4}$.

For specific sets of system parameters we show that the total expected reward corresponding to the greedy policy is less than that of the policy $\tilde{A}_k$, thus establishing the sub-optimality of the greedy policy. A formal proof can be found in Appendix B.2.

It is interesting to contrast this result with that in [45]. Here, the authors showed that, with the ARQ feedback being instantaneous, i.e., end-of-slot, the greedy policy is optimal for any number of users. We have now shown that, when the ARQ is randomly delayed, the greedy policy is optimal when $N = 2$ and not, in general, optimal when $N > 2$. Thus, minimal generalization from both the systems disturbs the optimality properties of the greedy policy, as illustrated in Fig. 3.2. This essentially
underlines the volatile dynamics of optimal scheduling in networks with Markov-modeled channels.

Despite the suboptimality of the greedy policy, numerical studies suggest that the greedy policy has near-optimal performance. We discuss this in the next subsection.

### 3.3.2 Performance Evaluation of the Greedy Policy

Table 3.1 and Table 3.2 provide a comparison of the total expected reward over a horizon \( m \) under the greedy policy, i.e., \((V_m(\pi_m, \text{greedy}))\) and the reward under the optimal policy, i.e., \((V_m(\pi_m, \text{opt}))\). The optimal reward is evaluated by a brute-force search over the scheduling decisions in every slot \( t \in \{m, m-1, \ldots, 1\} \). The quantity

\[
\%\text{subopt} = \frac{V_m(\pi_m, \text{opt}) - V_m(\pi_m, \text{greedy})}{V_m(\pi_m, \text{opt})} \times 100\%
\]

captures the degree of suboptimality of the greedy policy. The system parameters \( p, r, \pi_m \) are (uniform) randomly generated.

Fixing a value for the maximum ARQ delay, the delay probability mass function is constructed as follows: for each value of \( d \), \( P_D(d) \) is generated randomly (uniform over...
Table 3.1: Illustration of the near optimal performance of the greedy policy. Each table corresponds to a fixed set of system parameters. Three users in the downlink.
\[ p = 0.4109, \ r = 0.0226, \ N = 4 \]
\[ \pi_m = [0.3869 \ 0.8476 \ 0.8608 \ 0.8535] \]
\[ P_D(1) = 1, P_D(d \neq 1) = 0 \]

<table>
<thead>
<tr>
<th>(m)</th>
<th>(V_m(\pi_m, \text{opt}))</th>
<th>(V_m(\pi_m, \text{greedy}))</th>
<th>%subopt</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8608</td>
<td>0.8608</td>
<td>0 %</td>
</tr>
<tr>
<td>2</td>
<td>1.2176</td>
<td>1.2176</td>
<td>0 %</td>
</tr>
<tr>
<td>3</td>
<td>1.3967</td>
<td>1.3967</td>
<td>0 %</td>
</tr>
<tr>
<td>4</td>
<td>1.5179</td>
<td>1.5162</td>
<td>0.1072 %</td>
</tr>
<tr>
<td>5</td>
<td>1.6061</td>
<td>1.5945</td>
<td>0.7179 %</td>
</tr>
<tr>
<td>6</td>
<td>1.6694</td>
<td>1.6558</td>
<td>0.8188 %</td>
</tr>
<tr>
<td>7</td>
<td>1.7219</td>
<td>1.7069</td>
<td>0.8715 %</td>
</tr>
</tbody>
</table>

\[ p = 0.9464, \ r = 0.1666, \ N = 4 \]
\[ \pi_m = [0.6898 \ 0.6996 \ 0.0619 \ 0.4757] \]
\[ P_D(0) = 0.5387, P_D(1) = 0.4613 \]
\[ P_D(d > 1) = 0 \]

<table>
<thead>
<tr>
<th>(m)</th>
<th>(V_m(\pi_m, \text{opt}))</th>
<th>(V_m(\pi_m, \text{greedy}))</th>
<th>%subopt</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.6996</td>
<td>0.6996</td>
<td>0 %</td>
</tr>
<tr>
<td>2</td>
<td>1.4988</td>
<td>1.4988</td>
<td>0 %</td>
</tr>
<tr>
<td>3</td>
<td>2.3743</td>
<td>2.3715</td>
<td>0.1179 %</td>
</tr>
<tr>
<td>4</td>
<td>3.2675</td>
<td>3.2596</td>
<td>0.2418 %</td>
</tr>
<tr>
<td>5</td>
<td>4.1651</td>
<td>4.1558</td>
<td>0.2233 %</td>
</tr>
<tr>
<td>6</td>
<td>5.0662</td>
<td>5.0558</td>
<td>0.2053 %</td>
</tr>
<tr>
<td>7</td>
<td>5.9700</td>
<td>5.9586</td>
<td>0.1910 %</td>
</tr>
</tbody>
</table>

\[ p = 0.9281, \ r = 0.2824, \ N = 4 \]
\[ \pi_m = [0.4541 \ 0.6528 \ 0.6477 \ 0.5767] \]
\[ P_D(0) = 0.6647, P_D(1) = 0.1844 \]
\[ P_D(2) = 0.1510, P_D(d > 2) = 0 \]

<table>
<thead>
<tr>
<th>(m)</th>
<th>(V_m(\pi_m, \text{opt}))</th>
<th>(V_m(\pi_m, \text{greedy}))</th>
<th>%subopt</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.6528</td>
<td>0.6528</td>
<td>0 %</td>
</tr>
<tr>
<td>2</td>
<td>1.4533</td>
<td>1.4533</td>
<td>0 %</td>
</tr>
<tr>
<td>3</td>
<td>2.3190</td>
<td>2.3170</td>
<td>0.0844 %</td>
</tr>
<tr>
<td>4</td>
<td>3.2070</td>
<td>3.2015</td>
<td>0.1699 %</td>
</tr>
<tr>
<td>5</td>
<td>4.1006</td>
<td>4.0936</td>
<td>0.1705 %</td>
</tr>
<tr>
<td>6</td>
<td>4.9965</td>
<td>4.9888</td>
<td>0.1533 %</td>
</tr>
<tr>
<td>7</td>
<td>5.8934</td>
<td>5.8854</td>
<td>0.1364 %</td>
</tr>
</tbody>
</table>

Table 3.2: Illustration of the near optimal performance of the greedy policy. Each table corresponds to a fixed set of system parameters. Four users in the downlink.
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Figure 3.3: Total expected reward of the greedy policy in comparison with system-level performance limits. System parameters used: plot (A) $N = 3$, $p = 0.4070$, $r = 0.1999$, $P_D(0) = 0.3379$, $P_D(1) = 0.5666$, $P_D(2) = 0.0954$, $\pi_m = [0.7487 \ 0.8256 \ 0.7900]$, (B) $N = 3$, $p = 0.9930$, $r = 0.1267$, $P_D(0) = 0.8855$, $P_D(1) = 0.1145$, $\pi_m = [0.3631 \ 0.2662 \ 0.3857]$, (C) $N = 3$, $p = 0.9694$, $r = 0.1556$, $P_D(0) = 0$, $P_D(1) = 1$, $\pi_m = [0.1207 \ 0.1962 \ 0.1791]$, (D) $N = 3$, $p = 0.7965$, $r = 0.1365$, $P_D(0) = 0$, $P_D(1) = 0$, $P_D(2) = 1$, $\pi_m = [0.1351 \ 0.2523 \ 0.2410]$. 
[0, 1]) and normalized by \( \sum_d (P_D(d)) \). We see that the value of \%subopt is below 1% for all the system parameters considered, thus suggesting near optimal performance of the greedy policy.

We study the performance of the greedy policy in a larger perspective in Fig. 3.3. Here \( V_m(\pi_m, \text{greedy}) \) is plotted alongside \( V_m(\pi_m, \text{opt}) \), \( V_m(\pi_m, \text{genie}) \) and \( V_m(\pi_m, \text{rand}) \). \( V_m(\pi_m, \text{genie}) \) corresponds to the total expected reward when, for any \( k \), feedback \( f_k \) includes the channel state information, corresponding to slot \( k \), of not only the scheduled user \( a_k \) but also that of all the users in the system. We call this the genie-aided system. The quantity \( V_m(\pi_m, \text{rand}) \) is the total expected reward when random scheduling is performed. From Fig. 3.3 we observe that the greedy policy achieves a performance comparable to that of the optimal policy in both the original and the genie-aided systems, while \( V_m(\pi_m, \text{rand}) \) is significantly lower than \( V_m(\pi_m, \text{greedy}) \). These observations, apart from demonstrating the near optimality of the greedy policy, underline the effectiveness of our larger approach: exploit multiuser diversity and use delayed ARQ feedback for that purpose.

### 3.3.3 Structure of the Greedy Policy

Motivated by the near optimal performance of the greedy policy, we proceed to study its structure, which turns out to be very amenable for practical implementation. We begin by defining the following quantity:

**Schedule order vector**, \( O_t \), in slot \( t \): The user indices in decreasing order of \( \pi_t(i) \), i.e.,

\[
O_t(1) = \arg\max_i \pi_t(i) \\
\vdots \\
O_t(N) = \arg\min_i \pi_t(i).
\]
Thus, the greedy decision in slot $t$ is $\hat{a}_t = O_t(1)$.

Now, in any slot $t \leq m$, any user $i$ falls under one of the following two cases:

1) The scheduler has received at least one ARQ feedback from user $i$ by the beginning of slot $t$. Let $k_i$, for $m \geq k_i > t$, be the latest slot for which the ARQ feedback from user $i$ is available at the scheduler. Since the channel is first-order Markovian, the belief value of the channel of user $i$ in the current slot $t$ is dependent only on the feedback $f_{k_i}$ and $k_i$. The belief value is given by

$$\pi_t(i) = \begin{cases} T^{k_i-t-1}(p) & \text{if } f_{k_i} = 1 \\ T^{k_i-t-1}(r) & \text{if } f_{k_i} = 0. \end{cases} \tag{3.24}$$

2) The scheduler does not have any ARQ feedback from user $i$ by the beginning of slot $t$. In this case

$$\pi_t(i) = T^{(m-t)} \pi_m(i). \tag{3.25}$$

Recall that $\pi_m(i)$ is the initial belief value of the channel of user $i$ when the scheduling process started at slot $m$.

At slot $t$, let $\mathcal{A}_t$ denote the set of users, $i$, whose latest feedback, $f_{k_i}$, is an ACK. Let $\mathcal{N}_t$ denote the set of users, $j$, whose latest feedback, $f_{k_j}$, is a NACK. Let the users from whom the scheduler has not yet received any feedback constitute set $\mathcal{X}_t$. From (3.24) and (3.25), using Lemma 5, the greedy decision in slot $t$ can be written as

$$\hat{a}_t = \begin{cases} \arg \min_{i \in \mathcal{A}_t} k_i & \text{if } \mathcal{A}_t \neq \emptyset \\ \arg \max_{i \in \mathcal{X}_t} \pi_m(i) & \text{if } \mathcal{A}_t = \emptyset \text{ and } \mathcal{X}_t \neq \emptyset \\ \arg \max_{i \in \mathcal{N}_t} k_i & \text{if } \mathcal{A}_t = \emptyset \text{ and } \mathcal{X}_t = \emptyset. \end{cases} \tag{3.26}$$

Now, for ease of implementation, we visualize the sets $\mathcal{A}_t$, $\mathcal{X}_t$ and $\mathcal{N}_t$ as queues with elements ordered in the following specific ways: Let $\mathcal{A}_t(i)$ denote the $i^{th}$ element of
queue $A_t$ and the elements be ordered such that $k_{A_t(1)} < k_{A_t(2)} \ldots < k_{A_t(n(A_t))}$, where $n(A)$ denotes the cardinality of set $A$. Note that the user that gave an ACK from the most recent slot lies at the head of queue $A_t$. The elements of $X_t$ are ordered such that $\pi_m(X_t(1)) \geq \pi_m(X_t(2)) \ldots \geq \pi_m(X_t(n(X_t)))$. The elements of $N_t$ satisfy $k_{N_t(1)} > k_{N_t(2)} \ldots > k_{N_t(n(N_t))}$, i.e., the user with the oldest NACK feedback lies on top of queue $N_t$. Define a combined queue constructed by concatenating the queues $A_t$, $X_t$ and $N_t$ in that order. From (3.24) and (3.25), using Lemma 5, we see that the users in the combined queue are arranged in decreasing order (top-down) of belief values with the top-most user being the greedy decision in slot $t$. Thus the combined queue is, in fact, the schedule order vector $O_t$.

We now discuss the evolution of the schedule order vector. For every user $a$ whose ARQ feedback is contained in $F_t$, implement the following procedure: Let $t_a$ indicate the originating slot for the ARQ feedback from user $a$ contained in $F_t$. Now, if $t_a$ is the latest slot from which the ARQ feedback of user $a$ is available at the scheduler, then $k_a = t_a$. The new schedule order vector $O_{t-1}$ is formed by removing user $a$ from its current position (in $O_t$) and placing it in the sub-queue $A_{t-1}$ (if $f_{k_a} = 1$) or in the sub-queue $N_{t-1}$ (if $f_{k_a} = 0$) at an appropriate location (so that the ordering based on $k_i$ is not violated). If $t_a \neq k_a$, i.e., $t_a$ is not the latest slot, then user $a$ is not moved. Similarly, users whose ARQ feedback are not contained in $F_t$ are not moved. The last two statements are direct consequences of the following facts:

- For an user $a$ whose ARQ feedback is contained in $F_t$ but is not the latest feedback from that user, the belief value evolves as $\pi_{t-1}(a) = T(\pi_t(a))$. Similarly, for an user $b$ whose ARQ feedback is not contained in $F_t$, the belief value evolves as $\pi_{t-1}(b) = T(\pi_t(b))$. Both these cases were discussed in Section 3.2.3.
Figure 3.4: Greedy policy implementation under random ARQ delay.
• From Lemma 5, if \( x \geq y \), then \( T(x) \geq T(y) \).

Now, at slot \( t - 1 \), the user on top of \( O_{t-1} \) is the greedy decision. Thus the greedy decision in any slot is determined by the latest ARQ feedback and the corresponding originating slot index of all the users in the system. Note that this implementation does not require the Markov channel statistics (other than the knowledge that \( p > r \)) and the statistics of the ARQ feedback delay. An illustration of the greedy policy implementation is provided in Fig. 3.4.

For the special case of deterministic ARQ feedback delay \( D = d \), the evolution from \( O_t \) to \( O_{t-1} \) is greatly simplified as follows. At the end of slot \( t \), since \( D = d \), \( F_t \) contains feedback only from the user scheduled in slot \( t + d \), i.e., user \( \hat{a}_{t+d} \). Thus \( F_t = f_{t+d} \). The feedback bits \( f_m, f_{m-1}, \ldots, f_{t+d+1} \) from users \( \hat{a}_m, \hat{a}_{m-1}, \ldots, \hat{a}_{t+d+1} \) have already arrived at the end of slots \( m - d, m - 1 - d, \ldots, t + 1 \) and the feedback from users \( \hat{a}_{t+d-1}, \hat{a}_{t+d-2}, \ldots \) are yet to arrive. Thus \( F_t = f_{t+d} \) from user \( \hat{a}_{t+d} \) is the latest feedback available from any user. Thus, recalling the ordering rules for \( A_{t-1} \) and \( N_{t-1} \), if \( F_t = 1 \), user \( \hat{a}_{t+d} \) is removed from its current position and placed on top in the updated schedule order vector, i.e., \( O_{t-1} = [\hat{a}_{t+d} \ O_t - \hat{a}_{t+d}] \), \(^7\) (user \( \hat{a}_{t+d} \) becomes the greedy decision in slot \( t - 1 \)). If \( F_t = 0 \), \( \hat{a}_{t+d} \) is placed at the bottom, i.e., \( O_{t-1} = [O_t - \hat{a}_{t+d} \ \hat{a}_{t+d}] \). When there is no ARQ delay (\( D = d = 0 \)), the implementation becomes even simpler: on receiving an ACK, \( O_{t-1} = O_t \), and on NACK, \( O_{t-1} = [O_t - O_t(1) \ O_t(1)] \), since \( \hat{a}_{t+d} = \hat{a}_t = O_t(1) \). This results in a simple round robin implementation of the greedy policy as discussed in \([7,45]\). Fig. 3.5 and Fig. 3.6 illustrate the greedy policy implementation in the deterministically delayed ARQ and instantaneous ARQ systems, respectively.

\(^7\)If \( Z = [z_1 \ z_2 \ z_3] \) then \( Z - z_2 := [z_1 \ z_3] \) and hence \( [z_2 \ Z - z_2] = [z_2 \ z_1 \ z_3] \)
3.4 On Downlink Sum Capacity and Capacity Region

We now proceed to study the fundamental limits on the downlink system performance — the sum capacity and the capacity region.

3.4.1 Sum Capacity of the Downlink

The sum capacity of the downlink is defined as the maximum sum throughput over an infinite horizon with steady state initial conditions. Formally, with $N$ users in the system,

$$C_{\text{sum}}(N) = \max_{\{A_k\}_{k \geq 1}} \lim_{m \to \infty} \frac{V_m(\pi_{\text{ss}}, \{A_k\}_{k \geq 1})}{m},$$

(3.27)

where $\forall i \in \{1, \ldots, N\}$, $\pi_{\text{ss}}(i) = p_s$, the steady state probability of the Markov channel. We now proceed to derive $p_s$. The Markov chain transition matrix $P = \begin{bmatrix} p & 1 - p \\ r & 1 - r \end{bmatrix}$ can be expressed as $P = U\Lambda V$, where

$$U = \begin{bmatrix} 1 & \frac{1 - r}{1 - p} \\ 1 & \frac{r}{1 - p} \end{bmatrix},$$

$$\Lambda = \begin{bmatrix} 1 & 0 \\ 0 & p - r \end{bmatrix},$$

$$V = \frac{1}{1 + \frac{r}{1 - p}} \begin{bmatrix} \frac{r}{1 - p} & 1 \\ 1 & -1 \end{bmatrix},$$

with $VU = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$. Assuming $p + (1 - r) < 2$,

$$\lim_{n \to \infty} P^n = \begin{bmatrix} \frac{r}{1 - (p - r)} & 1 - \frac{r}{1 - (p - r)} \\ \frac{r}{1 - (p - r)} & 1 - \frac{r}{1 - (p - r)} \end{bmatrix} \Rightarrow p_s = \frac{r}{1 - (p - r)}.$$

$p + (1 - r) = 2$ leads to $P = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$, a trivial case with no steady state.
Figure 3.5: Greedy policy implementation under deterministically delayed ARQ, i.e., $D = d$. 
We now define the genie-aided system formally as follows: In any slot $k$, the feedback $f_k$ contains the channel state information, corresponding to slot $k$, of not only the scheduled user but also that of all the users in the system. We retain the delay profile from the original system. Thus, in the genie-aided system, the cumulative feedback $f_k$ arrive at the scheduler with delay $D(a_k, k)$ that is i.i.d across scheduling choice $a_k$ and originating slot $k$ with the probability mass function $P_D(d)$. We now report our result on the sum capacity of the downlink with two users.

**Proposition 7.** When $N = 2$, the sum capacity of the Markov-modeled downlink with randomly delayed ARQ equals that of the genie-aided system. This sum capacity equals

$$C_{\text{sum}}(N = 2) = \sum_{l=0}^{\infty} \left[ p_s T^l(p) + (1 - p_s) p_s \right] P(D \leq l) \prod_{d=0}^{l-1} P(D > d).$$

Furthermore, the greedy policy achieves this sum capacity.

**Proof.** Recall the definition of the genie-aided system: the feedback $f_k$ from any slot $k$ contains the channel state information, corresponding to slot $k$, of not only the scheduled user but also that of all the users in the system. Thus, in the genie-aided system, since the delay of the (cumulative) feedback $f_k$ is i.i.d across the scheduling choice, the scheduling decision in the current slot does not affect the information available for scheduling in future slots. Hence, the greedy policy is optimal in the genie-aided system.

We now focus on the sum throughput of the greedy policy in the genie-aided system. Recall, from Section 3.3.1, the quantity $L$ – the measure of freshness of the
Figure 3.6: Greedy policy implementation under instantaneous (end of slot) ARQ, i.e., $D = 0$. 

$O_1$
latest ARQ feedback. We defined $L$ such that $L = l \Rightarrow$ the latest feedback is $l + 1$ slots old. We extend the meaning of $L$ to the genie-aided system. Due to the first order Markovian nature of the channels, in the genie-aided system, conditioned on the latest feedback, $f_{t+l+1}$ (with $t$ denoting the current slot), the belief values (and hence the greedy scheduling decision) in the current slot are independent of the feedback from previous slots, i.e., $f_{k, k > t+l+1}$. Thus, with $R^\text{greedy}_\text{genie}(l, N)$ denoting the conditional (conditioned on $L = l$) immediate reward corresponding to the greedy policy, in the $N$-user genie-aided system with steady state initial conditions, the sum capacity of the genie-aided system can be written as

$$C^\text{genie}_\text{sum}(N) = \mathbb{E}_l R^\text{greedy}_\text{genie}(l, N).$$

(3.29)

We now evaluate $R^\text{greedy}_\text{genie}(l, N)$. From Lemma 5, the belief value (in the current slot) of an user with an ON channel $l + 1$ slots earlier, i.e., $T^l(p)$, is higher than the belief value of an user with an OFF channel $l + 1$ slots earlier, i.e., $T^l(r)$. Thus, in steady state,

$$R^\text{greedy}_\text{genie}(l, N)$$

$$= P(\text{at least one of the } N \text{ users has an ON channel in steady state}) T^l(p)$$

$$+ P(\text{all users have OFF channels in steady state}) T^l(r)$$

$$= (1 - (1 - p_s)^N) T^l(p) + (1 - p_s)^N T^l(r).$$

(3.30)

We now focus on the probability $P(L = l)$. With $t$ as the current slot, the latest feedback is $l + 1$ slots old if (a) the feedback from slot $t + l + 1$ ($f_{t+l+1}$) arrives at the scheduler by the end of slot $t + 1$, and (b) the feedback from the later slots
\( t + l, \ldots, t + 1 \) do not arrive at the scheduler by the end of slot \( t + 1 \). Since the feedback delay is i.i.d across users and time, events (a) and (b) are independent with probabilities given by \( P(D \leq l) \) and \( \prod_{d=0}^{l-1} P(D > d) \), respectively. Thus the sum capacity of the genie-aided system with \( N \) users is given by

\[
C_{\text{genie sum}}(N) = E[l] R_{\text{genie greedy}}(l, N) = \sum_{l=0}^{\infty} \left[ (1 - (1 - p s)^N) T^l(p) + (1 - p s)^N T^l(r) \right] \times P(D \leq l) \prod_{d=0}^{l-1} P(D > d). \tag{3.31}
\]

When \( N = 2 \), with minor algebraic manipulations, we have

\[
C_{\text{genie sum}}(2) = \sum_{l=0}^{\infty} \left[ p s T^l(p) + (1 - p s) p s \right] P(D \leq l) \prod_{d=0}^{l-1} P(D > d). \tag{3.32}
\]

We now proceed to prove that the sum throughput of the greedy policy in the original system equals that of the greedy policy in the genie-aided system when \( N = 2 \). We established in the course of the proof of Proposition 5 that, in the original system with \( N = 2 \), conditioned on \( L = l \), the greedy decision in the current slot \( t \) is solely determined by the ARQ feedback from slot \( t + l + 1 \) with the following decision rule: When the user scheduled in slot \( t + l + 1 \), i.e., \( a_{t+l+1} \), sends back an ACK, that user is scheduled in the current slot \( t \), i.e., \( \hat{a}_t = a_{t+l+1} \). Otherwise, the other user is scheduled in slot \( t \). We can interpret this decision logic of the greedy policy as below:
When at least one of the users had an ON channel in slot \( t + l + 1 \), that user\(^9\) is identified for scheduling in the current slot \( t \), leading to an expected current reward of \( T^l(p) \). Reward \( T^l(r) \) is accrued only when both the channels were in the OFF state in slot \( t + l + 1 \).

Note that the decision rule and the accrued immediate rewards corresponding to the greedy policy in the original system are the same as that of the greedy policy in the genie-aided system. Thus, in the original system, under the greedy policy, no improvement in the immediate reward can be achieved even if the channel states of both the users in slot \( t + l + 1 \) are available at the scheduler in slot \( t \). This, along with the fact that both the systems have the same delay profile, establishes the equivalence between the original and the genie-aided systems, when \( N = 2 \), in terms of the sum throughput achieved by the greedy policy. We have already proved the sum throughput optimality of the greedy policy in the original system when \( N = 2 \) (Proposition 5) and in the genie-aided system for a general value of \( N \). Thus the sum capacity of the original system for \( N = 2 \) is given by \( C_{\text{sum}}^{\text{genie}}(2) \) in (3.32). The proposition thus follows.

**Remarks:** Insights on the result in Proposition 7 can be obtained by examining the fundamental trade-off when scheduling in the Markov-modeled downlink. In particular, scheduling must take into account

1) data transmission in the current slot, which influences the immediate reward, and

\(^9\)User \( a_{t+l+1} \) is given higher priority if both channels were ON.
2) probing of the channel for future scheduling decisions, which influences the reward expected in future slots.

The optimal schedule strikes a balance between these two objectives (that need not contradict each other). From the discussion in the proof of Proposition 7, we see that, in the original system, when \( N = 2 \), the choice of the user whose channel is probed becomes irrelevant as far as the optimal future reward is concerned. Similarly, in the genie-aided system, since the channel state information of all the users (general \( N \) system) is sent to the scheduler (with equal delay that is \( i.i.d \) across the scheduling choice) irrespective of which user was scheduled, the optimal future reward is independent of the current scheduling decision. This results in the optimality of the greedy policy in the original and the genie-aided systems and creates a sum capacity equivalence between these two systems, when \( N = 2 \).

The equivalence with the genie-aided system vanishes when \( N > 2 \), since observing only one user is not enough to capture an ‘ON-user’, if one exists. This was possible when \( N = 2 \). Thus, when \( N > 2 \), there is room for throughput improvement when the channel state information of all the users is available at the scheduler even if there is a delay (the genie-aided system). The genie-aided system sum capacity is thus an upper bound to the sum capacity of the original system. We record this next.

**Corollary 4.** When \( N > 2 \), the sum capacity, \( C_{\text{sum}}(N) \), of the downlink can be bounded as

\[
C_{\text{sum}}(2) \leq C_{\text{sum}}(N) \leq C_{\text{genie}}^\text{sum}(N) \tag{3.33}
\]

**Proof.** The lower bound \( C_{\text{sum}}(2) \), given in (3.28), is achieved by the scheduler when, in each slot, it considers only two users (fixed set) for scheduling and ignores the rest,
effectively emulating a two-user downlink. The upper bound is the sum capacity of the genie-aided system with $N$ users, as given in (3.3).

### 3.4.2 Bounds on the Capacity Region of the Downlink

Define the capacity region of the downlink as the *exhaustive* set of achievable throughput vectors. Formally, let $\mu_i^\mathcal{A}$ denote the throughput of user $i$ under policy $\mathcal{A}$. Let $I_k(i)$ be the indicator function on whether user $i$ was scheduled in slot $k$, i.e.,

$$I_k(i) = \begin{cases} 1 & \text{if } i = a_k \\ 0 & \text{otherwise}. \end{cases} \quad (3.34)$$

Thus

$$\mu_i^\mathcal{A} = \lim_{m \to \infty} \frac{E \left[ \sum_{k=1}^{m} R_k^\mathcal{A}(\pi_k, a_k) I_k(i) \right]}{m}, \quad (3.35)$$

where $R_k^\mathcal{A}(\pi_k, a_k)$ is the immediate reward accrued by the scheduler in slot $k$ under policy $\mathcal{A}$. The expectation is over the belief vector $\pi_k$ with steady state initial conditions. Now, the capacity region of the downlink, $C$, is defined as the union of the throughput vectors, $(\mu_1^\mathcal{A}, \ldots, \mu_N^\mathcal{A})$, over all scheduling policies, i.e.,

$$C = \bigcup_{\mathcal{A}} \{ (\mu_1^\mathcal{A}, \ldots, \mu_N^\mathcal{A}) \}. \quad (3.36)$$

Let $H_{\text{convex}}(X)$ be the convex hull of the set of points $X$, defined as

$$H_{\text{convex}}(X) = \left\{ \sum_{i=1}^{n(X)} \beta_i x_i \mid x_i \in X, \beta_i \in \mathbb{R}, \beta_i \geq 0, \sum_{i=1}^{n(X)} \beta_i = 1 \right\},$$

where $n(X)$ is the cardinality of set $X$. With these definitions we now state our results on the downlink capacity region.
Proposition 8. An outer bound on the capacity region of the Markov-modeled downlink with randomly delayed ARQ is given by the complement of the $N$-dimensional polyhedron $\mathcal{P}$ represented by

$$
\mathcal{P} = \left\{ (x_1 \geq 0, x_2 \geq 0 \ldots x_N \geq 0) : \sum_{i \in S} x_i \leq C^\text{genie}_{\text{sum}}(n(S)), \forall S \subseteq \{1, \ldots, N\} \right\},
$$

where

$$
C^\text{genie}_{\text{sum}}(N) = \sum_{l=0}^{\infty} \left[ (1 - (1 - p_s)^N)T^l(p) + (1 - p_s)^N T^l(r) \right] P(D \leq l) \prod_{d=0}^{l-1} P(D > d).
$$

An inner bound on the capacity region is given by the set of points $(x_1, \ldots, x_N)$ such that

$$
(x_1, \ldots, x_N) \in H_{\text{convex}}(O, \{X_i\}_{i \in \{1, \ldots, N\}}, \{Y_{j,k}\}_{j,k \in \{1, \ldots, N\}, j \neq k})
$$

where $O, X_i, Y_{j,k} \in \mathbb{R}^N$. $O$ is the origin $(0, \ldots, 0)$. $X_i = (0, \ldots, 0, p_s, 0, \ldots, 0)$ with $p_s$ at the $i^{th}$ location. $Y_{j,k,j \neq k} = (0, \ldots, 0, \frac{C^\text{sum}(2)}{2}, 0, \ldots, 0, \frac{C^\text{sum}(2)}{2}, 0, \ldots, 0)$ with $\frac{C^\text{sum}(2)}{2}$ at locations $j$ and $k$, where

$$
C^\text{sum}(2) = \sum_{l=0}^{\infty} \left[ p_s T^l(p) + (1 - p_s)p_s \right] P(D \leq l) \prod_{d=0}^{l-1} P(D > d).
$$

Proof. Considering the genie-aided system, for any policy $\mathfrak{A}$, let the throughput vector be denoted by $(\mu^\mathfrak{A}_{1, \text{genie}}, \ldots, \mu^\mathfrak{A}_{N, \text{genie}})$. For a subset of users $S \subseteq \{1 \ldots N\}$, by the definition of sum capacity, we have

$$
\sum_{i \in S} \mu^\mathfrak{A}_{i, \text{genie}} \leq C^\text{genie}_{\text{sum}}(n(S)).
$$

This establishes the complement of the polyhedron $\mathcal{P}$ as an outer bound on the capacity region of the genie-aided system, and by extension, an outer bound on the capacity region of the original system.
Now, consider the inner bound $H_{\text{convex}}(O, \{X_i\}_{i \in \{1, \ldots, N\}}, \{Y_{j,k}\}_{j,k \in \{1, \ldots, N\}, j \neq k})$. In the original system, throughput vector $X_i = (0, \ldots, 0, p_s, 0, \ldots, 0)$ can be achieved by scheduling to user $i$ at all times. Recall that the greedy policy achieves the sum capacity when $N = 2$. Also the sum throughput $C_{\text{sum}}(2)$ is split equally between the two users thanks to the inherent symmetry between users. Thus throughput vector $Y_{j,k, j \neq k} = (0, \ldots, 0, \frac{C_{\text{sum}}(2)}{2}, 0, \ldots, 0, \frac{C_{\text{sum}}(2)}{2}, 0, \ldots, 0)$ can be achieved by greedy scheduling over the users $j$ and $k$ alone at all slots. Throughput vector $O$ corresponds to idling in every slot. Therefore, any throughput vector in the convex hull $H_{\text{convex}}(O, \{X_i\}_{i \in \{1, \ldots, N\}}, \{Y_{j,k}\}_{j,k \in \{1, \ldots, N\}, j \neq k})$ can be achieved by time sharing between the policies that achieve throughput vectors $\in \{O, X_i, Y_{j,k, j \neq k}\}$. This establishes the result on the inner bound.

Fig. 3.7 illustrates the capacity region bounds from Proposition 8 when $N = 2$ and when $N = 3$.

For the special case of $N = 2$ users and deterministic ARQ feedback delay, $D = d$, we obtain the exact capacity region of the genie-aided system and hence tighter bounds to the capacity region of the original system.

**Proposition 9.** For $N = 2$ users, with a deterministic ARQ delay of $D = d$, $d \geq 0$ slots, the capacity region of the genie-aided system is given by the set of points $(x_1, x_2)$
Figure 3.7: Illustration of bounds on the capacity region of the downlink with randomly delayed ARQ when $N = 2$ and when $N = 3$. 

\[ x_1 + x_2 = C_{\text{genie}}^{\text{sum}}(2) \]

\[ (0, p_x, 0) \quad \text{to} \quad (p_x, 0) \]

\[ (0, 0, p_x) \quad \text{to} \quad (p_x, 0, 0) \]

\[ (0, 0, 0) \quad \text{to} \quad (0, C_{\text{sum}}^{(2)}, 0) \]

\[ (0, C_{\text{sum}}^{(2)}, 0) \quad \text{to} \quad (C_{\text{sum}}^{(2)}, 0, 0) \]

\[ C_{\text{sum}}^{(2)}, 0, C_{\text{sum}}^{(2)} \]

\[ C_{\text{sum}}^{(2)}, C_{\text{sum}}^{(2)}, 0 \]

Outer bound

Inner bound
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such that

$$(x_1, x_2) \in H_{\text{convex}}(O, X_1, Z_1, Z_2, X_2)$$

where $O = (0, 0)$

$$X_1 = (p_s, 0)$$

$$X_2 = (0, p_s)$$

$$Z_1 = (p_s T^d(p) + (1 - p_s)^2 T^d(r), (1 - p_s)p_s T^d(p))$$

$$Z_2 = ((1 - p_s)p_s T^d(p), p_s T^d(p) + (1 - p_s)^2 T^d(r)).$$

(3.40)

Proof. The relative positions of the points $X_1$, $X_2$, $Z_1$, $Z_2$ and $O$ are illustrated in Fig. 3.8.

We first show that the region complementary to $H_{\text{convex}}(O, X_1, Z_1, Z_2, X_2)$ is an outer bound on the capacity region of the genie-aided downlink. Consider a broad class of schedulers in the genie-aided system, with each member identified by the parameters $\alpha_i \in [0, 1]$, $i \in \{1, \ldots, 4\}$. A member of this class obeys the following decision logic at slot $t$:

- If $\begin{bmatrix} S_{t+d+1}(1) \\ S_{t+d+1}(2) \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}$, then schedule user 1 with probability $\alpha_1$ and user 2 w.p. $1 - \alpha_1$.

- If $\begin{bmatrix} S_{t+d+1}(1) \\ S_{t+d+1}(2) \end{bmatrix} = \begin{bmatrix} 0 \\ 1 \end{bmatrix}$, then $a_t = \begin{cases} 1 \text{ w.p. } \alpha_2 \\ 2 \text{ w.p. } 1 - \alpha_2 \end{cases}$

- If $\begin{bmatrix} S_{t+d+1}(1) \\ S_{t+d+1}(2) \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \end{bmatrix}$, then $a_t = \begin{cases} 1 \text{ w.p. } \alpha_3 \\ 2 \text{ w.p. } 1 - \alpha_3 \end{cases}$

- If $\begin{bmatrix} S_{t+d+1}(1) \\ S_{t+d+1}(2) \end{bmatrix} = \begin{bmatrix} 1 \\ 1 \end{bmatrix}$, then $a_t = \begin{cases} 1 \text{ w.p. } \alpha_4 \\ 2 \text{ w.p. } 1 - \alpha_4 \end{cases}$
Figure 3.8: Illustration of the capacity region of the genie-aided system and tighter bounds on the capacity region of the original system when $N = 2$, with deterministic ARQ delay.

Note that, thanks to the first order Markovian nature of the underlying channels, any scheduling policy in the genie-aided system falls under the above class of schedulers or will have a member of this class achieving the same throughput vector as itself.

We now proceed to show that the throughput vector achieved by any member of this class belongs to $H_{\text{convex}}(O, X_1, Z_1, Z_2, X_2)$.

With $\alpha = \{\alpha_1, \ldots, \alpha_4\} \in [0, 1]^4$ fixed, the throughput for user 1 is given by

$$
\mu_1^{\alpha, \text{genie}} = \sum_{i,j \in \{0,1\}} P\left( \begin{bmatrix} S_{t+d+1}(1) \\ S_{t+d+1}(2) \end{bmatrix} = \begin{bmatrix} i \\ j \end{bmatrix} \right) \times \\
\times P\left( a_t = 1 \middle| \begin{bmatrix} S_{t+d+1}(1) \\ S_{t+d+1}(2) \end{bmatrix} = \begin{bmatrix} i \\ j \end{bmatrix} \right) P(S_t = 1 | S_{t+d+1}(1) = i) \\
= (1 - p_s)^2 \alpha_1 T^d(r) + (1 - p_s) p_s \alpha_2 T^d(r) \\
+ p_s (1 - p_s) \alpha_3 T^d(p) + p_s^2 \alpha_4 T^d(p),
$$

(3.41)
with \( p_s = \frac{r}{1-(p-r)} \). Similarly,

\[
\mu_2^{\alpha_{\text{genie}}} = (1-p_s)^2(1-\alpha_1)T^d(r) + (1-p_s)p_s(1-\alpha_2)T^d(p) \\
+ p_s(1-p_s)(1-\alpha_3)T^d(r) + p_s^2(1-\alpha_4)T^d(p). \quad (3.42)
\]

For notational simplicity, we will henceforth denote the throughputs simply by \( \mu_1 \) and \( \mu_2 \). The sum throughput is now given by

\[
\mu_1 + \mu_2 = p_s + (1-p_s)p_s(T^d(p) - T^d(r))(\alpha_3 - \alpha_2). \quad (3.43)
\]

Note that the values of \( \alpha_1 \) and \( \alpha_4 \) are irrelevant from the sum throughput point of view. Consider the following two cases.

Case 1, when \( \alpha_3 \leq \alpha_2 \):

\[
0 \leq \mu_1 + \mu_2 \leq p_s.
\]

Since \( X_1(1) + X_1(2) = X_2(1) + X_2(2) = p_s \), we have

\[
(\mu_1, \mu_2) \in H_{\text{convex}}(O, X_1, X_2). \quad (3.44)
\]

Case 2, when \( \alpha_3 > \alpha_2 \):

\[
p_s < \mu_1 + \mu_2 \leq p_s + (1-p_s)p_s(T^d(p) - T^d(r)) \\
= p_sT^d(p) + (1-p_s)p_s.
\]

Since \( Z_1(1) + Z_1(2) = Z_2(1) + Z_2(2) = p_sT^d(p) + (1-p_s)^2T^d(r) + (1-p_s)p_sT^d(p) = p_sT^d(p) + (1-p_s)p_s \), we can find points \( E_{X_1Z_1} \) and \( E_{X_2Z_2} \) on edges \( X_1Z_1 \) and \( X_2Z_2 \), respectively, such that \( E_{X_1Z_1}(1) + E_{X_1Z_1}(2) = E_{X_2Z_2}(1) + E_{X_2Z_2}(2) = \mu_1 + \mu_2 \). Any point \( P_{X_1Z_1} \) on the edge \( X_1Z_1 \) can be written as a convex combination of points \( X_1 \)
and $Z_1$, i.e., $\exists \beta \in [0,1]$ such that

$$P_{X_1Z_1} = X_1\beta + Z_1(1 - \beta)$$

$$= \left(p_s\beta + (p_s T^d(p) + (1 - p_s)^2 T^d(r))(1 - \beta),\right.$$ 

$$(1 - p_s)p_s T^d(p)(1 - \beta)\).$$

With $\beta = 1 - (\alpha_3 - \alpha_2)$, we have $P_{X_1Z_1}(1) + P_{X_1Z_1}(2) = \mu_1 + \mu_2$. Thus

$$E_{X_1Z_1} = \left(p_s (1 - (\alpha_3 - \alpha_2)) + (p_s T^d(p) + (1 - p_s)^2 T^d(r)) \times$$

$(\alpha_3 - \alpha_2), (1 - p_s)p_s T^d(p)(\alpha_3 - \alpha_2))\right).$

Due to the symmetry between $X_1, Z_1$ and $X_2, Z_2$, we have $E_{X_2Z_2} = (E_{X_1Z_1}(2), E_{X_1Z_1}(1))$. Using $\mu_1$ from (3.41), it can be shown that, for any $\alpha_i \in \{1, \ldots, 4\} \in [0,1]$ with $\alpha_3 > \alpha_2$,

$$E_{X_2Z_2}(1) \leq \mu_1 \leq E_{X_1Z_1}(1). \quad (3.45)$$

Since $E_{X_1Z_1}(1) + E_{X_1Z_1}(2) = E_{X_2Z_2}(1) + E_{X_2Z_2}(2) = \mu_1 + \mu_2$, (3.45) translates to

$$(\mu_1, \mu_2) \in H_{convex}(E_{X_1Z_1}, E_{X_2Z_2}).$$

The above relation, along with the fact that $E_{X_1Z_1} \in H_{convex}(X_1, Z_1)$ and $E_{X_2Z_2} \in H_{convex}(X_2, Z_2)$, yields

$$(\mu_1, \mu_2) \in H_{convex}(X_1, Z_1, Z_2, X_2). \quad (3.46)$$

Combining the results in (3.44) and (3.46), we establish that the region complementary to $H_{convex}(O, X_1, Z_1, Z_2, X_2)$ is an outer bound on the capacity region of the genie-aided system.

Revisiting the class of schedulers identified by $\alpha$, it can be shown from (3.41) and (3.42) that a scheduler with $\alpha = \{1, 0, 1, 1\}$ achieves a throughput vector $(\mu_1, \mu_2) = \ldots$
\[ Z_1 = (p_s T^d(p) + (1 - p_s)^2 T^d(r), (1 - p_s)p_s T^d(p)) \]. Similarly, a scheduler with \( \alpha = \{0, 0, 1, 0\} \) achieves a throughput vector \((\mu_1, \mu_2) = Z_2 = ((1 - p_s)p_s T^d(p), p_s T^d(p) + (1 - p_s)^2 T^d(r))\). Throughput vectors \(X_1\) or \(X_2\) can be achieved by scheduling to only user 1 or 2, respectively, at all times. Thus any throughput vector within the region \(H_{\text{convex}}(O, X_1, Z_1, Z_2, X_2)\) can be supported by time sharing between the schedulers that achieve throughput vector \(\in \{O, X_1, Z_1, Z_2, X_2\}\). This establishes \(H_{\text{convex}}(O, X_1, Z_1, Z_2, X_2)\) as an inner bound on the capacity region of the genie-aided system.

Combining the outer and inner bound results establishes the proposition. □

We now report tighter bounds on the capacity region of the original system, when \(N = 2\) and the ARQ delay is deterministic.

**Corollary 5.** For \(N = 2\) users, with a deterministic ARQ delay of \(D = d, d \geq 0\) slots, an outer bound on the capacity region of the original system is given by the set of points \((x_1, x_2)\) such that

\[
(x_1, x_2) \notin H_{\text{convex}}(O, X_1, Z_1, Z_2, X_2)
\]

where \(O = (0, 0)\)

\[
X_1 = (p_s, 0)
\]

\[
X_2 = (0, p_s)
\]

\[
Z_1 = (p_s T^d(p) + (1 - p_s)^2 T^d(r), (1 - p_s)p_s T^d(p))
\]

\[
Z_2 = ((1 - p_s)p_s T^d(p), p_s T^d(p) + (1 - p_s)^2 T^d(r))
\]

(3.47)
and an inner bound is given by the set of points \((x_1, x_2)\) such that

\[
(x_1, x_2) \in H_{\text{convex}}(O, X_1, Y_{1,2}, X_2)
\]

where \(Y_{1,2} = \left(\frac{C_{\text{sum}}(2)}{2}, \frac{C_{\text{sum}}(2)}{2}\right)\)

with \(C_{\text{sum}}(2) = p_s T^d(p) + (1 - p_s)p_s\), the sum capacity of the system.

**Proof.** The outer bound is the region complementary to the capacity region of the genie-aided system reported in Proposition 9. The inner bound was obtained in Proposition 8 with \(C_{\text{sum}}(2)\) from (3.28) re-derived using \(P(D = d) = 1\).

Fig. 3.8 illustrates the improved outer bound from Corollary 5 along with the bounds derived in Proposition 8.

### 3.5 Summary

We studied opportunistic multiuser scheduling in Markov-modeled downlink using delayed ARQ feedback from the users. For the case of two users in the system, we showed that the greedy policy is sum throughput optimal for any distribution of the ARQ feedback delay. However, for more than two users, there exists scenarios for which the greedy policy is not optimal. Nevertheless, extensive numerical experiments suggest that the greedy policy has near-optimal performance. Encouraged by this, we studied the structure of the greedy policy and showed that it can be implemented by a simple algorithm that does not require the statistics of the underlying Markov channel nor the ARQ feedback delay, thus making it robust against errors in estimation of these statistics. Focusing on the fundamental limits of the downlink system, we obtained an elegant closed form expression for the sum capacity of the
two-user downlink and derived inner and outer bounds on the capacity region of the Markov-modeled downlink with randomly delayed ARQ feedback.
4.1 Background

In the preceding chapter, we studied joint channel estimation - opportunistic scheduling using randomly delayed ARQ feedback in cellular downlink. With the channels modeled by two-state Markov chains, we showed the optimality of the greedy policy when the number of downlink users is two. Although modeling the channels by two state Markov chains is a welcome change from the traditional memoryless models, the scheduler can do better by discriminating the channel conditions on a finer level, i.e., if the channel is modeled by higher state Markov chains. Under such a model, it would be interesting to see if the optimality properties of the greedy policy are preserved from the two-state Markov model. This is the focus of this chapter. We begin with a description of the problem setup.
4.2 Problem Setup

4.2.1 Channel Model - Probability Transition Matrix

We consider a cellular downlink with two users. The channel between the scheduler and each user is modeled by an i.i.d, first order, three-state Markov chain. As before, time is slotted and the channel of each user remains fixed for a slot and evolves into another state in the next slot according to the Markov chain statistics. The three-state Markov channel is characterized by a $3 \times 3$ probability transition matrix

$$P = \begin{bmatrix} p_{11} & p_{12} & p_{13} \\ p_{21} & p_{22} & p_{23} \\ p_{31} & p_{32} & p_{33} \end{bmatrix}, \quad (4.1)$$

where $p_{ij}$ is the probability of evolving from state $i$ to state $j$ in the next slot.

State 1 is assumed to represent the lower end of the channel strength spectrum and state 3 represents the higher end. We assume that the Markov chain is positively correlated in time. Thus $p_{ii} \geq p_{ji}$ if $j \neq i$. Also, motivated by observation of realistic channels, we assume that the channel evolves in a smooth fashion across time. Thus $p_{21} \geq p_{31}$ and $p_{23} \geq p_{13}$. Also, observing that state 3 represents a region of the channel strength spectrum that is not bounded from above, it is reasonable to assume $p_{32} \leq p_{12}$. To summarize, the transition matrix elements are related as below:

$$p_{11} \geq p_{21} \geq p_{31}$$

$$p_{22} \geq p_{12} \geq p_{32}$$

$$p_{33} \geq p_{23} \geq p_{13} \quad (4.2)$$

4.2.2 Scheduling Problem

The scheduling setup is unchanged from Chapter 3 except for the following modification to the feedback mechanism: the scheduled user, based on measurements of
the signal strength of the received data packet, obtains information on the state of the channel and sends this back to the scheduler. We call this feedback as $F_i$ with $i \in \{1, 2, 3\}$. Thus the feedback is not 1-bit or ARQ any more. Also, this feedback is received at the scheduler instantaneously. As before, the feedback information, along with the label of the slot in which it is acquired, will be used in future scheduling decisions. The performance metric that the base station aims to maximize is the sum reward of the system. Details are discussed next.

4.2.3 Formal Problem Definition

Similar to previous chapters, the scheduling problem is modeled as a POMDP. The entities we use in the analysis are explained next. Although, many of these entities are retained from previous chapters, to avoid any ambiguity, we describe them here.

Horizon: Similar to Chapter 3, we consider the finite horizon scenario. The horizon is denoted by $m$.

Action $a_k$: Indicates the index of the user (1 or 2) scheduled in slot $k$.

Belief vector of user $i$ at the $k^{th}$ slot $\pi_{k,i}$: Element $\pi_{k,i}(j)$ denotes the probability that the channel of user $i \in \{1, 2\}$ in the $k^{th}$ control interval is in state $j \in \{1, 2, 3\}$, given all the past information about that channel. If $F_j$ was received from user $i$, $l + 1$ slots earlier with $l \in 0, 1, 2, \ldots$, then the belief vector in the current interval $k$ is given by $\pi_{k,i} = [p_{j1} \ p_{j2} \ p_{j3}]P^l$. We will henceforth represent the vector $[p_{j1} \ p_{j2} \ p_{j3}]$ by $p_j$. If user $i$ is not scheduled in slot $k$, then the belief vector of this user evolves to the next interval as follows: $\pi_{k-1,i} = \pi_{k,i}P$.  
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Stationary Scheduling Policy $\mathcal{A}_k$: A stationary scheduling policy $\mathcal{A}_k$ in slot $k$ is a stationary mapping from the belief vectors and the slot index to an action as follows:

$$\mathcal{A}_k : (\pi_{k,1}, \pi_{k,2}) \rightarrow a_k \quad \forall k \geq 1.$$ 

Reward Structure: In any slot $k$, a reward of $\alpha_i$ is accrued when the scheduled user sends back $F_i$. Let state 1 be defined such that no reward is accrued when an user in state 1 is scheduled, i.e., $\alpha_1 = 0$. This assumption can be satisfied by letting state 1 represent the channel strengths that do not allow any useful data transfer. Since state 3 represents channel strengths that are better than those represented by state 2, we have $\alpha_3 \geq \alpha_2$. Throughout this chapter, we will assume $\alpha_3 = 1$ without loss of generality.

Net Expected Reward in the slot $m$, $V_m$: With the belief vectors, $\pi_{m,1}$, $\pi_{m,2}$ and the scheduling policy, $\{\mathcal{A}_k\}_{k \leq m}$, fixed, the net expected reward, $V_m$, is the sum of the reward, $R_m(\pi_{m,a_m}, a_m)$, expected in the current slot $m$ and $E[V_{m-1}]$, the net reward expected in the future slots conditioned on the belief vectors and the scheduling decision in the current slot. Formally,

$$V_m(\pi_{m,1}, \pi_{m,2}, \{\mathcal{A}_k\}_{k \leq m}) = R_m(\pi_{m,a_m}, a_m)$$

$$+ E[V_{m-1}(\pi_{m-1,1}, \pi_{m-1,2}, \{\mathcal{A}_k\}_{k \leq m-1})|\pi_{m,1}, \pi_{m,2}, a_m],$$

where the expectation is over the belief vectors $\pi_{m-1,1}, \pi_{m-1,2}$. With $^{10} \alpha = [\alpha_1 \, \alpha_2 \, \alpha_3]^T$, the expected current reward can be written as

$$R_m(\pi_{m,a_m}, a_m) = \pi_{m,a_m} \alpha.$$ 

Note that if $a_m$ was observed to be in state $i$ in the previous interval then $\pi_{m,a_m} = p_i$ and $R_m(\pi_{m,a_m}, a_m) = p_i \alpha$.

$^{10}x^T$ indicates the transpose of vector $x$. 
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Performance Metric - the Sum Capacity, $\eta_{\text{sum}}$: For a given scheduling policy, $\mathcal{A}_{k \geq 1}$, the sum capacity is given by

$$
\eta_{\text{sum}}(\mathcal{A}_{k \geq 1}) = \lim_{m \to \infty} \frac{V_m(\pi_{ss}, \pi_{ss}, \mathcal{A}_{k \geq 1})}{m},
$$

(4.3)

where $\pi_{ss}$ is the steady state probability vector of the underlying Markov channels.

Optimal Scheduling Policy, $\mathcal{A}_{k \geq 1}^*$:

$$
\{\mathcal{A}_{k \geq 1}^*\} = \arg \max_{\mathcal{A}_{k \geq 1}} \eta_{\text{sum}}(\mathcal{A}_{k \geq 1}).
$$

(4.4)

### 4.3 Structure of the Greedy Policy

Recall from previous chapter, the definition of the greedy policy:

$$
\hat{a}_k : (\pi_{k,1}, \pi_{k,2}) \rightarrow a_k = \arg \max_{a_k} R_k(\pi_{k,a_k}, a_k)
= \arg \max_i \pi_{k,i} \alpha \forall k \geq 1.
$$

We proceed to derive the implementation structure of the greedy policy. First, we record a few preparatory results in Lemma 6 to Lemma 8. Proofs can be found in the appendix.

**Lemma 6.** For any $k \geq 0$, the immediate reward expected by scheduling an user that was observed $k+1$ slots earlier, to be in state 2, lies between the rewards corresponding to states 3 and 1, i.e,

$$
p_1 P^k \alpha \leq p_2 P^k \alpha \leq p_3 P^k \alpha, \forall k \in 0, 1, 2, \ldots
$$

(4.5)

**Lemma 7.** The immediate reward expected by scheduling an user that was observed, $k+1$ control intervals earlier, to be in state 3, monotonically decreases to $\pi_{ss} \alpha$ as $k$
increases from $0 \rightarrow \infty$, i.e.,

$$p_3 P^{k+1} \alpha \leq p_3 P^k \alpha, \quad \forall k \in 0, 1, 2, \ldots$$

$$p_\alpha \lim_{k \rightarrow \infty} P^k \alpha = \pi_{ss} \alpha \quad (4.6)$$

Note that $\pi_{ss} \alpha$ is the immediate reward expected when no past information about the user is available or when the belief vector of the user equals the steady state vector, $\pi_{ss}$.

**Lemma 8.** The immediate reward expected by scheduling an user that was observed, $k + 1$ control intervals earlier, to be in state 1, monotonically increases to $\pi_{ss} \alpha$ as $k$ increases from $0 \rightarrow \infty$, i.e.,

$$p_1 P^{k+1} \alpha \geq p_1 P^k \alpha, \quad \forall k \in 0, 1, 2, \ldots$$

$$p_1 \lim_{k \rightarrow \infty} P^k \alpha = \pi_{ss} \alpha \quad (4.7)$$

Note that, from the above lemmas, we have

$$p_2 \lim_{k \rightarrow \infty} P^k \alpha = \pi_{ss} \alpha. \quad (4.8)$$

In all the above results, the immediate reward approaches $\pi_{ss} \alpha$ as the time since the last observation of the user increases. This is because, in the underlying first order Markov chain, the dependency between the states in two slots (memory) diminishes as the time gap between the slots increases. These lemmas are instrumental in obtaining the algorithm for implementing the greedy policy, that will be summarized soon. We first identify two types of system based on the property of the $P$ matrix and the reward values.

- **Type A system:** when $p_2 \alpha \geq \pi_{ss} \alpha$
• Type B system: when $p_2 \alpha < \pi_{ss} \alpha$

The implementation algorithm for the greedy policy significantly changes depending on the type of the system.

**Proposition 10.** When the system is type A, the greedy policy is implemented as follows

- If feedback $F_3$ or $F_2$ was received from the user scheduled in the previous control interval (identified as user $s$), reschedule the user in the current slot.

- Schedule the other user (identified as user $u$) if feedback $F_1$ was received.

*Proof.* Referring to Fig. 4.1, when $F_3$ was received from user $s$, the expected reward if $s$ is scheduled again is given by $p_3 \alpha$. The expected reward if $u$ is scheduled is a
point on one of the three curves (for $k > 0$) in the figure. Note that $p_3 \alpha$ is greater than any point (the y-dimension) on any of the curves, thus establishing 'retain the schedule if $F_3$ is received' policy. This result essentially stems from the following facts: 1) Higher reward ($\alpha_3 = 1$) is accrued when the scheduled user happens to be in state 3 than in other states. 2) The Markov channel is positively correlated in time ($p_{ii} \geq p_{ji}$ if $i \neq j$).

Similarly when $F_1$ was received from user $s$, the expected reward if $s$ is scheduled again is given by $p_1 \alpha$ which is less than any other point on the three curves, thus establishing 'switch if $F_1$ is received' policy.

When $F_2$ is received, assuming the greedy policy was implemented so far since the beginning of the scheduling process, the reward expected if $u$ is scheduled lies on the lower curve $p_1 P^k \alpha$ for $k > 0$. This is because the first time (since the beginning of the scheduling process) a $F_2$ is received (call this interval $m_0$), if greedy policy was implemented so far, user $u$ (the waiting user) would not have given $F_3$ when it was dropped and since this is the first time $F_2$ is observed by the scheduler, $u$ would not have sent $F_2$ either, when it was dropped. Therefore $u$ must have sent $F_1$ the last time it was scheduled (and hence dropped). Thus the reward expected if $u$ is scheduled now (at $m_0$) falls on the bottom curve leading to retaining of user $s$ (since $p_2 \alpha \geq p_1 P^k \alpha$ for any $k \geq 0$). In the next instance of $F_2$ reception, the same logic holds (as long as greedy policy is implemented all along until this instance) and so on for subsequent instances of $F_2$. Note that the condition *greedy must be implemented since the beginning until ‘now’* is quite natural given our interest in implementing the policy in the current interval. Thus there is no loss of generality here.

These arguments establish the proposition. \qed
An illustration of the implementation of the greedy policy in the type A system is provided in Fig. 4.2.

![Figure 4.2: Round-robin implementation of the greedy policy in the type A system.](image)

**Proposition 11.** When the system is type B, the greedy policy is implemented as follows

- If feedback $F_3$ was received from the user scheduled in the previous control interval (call it user $s$), reschedule the user in the current slot.

- If feedback $F_1$ was received, schedule the other user.

- If feedback $F_2$ was received, calculate the expected immediate reward if the other user (identified as user $u$) is scheduled in the current interval (identified as $m$)
as follows: \( \pi_{m,u} \alpha \) where \( \pi_{m,u} \) is the belief vector of user \( u \) in the current control interval \( m \). Now, schedule user \( s \) is \( p_2 \alpha \geq \pi_{m,u} \alpha \). Otherwise, schedule user \( u \).

**Proof.** Refer to Fig. 4.3. The argument for \( F_3 \) and \( F_1 \) are the same as in the previous case. When \( F_2 \) is received, as seen from the Fig. 4.3, the waiting user \( u \) could have an expected reward greater than that of \( s \) if \( u \) had been dropped due to \( F_1 \) at least \( k_0 \) intervals earlier or if \( p_2 P^k \alpha \) does not monotonically increase to \( \pi_{ss} \alpha \) (Fig. 4.3 shows such a situation). Thus it is necessary to explicitly calculate the expected reward of user \( u \) before making a greedy decision.

An illustration of the implementation of the greedy policy in the type B system is provided in Fig. 4.4.
Figure 4.4: Implementation of the greedy policy in the type B system.

Note that the results in Lemma 6-8 and hence the implementation structure of the greedy policy in Propositions 10-11 hold even when $\alpha_1 > 0$ as long as $\alpha_1 \leq \alpha_2 \leq \alpha_3$.

4.4 Comparison with the Genie-aided System

From the discussion in the previous chapter, when the downlink has two users and the channels are modeled by two states, we have the following interpretation: when the feedback is instantaneous, if the user scheduled (user $s$) in the previous slot was observed to be in the best state, the scheduler retains the schedule (and hence accrues the best possible reward) since there is nothing more to gain by scheduling to the other user, while a loss is possible if the other user was in the worst state. Similarly, if user $s$ was observed to be in the worst state, the scheduler switches to the other,
since there is nothing more to lose by scheduling to the other user (as compared to scheduling \(s\) again), while a gain is possible if the other user was in the best state. Thus the two user, two state system is equivalent, in performance, to a genie-aided system where the scheduler learns about the states of both the users at the end of every interval.

This equivalence does not hold in the three state system considered in this chapter. The *nothing more to gain* argument works when \(s\) was observed to be in state 3 and the *nothing more to lose* argument works when \(s\) was observed to be in state 1. However, when \(s\) was observed to be in state 2, i.e., when \(F_2\) was received, by scheduling to the other user (user \(u\)), the scheduler may either gain (if \(u\) was in state 3) or lose (if \(u\) was in state 3) as compared to when it schedules \(s\) again. Thus with information about the state of the other user, there is definitely a room for improvement. Thus the three state (in general, more than two states) system is not equivalent to the genie-aided system. Note that, the genie aided system can be redefined as follows: the scheduler learns about the state of both the users if and only if \(s\) was observed to be in state 2. We see from the discussion so far that this modified definition does not impart any performance loss in the genie-aided system.

From the preceding discussion, it can be seen that the original three user system approaches the genie-aided system under any of the following conditions:

- \(p_2\alpha = p_3\alpha\). Thus on receiving \(F_2\) from user \(s\), nothing more can be gained by scheduling the other user \(u\) (while a loss is possible on switching). Hence, \(s\) is rescheduled. Thus there is no need to learn the previous slot state of \(u\).
\[ \mathbf{p}_2 \alpha = \mathbf{p}_1 \alpha. \] Thus on receiving \( F_2 \) from user \( s \), nothing more can be lost by scheduling the other user \( u \) (while a gain is possible on switching). Hence, \( u \) is scheduled. Again, there is no need to learn the previous slot state of \( u \).

With mathematical analysis, it can be seen that condition 1 is achieved if and only if \( \alpha_2 = \alpha_3 \) and \( p_{21} = p_{31} \). While condition 2 can be achieved if and only if \( \alpha_2 = \alpha_3 \) and \( p_{11} = p_{21} \). When the first set of conditions is satisfied, it can be seen that the states 2 and 3 can be merged at a very generic level (not specific to the type of information used for scheduling) with the reduced transition matrix given as below:

\[
\begin{bmatrix}
 p_{11} & p_{12} + p_{13} \\
 p_{21} & p_{22} + p_{23}
\end{bmatrix}
\]

where row 1 and column 1 corresponds to state 1 and row 2 and column 2 corresponds to the merged state. Thus the channel is effectively modeled by a two-state Markov chain thus explaining the equivalence with the genie-aided system.

However, it is interesting to note that, when the second set of conditions is satisfied, such a merger is not possible between states 1 and 2 since we still have \( p_{13} \leq p_{23} \) making them different in their relationship with state 3. However, in the context of the channel feedback based scheduling problem, they are synonymous and render the original system equivalent to the genie-aided system.

### 4.5 Bounds on the System Sum Capacity

**Proposition 12.** For the type A system, a lower bound to the sum capacity, \( S_{LB,A} \), is given as

\[
S_{LB,A} \geq \mathbf{p}_2 \alpha - \pi_{ss}(1)(\mathbf{p}_2 \alpha - \mathbf{p}_1 \alpha)
\]

where \( \pi_{ss}(1) \) is the steady state probability that the state of the user is 1.
This bound is obtained by replacing expected reward given $F_3$, i.e., $p_3\alpha$ with $p_2\alpha$ in the sum reward evaluation of the greedy policy. Thus this is in fact a lower bound to the greedy policy. Note that $S_{LB,A}$ decreases as the steady state probability of the less rewarding state 1 ($\pi_{ss}(1)$) increases. Also notice that as $p_1\alpha \rightarrow p_2\alpha$, $S_{LB} \rightarrow p_2\alpha$. This is expected in light of the approach we used in obtaining $S_{LB}$, since the only reward that we accrue in any slot is now $p_2\alpha$. Also, the bound approaches the system sum reward capacity when states 2 and 3 become increasingly synonymous. This happens as $\alpha_2 \rightarrow \alpha_3$ and $p_{31} \rightarrow p_{21}$. The last statement comes from our discussion in the previous section, on the equivalence with the genie-aided system.

**Proposition 13.** For the type B system, a lower bound to the sum reward capacity is given as

$$S_{LB,B} = (2\pi_{ss}(3) - \pi_{ss}^2(3))p_3\alpha + (1 - \pi_{ss}(3))^2p_3\alpha$$

(4.11)

The proof proceeds as follows: In any slot the expected immediate reward after a feedback $F_2$ is received in the previous interval is replaced by the reward that would be expected if the other (not scheduled in the previous interval) user were scheduled. Note that, by the implementation structure of the greedy policy, this latter reward is $\leq$ the reward corresponding to the greedy choice\(^\text{11}\). Next we replace $p_2\alpha$ with $p_1\alpha$ giving the sum reward capacity lower bound.

Note that $S_{LB,B}$ is the same as a two user system that accrues reward $p_3\alpha$ if at least one of the users are in state 3 and reward $p_1\alpha$ if none of them are in state 3. This interpretation is strikingly similar to the interpretation we made in the two-state tow user problem in our preliminary research. However, note that the present

\(^{11}\)The replacement is only with respect to the accrued reward in the sum reward expression, while the actual schedule decision is always maintained as greedy, so as not to disturb the initial conditions of the problem for the future intervals.
interpretation does not yield to the case when the state of both users are available. For instance, if none of the users is in state 3 and at least one of them is in state 2, then, ideally, if the states of both the users are known, a reward of $p_2 \alpha$ must be accrued instead of $p_1 \alpha$. This demonstrates the loss in performance due to lack of knowledge of both user states, thus differentiating the 3-state system from the 2-state system.

**Proposition 14.** An upper bound to the system sum reward capacity is given as

$$S_{UB} = (2\pi_{ss}(3) - \pi_{ss}^2(3))p_3 \alpha + (2\pi_{ss}(1)\pi_{ss}(2) + \pi_{ss}^2(2))p_2 \alpha + \pi_{ss}^2(1)p_1 \alpha$$

The bound is actually the sum reward capacity of the genie-aided system. Here if at least one of the users was in state 3 in the previous interval, the greedy policy schedules that user and accrues a reward $p_3 \alpha$. If none of the users were in state 3 but at least one of them in state 2, that user is scheduled and a reward of $p_2 \alpha$ is accrued. If both the users were in state 1, a reward of $p_1 \alpha$ is accrued.

**4.6 On the Optimality of the Greedy Policy**

We proceed by introducing the following properties of the $P$ matrix. The proofs are tedious and hence moved to the appendix.

**Lemma 9.** When $p_2 P[001]^T \leq p_{23}$ (condition $(A)$), then $p_2 P^{k+1}[001]^T \leq p_2 P^k[001]^T$ for all $k \geq 0$. Also the steady state element $\pi_{ss}(3) \leq p_{23}$ and $p_2 P^k[001]^T$ monotonically decreases to $\pi_{ss}(3)$ as $k \to \infty$. $(A)$ is also a necessary condition for the preceding statement to hold.
Lemma 10. Under (A) from previous lemma, \( p_1 P^k[001]^T \) monotonically increases to \( \pi_{ss}(3) \) as \( k \to \infty \), i.e., \( p_1 P^{k+1}[001]^T \geq p_1 P^k[001]^T \forall k \in 0, 1, 2, \ldots \) and \( p_1 \lim_{k \to \infty} P^k[001]^T = \pi_{ss}(3) \leq p_{23} \)

Using the preceding properties of the transition matrix, we show that, under certain conditions, the greedy policy is optimal among a special class of policies. We record this below. The proof is provided in the appendix.

Proposition 15. When \( p_{12} = p_{22} = p_{32} \) and \( p_{23} p_{31} \geq p_{21} p_{13} \), greedy policy is optimal among the policies that retain the schedule when feedback \( F_3 \) is received.

Note that, in light of the positive correlation property of the Markov chain, it seems counterintuitive that the globally optimal policy would reject an user that was in the best state possible in the previous slot, thereby (from Proposition 15) strongly suggesting the global optimality of the greedy policy.

4.7 Summary

We considered joint channel estimation - opportunistic scheduling in a Markov-modeled two-user downlink system when the Markov state space is three and studied the optimality properties of the greedy policy. We showed that the greedy policy that is optimal when the channel state space is two (Chapter 3) is not necessarily optimal in an increased state space. Specifically, we show that the equivalence with the genie-aided system that was observed in the two-state case is upset with the introduction of the third Markov channel state. Apart from this analysis, we obtained implementation structure of the greedy policy and obtained bounds on the system sum capacity. For specific conditions on the transition matrix, we showed that the greedy policy is optimal among a specific class of policies.
CHAPTER 5

OPPORTUNISTIC SCHEDULING USING ARQ FEEDBACK IN MULTI-CELLULAR DOWNLINK

5.1 Introduction

In Chapters 3 and 4, we studied joint channel estimation - opportunistic scheduling in a single-cellular downlink. As a natural extension of this analysis, in this chapter, we study the joint scheduling problem in multi-cellular downlinks. In a multi-cellular downlink, transmission in a cell interferes with transmissions in the adjacent cells. It follows that the channel state of any user in a cell is a function of the transmissions and schedule decisions in the adjacent cells, effectively imparting a convolved dependence between the scheduling choices in neighboring cells. We now face the following question:

How do we exploit the channel memory and the ARQ feedback mechanism for opportunistic scheduling in a multi-cellular environment?

We address this problem by following a two layered approach: A well established inter-cell interference (ICI) control mechanism is adopted and assumed to be in place. On top of this layer we optimize ARQ based opportunistic scheduling across the cells.
We now proceed to introduce our choice of the ICI mechanism after a short literature survey on the topic.

Traditionally, ICI is controlled by staggering the transmissions in adjacent cells across orthogonal frequency bands and reusing these bands in geographically far-apart cells. This is the well known frequency reuse based ICI control mechanism [46] that is prevalent in narrowband systems, such as the GSM. Other ICI control mechanisms have also been studied. In [47], a capture division packet access (CDPA) mechanism is proposed. Here, users are allowed to transmit on the same carrier in adjacent cells, i.e., no frequency reuse based ICI control is deployed. The effect of interference is quantified by a capture probability defined as the likelihood of successful transmission under ICI. Upon collision, a retransmission is performed. The authors demonstrate that CDPA outperforms traditional TDMA based strategies under certain operating conditions. Notice that, in the preceding scenario, users at the periphery of the cell suffer from low signal to interference ratio and hence low capture probability compared to the users near the base station. This is the classic near-far effect. If this is not addressed properly, under QoS requirements on fairness across users, the far users will act as a bottleneck thus bringing down the overall system utility. Taking note of this crucial phenomenon, the authors in [48] proposed a novel reduced power channel reuse (RPCR) scheme that aims to equalize the capture probabilities of the near and far users. By formally classifying the users into two groups: near and far (based on a generic “distance” metric that need not be a function of the geometric distance), RPCR works as follows: If, in a carrier, a far user is scheduled in a cell, the power of transmission in the same carrier in the adjacent cell is deliberately reduced. This power reduction naturally limits transmission to near users in the adjacent cell.
Thus, at any time, in any carrier, cell 1 and cell 2 transmits to users belonging to complementary groups with different power levels (full power for the far user). The authors of [48] formulated and studied the optimal channel selection policy that assigns users to the near/far groups. They showed that the RPCR scheme is superior in performance to other ICI control mechanisms in terms of sum throughput under uniform fairness constraints. A similar protocol called ‘cell breathing’ was shown to provide system level gains in [49,50].

Encouraged by the positive results associated with the RPCR and cell breathing, we adopt cell breathing as our ICI control mechanism. If the channel of the users are time-variant, it is readily seen that, without violating the cell breathing protocol, the performance of the system can be improved by opportunistic multiuser scheduling with coordination across cells. We address this joint opportunistic scheduling problem in a two-cell system in this work. It is worth noting that the scheduling analysis for the two-cell system readily extends to a multi-cell configuration with the use of six-directional antennae [46] at the base stations. Each cell can now be divided into six regions and the joint scheduling analysis in this work can be applied in each region independently. This is illustrated in Fig. 5.1.

By demonstrating that the channel can still be modeled by \(i.i.d\) two-state Markov chains, like in the single cell case, we study the ARQ based joint opportunistic scheduling scheme in the two-cell system, under two scenarios: (a) when the cooperation between the cells is asymmetric (b) when there is symmetric cooperation. In the asymmetric case, we show that the optimal scheduling policy is a variant of the greedy policy. In the symmetric scenario, however, a direct optimality analysis of the scheduling problem appears intractable. We therefore establish a link between
the scheduling problem and Restless Multiarmed Bandit (RMAB) processes. We introduce the notion of Whittle’s indexability from the RMAB theory and perform an indexability analysis for the system at hand. Based on this analysis, we propose an index policy and demonstrate, via numerical results, the near-optimality of the proposed policy. We describe the problem setup next.

5.2 Problem Setup

5.2.1 Channel Model

Consider a two-cell system. Consistent with [48,49], within each cell, we cluster users into near and far users. We use geometric distance between the users and their respective base stations as the metric for this classification. Denote by $n_i, f_i$, the set
of near and far users, respectively, in cell $i \in \{1, 2\}$. A user in a group is denoted by the label of the group for notational simplicity. Let the distance between base station $i$ and user $j$ (in any cell) be $d_{ij}$. By way of the two level clustering we assume, $d_{if_i}$ characterizes all far users in cell $i$. Likewise $d_{in_i}$ characterizes all near users in cell $i$. Let $N_i, F_i$, be the number of near and far users in cell $i$, respectively. Denote the normalized (with respect to attenuation loss) fading coefficient of the link between base station $i$ and user $j$ (in any cell) as $h_{ij}$. We assume $h_{ij}$ are i.i.d. Consider cell 1 as the primary cell and cell 2 the interfering cell. If a far user $f$ is served in the primary cell with power $P_f$ and if the interfering base station is transmitting at power $P_{I_f}$ ($I_f$ indicates interference to the far user in the primary cell) then the SINR at this user is given as below.

$$\text{SINR}_f = \frac{P_f |h_{1f}|^2}{N_0 + \frac{P_{I_f}}{d_{2f}} |h_{2f}|^2},$$  \hspace{1cm} (5.1)

where $N_0$ indicates the variance of the additive noise. Here, we have used the attenuation model from [51] with $\alpha \geq 2$ being the attenuation coefficient. Likewise, if a near user is served in the primary cell with the interfering base station power being $P_{I_n}$, the SINR is given by

$$\text{SINR}_n = \frac{P_n |h_{1n}|^2}{N_0 + \frac{P_{I_n}}{d_{2n}} |h_{2n}|^2}. \hspace{1cm} (5.2)$$

An illustration of these two scenarios is provided in Fig. 5.2.

Consistent with the assumed two level clustering, the two base stations are each allowed to choose one of two power levels, i.e., $P_f, P_n, P_{I_f}, P_{I_n} \in \{P_1, P_2\}$ with $P_2 < P_1$. By observation, since $d_{1f} > d_{1n}$, the average SINR of the far and near users can be equalized if $P_{I_f} < P_{I_n}$ and $P_f > P_n$. This, along with the constraint on the

\text{We have dropped the suffix 1 as the context is clear.}
Figure 5.2: Illustration showing transmissions and interference caused when a far user and a near user are served (at different times).
alphabet size of the power levels, leads to the cell breathing rule [48–50]: A far user is served with power \( P_1 \) and a near user with power \( P_2 < P_1 \). Whenever a far user is scheduled in a cell, a near user is scheduled in the adjacent cell and vice versa.

Since the links between the base stations and users \( h_{ij} \) are \( i.i.d \), with the SINR values equalized under cell breathing, we have the following: \( \text{SINR}_{f1}, \text{SINR}_{n1}, \text{SINR}_{f2}, \text{SINR}_{n2} \) are \( i.i.d \). Similar to our previous system models, we model the fading coefficients with memory, i.e., with two-state Markov chains. Under this model, we see that, under cell breathing, the SINR channel (henceforth, simply the ‘channel’) of each user can also be modeled using an \( i.i.d \) two-state Markov chain. As before, the channel of each user remains fixed over a time slot and evolves into another state in the next slot according to the Markov chain statistics. The time slots of all users are synchronized. The two-state Markov channel is characterized by a \( 2 \times 2 \) probability transition matrix

\[
P = \begin{bmatrix} p & q \\ r & s \end{bmatrix},
\]

(5.3)

with \( p \) and \( r \) as defined in previous chapters. Also, consistent with previous chapters, we assume positively correlated Markov channels, i.e., \( p > r \).

### 5.2.2 Scheduling Problem

The base stations are the central controllers that control each transmission to the users within their respective cells in each slot. In particular, in each slot, each base station schedules the transmission of the head of line packet of exactly one user (a data queue is maintained for each user to collect the data meant for that user), while maintaining the cell breathing protocol: That is, in any cell, if a far user is scheduled, transmission takes place at full power \( P_1 \), while, for a near user, the lower power
A traditional ARQ based transmission is deployed in each cell. That is, at the beginning of a time slot, the head of line packet of the scheduled user is transmitted. If the packet does not go through, i.e., it is not successfully decoded by the user (as occurs when the channel is in the OFF state), a NACK is reported by the user at the end of the slot, and the packet is retained at the head of the queue for retransmission at a later time. If the packet does go through (i.e., the ON state), an ACK is reported and the packet is removed from the queue. The ARQ feedback is assumed to be transmitted over a dedicated error-free channel. At the end of the slot, the base stations of neighboring cells share their ARQ information. Thus each base station has all channel information available to its neighbors, hence facilitating joint scheduling among the base stations. An illustration of the two-cell cooperative scheduling setup is provided in Fig. 5.3. The performance metric that the base stations aim to maximize is a discounted reward over an infinite horizon.

Note that, by considering every legitimate near-far and far-near pair as a single cumulative user, the two-cell scheduling model fits into the general scheduling model discussed in Chapter 1. This is illustrated in Fig. 5.4. We now formally define the problem.

### 5.2.3 Formal Problem Definition

We now introduce the terms/entities that we use in this study.

*Horizon:* We consider the infinite horizon scenario. For the sake of the proofs, finite horizons are also considered with slot \( k \) indicating that there are \( k - 1 \) more slots until the horizon.
Figure 5.3: Illustration of the two-cell cooperative scheduling setup. By sharing the ARQ feedback in each slot, the base stations maintain the same information on the belief values corresponding to all the users. Thus, without further interaction, the base stations schedule a legitimate pair of users.
Multi-cellular downlink

Figure 5.4: The two-cell scheduling model as a special case of the general one-to-many scheduling model.

Action \((a_k, a_k)\): Indicates the indices of the user pair scheduled in cells 1 and 2 in time slot \(k\). With cell breathing in place, we have the following constraint: \((a_k, a_k) \in \{(n_1, f_2), (f_1, n_2)\}\). We denote this admissible set by \(B\).

Belief values at the \(k^{th}\) time slot: Denote by \(\pi_{nk}^{nc}, \pi_{nk}^{fc}\), with \(c \in \{1, 2\}\), the vectors of the belief values (the probability of having an ON state) of the users in group \(n_c\) and \(f_c\), respectively, in slot \(k\). Let \(F_c^k\) indicate the ARQ feedback received at the end of slot \(k\) from cell \(c\). We denote an ACK by 1 and a NACK by 0. The belief values of users in group \(n_1\) evolve as below:

\[
\pi_{nk}^{n_1}(i) = \begin{cases} 
  p, & \text{if } i = a_k, F_1^k = 1 \\
  r, & \text{if } i = a_k, F_1^k = 0 \\
  p \pi_{nk}^{n_1}(i) + r(1 - \pi_{nk}^{n_1}(i)), & \text{if } i \neq a_k.
\end{cases}
\]

where the first case indicates that, in cell 1, user \(i\) from the near group is scheduled in slot \(k\) and an ACK feedback was received. Thus, according to the Markov chain statistics, \(\pi_{nk}^{n_1}(i) = p\). The second case is explained similarly when a NACK feedback
is received. The last case indicates that user \( i \) was not scheduled for transmission in slot \( k \) and hence the cell 1 base station must estimate the belief value at the current slot from that at the previous slot and the Markov chain statistics. A similar evolution holds for the users in other groups.

**Stationary Scheduling Policy** \( \mathfrak{A} \): A stationary scheduling policy \( \mathfrak{A} \) is a mapping, in any time slot, from the belief values to an action as follows:

\[
\mathfrak{A} : (\{\pi^{n_1}, \pi^{f_1}, \pi^{n_2}, \pi^{f_2}\}) \rightarrow (a, a) \in \mathcal{B}.
\]

**Reward Structure**: In any time slot \( k \), in cell \( c \), a reward of 1 is accrued when the transmission in cell \( c \) is successful, i.e., when \( F_c^k = 1 \), and no reward is accrued otherwise. The total immediate reward in any slot is simply the sum of the immediate rewards accrued by cells 1 and 2.

**Expected Discounted Reward under Policy** \( \mathfrak{A} \): We consider the discounted reward over an infinite horizon. Under policy \( \mathfrak{A} \) and belief values \( \pi^{n_1}, \pi^{f_1}, \pi^{n_2}, \pi^{f_2} \), the expected discounted reward over an infinite horizon is given by

\[
V(\pi^{n_1}, \pi^{f_1}, \pi^{n_2}, \pi^{f_2}, \mathfrak{A}) = R(\pi^{n_1}, \pi^{f_1}, \pi^{n_2}, \pi^{f_2}, (a, a)) + \beta \mathbb{E}[V(T(\pi^{n_1}), T(\pi^{f_1}), T(\pi^{n_2}), T(\pi^{f_2}), \mathfrak{A})],
\]

(5.5)

where the expectation is over the belief values \( T(\pi^{n_1}), T(\pi^{f_1}), T(\pi^{n_2}), T(\pi^{f_2}) \) and \( T(.) \) is the belief evolution operator conditioned on the belief values and the ARQ feedbacks from the previous slot. The discount factor \( \beta \in (0, 1) \) gives greater weight to the immediate reward than the future reward, a typical arrangement in infinite horizon
dynamic programming problems. The expected current reward is given by

\[ R(\pi^{n_1}, \pi^{f_1}, \pi^{n_2}, \pi^{f_2}, (a, a)) = \begin{cases} 
\pi^{n_1}(a) + \pi^{f_2}(a), & \text{if } (a, a) \in (n_1, f_2) \\
\pi^{f_1}(a) + \pi^{n_2}(a), & \text{if } (a, a) \in (f_1, n_2).
\end{cases} \] (5.6)

**Optimal Stationary Policy**: A stationary policy that maximizes the total expected discounted reward is optimal. Thus, for any \( \{\pi^{n_1}, \pi^{f_1}, \pi^{n_2}, \pi^{f_2}\} \),

\[ \mathfrak{A}^* = \arg \max_{\mathfrak{A}} V(\pi^{n_1}, \pi^{f_1}, \pi^{n_2}, \pi^{f_2}, \mathfrak{A}) \] (5.7)

### 5.3 Optimal Scheduling under Asymmetric Cooperation between Cells

Consider a system where cell breathing is deployed by the following asymmetric cooperation between the cells: Base station 1 schedules transmission to its users without any regard to the decisions in cell 2, while base station 2 schedules based on the user group choice of base station 1, to conform with the cell breathing protocol. Base station 1 is aware of this compromise made by base station 2 and therefore adopts the two state Markov model for the channels of cell 1 users. Such an asymmetric cooperation can result from scenarios such as (1) Cell 1 covers the heart of a city with higher data rate requirements compared to cell 2, which covers the suburbs, (2) Sharing of ARQ feedback information between the adjacent base stations is not mutual due to, e.g., a partial link failure between the base stations, (3) In the context of game theory, base station 1 being a selfish player and base station 2 being a rule-abiding player.

We first study the optimal scheduling policy in a finite horizon, discounted reward setup. Consider cell 1 under the asymmetric cooperation scenario. Since base station 1 makes scheduling decisions unilaterally, the opportunistic scheduling problem in
cell 1 is the same as that of a single cell system. For a single cell Markov modeled downlink with $N$ users and instantaneous ARQ, it has been established [45] that the greedy policy that maximizes the immediate reward is optimal, with or without reward discounting, for both finite and infinite horizons. Thus base station 1, under asymmetric cooperation, implements the greedy policy within its cell. We denote this policy by $\hat{A}$.

We now proceed to study, under asymmetric cooperation, the optimal scheduling policy of cell 2. Let $h > 0$ be the length of the horizon. Fix a realization of the channel states of the users in cell 1 from time $h$ until the horizon. With a fixed scheduling policy in cell 1 (in this case, the greedy policy), we can define a sporadic, i.e., non-consecutive (in general), sequence of time instants $\{t_n, t_{n-1}, \ldots, t_1\}$ with $h \geq t_n \geq t_{n-1}, \ldots t_1 \geq 1$, where a near user is scheduled in cell 1. Note that, for any $k$ such that $2 \leq k \leq n$, $t_k \neq t_{k-1} + 1$, in general — hence the name sporadic. Now, by definition, at slots $\{h, h-1, \ldots, 1\} \setminus \{t_n, t_{n-1}, \ldots, t_1\}$, a far user is scheduled in cell 1. Define $t_k := \{t_k, t_{k-1}, \ldots, t_1\}$ with $k \leq n$. Note that, in the sporadic time axis $t_n$, base station 2, in order to maintain cell breathing, schedules far users. Likewise, in $\{h, h-1, \ldots, 1\} \setminus t_n$, base station 2 schedules near users.

Let $A^f$ and $A^n$ denote the scheduling policies adopted by base station 2 in the sporadic time axes corresponding, respectively, to near and far scheduling decisions in cell 1. Let $\{\hat{A}, A^f, A^n\}$ denote the two-cell scheduling policy with $\hat{A}$ indicating the use of greedy policy in cell 1. Defining the per-cell discounted reward in cell $c$ as the net discounted reward earned in cell $c$ alone, we introduce the following lemma.
Lemma 11. Under the asymmetric cooperation assumption, if, for any fixed $h$, for every realization of $\{n, t_n\}$, the scheduling policy $\{A^f, A^n\}$ maximizes the per-cell discounted reward in cell 2, then $\{A, A^f, A^n\}$ is optimal.

Proof. The lemma is not obvious due to a possible influence of the policies $A^f$ and $A^n$ on the sporadic time axis $t_n$, potentially invalidating the realization based argument. Under the asymmetric cooperation assumption, since base station 1 makes near/far scheduling decisions without consulting base station 2 and since the channel states evolve independently at the underlying physical layer\textsuperscript{13}, $\{n, t_n\}$ is independent of the scheduling decisions and observations made in cell 2 within the sporadic time axes and hence is independent of $A^f$ and $A^n$. This decoupling along with the fact that the greedy policy is optimal in cell 1 establishes the lemma.

We now proceed to show that the greedy policy is optimal within a realization of the sporadic time axes. Note that the greedy policy was shown to be optimal on a non-sporadic time axis in [45] under instantaneous ARQ. However, in the current case, since the belief values evolve across non-uniform time steps, we need a rigorous optimality proof in the changed setting.

Fix a realization of $\{n, t_n\}$ throughout the following analysis. Note that base station 2 schedules to far users in $t_n$. The net expected reward accrued by base station 2 from $t_k \leq n$ on the time axis $t_n$ is given as follows. With $A^f_k$ indicating the scheduling policy in effect from slot $k$ until the horizon on $t_n$:

$$V_{t_k}(\pi^f_{t_k}, \{a_{t_k}, \{A^f_{t_k}\}_{k\geq l>0}\}) = \pi^f_{t_k}(a_{t_k}) + \beta_{k-1} E\left[V_{t_{k-1}}(\pi_{t_{k-1}}, \{A^f_{t_{k-1}}\}_{k-1\geq l>0}|\pi_{t_k}, a_{t_k})\right],$$

(5.8)

\textsuperscript{13}Note that the inter-cell, intra-cell base station to user links are assumed to be statistically independent.
where $\beta_k \triangleq \beta^h - t_k$ and $a_{t_k}$ is the far user from cell 2 scheduled in time slot $t_k$. We now establish the structure of the greedy policy on the sporadic time axis. In any slot $t_k$, $k < n$, the belief values of the users are given as follows.

$$\pi_{t_k}^{f_2}(i) = \begin{cases} 
  p, & \text{if } i = a_{t_k+1}, F^2_{t_k+1} = 1 \\
  r, & \text{if } i = a_{t_k+1}, F^2_{t_k+1} = 0 \\
  T(t_{k+1} - t_k)(\pi_{t_{k+1}}^{f_2}(i)), & \text{if } i \neq a_{t_k+1}.
\end{cases} \tag{5.9}$$

Note that for $0 \leq x \leq 1$, $T(x) = x(p - r) + r$. Thus $T(x) \in [r, p]$. Since $T^l(x) = T(T^{l-1}(x))$, by induction, $T^l(x) \in [r, p]$, when $l > 0$. Also $T(x_1) \geq T(x_2)$ if $x_1 \geq x_2$. Thus, by induction, $T^l(x_1) \geq T^l(x_2)$ if $x_1 \geq x_2$. We now introduce the schedule order vector $O_{t_k}$ as the ordered arrangement of the index of the users in decreasing order of $\pi_{t_k}(i)$, i.e.,

$$O_{t_k}(1) = \arg\max_i \pi_k(i) \quad \vdots \quad O_{t_k}(F_2) = \arg\min_i \pi_k(i).$$

From the preceding discussion on the structure of $T(x)$ and the evolution of the belief values, the schedule order vector evolves as below:

$$O_{t_{k+1}} = \begin{cases} 
  \{a_{t_k}, O_{t_k} - a_{t_k}\}, & \text{if } f_{t_k} = 1 \\
  \{O_{t_k} - a_{t_k}, a_{t_k}\}, & \text{if } f_{t_k} = 0,
\end{cases} \tag{5.10}$$

The greedy policy, which aims to maximize the immediate reward (i.e., belief value), picks the user at the top of the schedule order vector and thus has a round-robin structure, with a user switch triggered by a NACK, on the sporadic time axis. A similar behavior was seen in the non-sporadic axis when the ARQ is delayed by a deterministic quantity in Chapter 3. We now proceed to show the optimality of the greedy policy on $t_n$ by first deriving a sufficient condition for optimality.
Consider a slot $t_m, m \leq n$ with belief values $\pi_{tm}^{fa}$ (we will drop the superscript $f_2$ in the rest of this analysis for notational convenience) and action $a_{tm}$. Let the users be indexed in the order of their belief values in slot $t_m$, i.e., $O_{tm} = [1 \ldots N_f]$. Assuming \( \left\{ A_{tk} \right\}_{k \leq m-1} = \left\{ \hat{A}_{tk} \right\}_{k \leq m-1} \). Let $S_{tk}$, the state vector, denote the 1/0 channel states of the users at $t_k$. We now proceed to compare the net expected reward as follows

\[
\hat{V}_{tm}(\pi_{tm}, \{a_{tm}, \{\hat{A}_{tk}\}_{k \leq m-1}\}) = \pi_{tm}(a_{tm}) + \beta_{m-1} \sum_{S_{tm}} P_{S_{tm}|\pi_{tm}}(S_{tm}|\pi_{tm}) \hat{V}_{tm-1}(S_{tm}, O_{tm-1}),
\]

where $\hat{V}_{tm-1}$ is the expected future reward conditioned on the state vector in the previous slot on the sporadic time axis, i.e., $t_m$. The hat on this quantity emphasizes the use of the greedy policy in all $t_k, k \leq m - 1$. $P_{S_{tm}|\pi_{tm}}(S_{tm}|\pi_{tm})$ is the conditional probability of the current state vector $S_{tm}$ given the belief vector $\pi_{tm}$. Note that the schedule order vector $O_{tm-1}$ is only a function of $O_{tm}$ and the state $S_{tm}(a_{tm})$, thus maintaining consistency with the amount of information available for scheduling decision in the actual problem setup. We now proceed to compare the net expected reward when $a_{tm} = n$ and $a_{tm} = n + 1$ where $n \in \{1 \ldots F_2 - 1\}$. Let $Y$ and $X$ be random binary vectors of lengths $n - 1$ and $F_2 - n - 1$ (empty when the length is non-positive) respectively. Then,

\[
\hat{V}_{tm}(\pi_{tm}, \{a_{tm} = n, \{\hat{A}_{tk}\}_{k \leq m-1}\}) = \pi_{tm}(n) + \beta_{m-1} \sum_{Y, X} P_{S_{tm}|\pi_{tm}}([Y 0 0 X]|\pi_{tm}) \times \hat{V}_{tm-1}([Y 0 0 X], [\{O_{tm} - n\} n])
\]

\[
+ \sum_{Y, X} P_{S_{tm}|\pi_{tm}}([Y 0 1 X]|\pi_{tm}) \times \hat{V}_{tm-1}([Y 0 1 X], [\{O_{tm} - n\} n])
\]

\[
+ \sum_{Y, X} P_{S_{tm}|\pi_{tm}}([Y 1 0 X]|\pi_{tm}) \times \hat{V}_{tm-1}([Y 1 0 X], [n, \{O_{tm} - n\}])
\]

\[
+ \sum_{Y, X} P_{S_{tm}|\pi_{tm}}([Y 1 1 X]|\pi_{tm}) \times \hat{V}_{tm-1}([Y 1 1 X], [n, \{O_{tm} - n\}])
\].

(5.11)
Since the Markov channel statistics are identical across the users, we have the following symmetry property: for any \( k \geq 1 \),
\[
\hat{V}_{t_k}(S_{t_{k+1}}, O_{t_k}) = \hat{V}_{t_k}(\bar{S}_{t_{k+1}}, \bar{O}_{t_k})
\]
if \( S_{t_{k+1}}(O_{t_k}(i)) = \bar{S}_{t_{k+1}}(\bar{O}_{t_k}(i)) \ \forall \ i \in \{1 \ldots F_2\} \). \hspace{1cm} (5.12)

Expanding \( V_{t_m}(\pi_{t_m}, \{a_{t_m} = n + 1, \{\bar{A}_{t_k}\}_{k \leq m-1}\}) \) along the lines of (C.8), and using the symmetry property, with further mathematical simplification, we can evaluate the difference in the net expected reward as follows,
\[
V_{t_m}(\pi_{t_m}, \{a_{t_m} = n, \{\bar{A}_{t_k}\}_{k \leq m-1}\}) - V_{t_m}(\pi_{t_m}, \{a_{t_m} = n + 1, \{\bar{A}_{t_k}\}_{k \leq m-1}\})
= \left( \pi_{t_m}(n) - \pi_{t_m}(n + 1) \right) \left( 1 - \beta_{m-1} \sum_{Y,X} \left[ \hat{V}_{t_{m-1}}([Y 1 X 0], [1 \ldots F_2]) - \hat{V}_{t_{m-1}}([1 Y 0 X], [1 \ldots F_2]) \right] \times P_{S_{t_m}|\pi_{t_m}}([S_{t_m}(1) \ldots S_{t_m}(n - 1)] = Y|\pi_{t_m}) \times P_{S_{t_m}|\pi_{t_m}}([S_{t_m}(n + 2) \ldots S_{t_m}(F_2)] = X|\pi_{t_m}) \right). \hspace{1cm} (5.13)
\]

**Lemma 12.** The greedy policy maximizes the per-cell discounted reward in cell 2, on the sporadic time axis \( t_n \), if the following (sufficient) condition holds.
\[
\hat{V}_{t_{m-1}}([Y 1 X 0], [1 \ldots F_2]) - \hat{V}_{t_{m-1}}([1 Y 0 X], [1 \ldots F_2]) \leq 1, \hspace{1cm} (5.14)
\]
\( \forall \ n \geq m > 1, \ n \in \{1 \ldots F_2 - 1\} \), where \( Y \) and \( X \) are random binary vectors of length \( n - 1 \) and \( F_2 - n - 1 \), respectively, and \( \hat{V}_{t_{m-1}} \) is the reward accrued under the greedy policy, i.e., when \( A_{t_k} = \bar{A} \) for all \( k \leq m - 1 \).

**Proof.** The proof is established using backward induction. Details are available in the appendix. \( \square \)

We now formally introduce the optimal multiuser scheduling policy in the two-cell system with asymmetric cooperation.
Proposition 16. The policy \( \{ \hat{A}, \hat{A}^f, \hat{A}^n \} \) is optimal in the finite horizon, discounted reward setup.

Proof. Using sample path arguments, we show that the sufficient condition in Lemma 12 holds. We then use Lemma 11 and Lemma 12 to establish the proposition. Details of the proof are available in the appendix.

We now show that the optimality of \( \{ \hat{A}, \hat{A}^f, \hat{A}^n \} \) extends to the infinite horizon, discounted reward setup as well. The argument is similar to that used in [45] in the single cell system.

Proposition 17. The policy \( \{ \hat{A}, \hat{A}^f, \hat{A}^n \} \) is optimal in the infinite horizon, discounted reward setup.

Proof. Let \( V(\pi, \mathcal{A}) \) be the total reward corresponding to the infinite horizon, discounted reward, two cell scheduling problem (asymmetric case) when policy \( \mathcal{A} \) is in effect in every slot. The belief values are represented by \( \pi \). By definition,

\[
V(\pi, \mathcal{A}) = \mathbb{E}_{\mathcal{R}|\pi} \lim_{h \to \infty} \sum_{k=1}^{h} R_k(\mathcal{R}, \mathcal{A}),
\]

where \( R_k(\mathcal{R}, \mathcal{A}) \) is the immediate reward earned in slot \( k \) under policy \( \mathcal{A} \) and when the channel realization is \( \mathcal{R} \). The expectation is performed over the channel realization \( \mathcal{R} \) conditioned on the initial belief values \( \pi \). Since \( \sum_{k=1}^{h} R_k(\mathcal{R}, \mathcal{A}) \) is upper bounded by \( \frac{1}{1-\beta} \) and lower bounded by 0 uniformly for all \( h > 0 \), using the Bounded Convergence Theorem [52], we can interchange the expectation and limit to give

\[
V(\pi, \mathcal{A}) = \lim_{h \to \infty} \mathbb{E}_{\mathcal{R}|\pi} \sum_{k=1}^{h} R_k(\mathcal{R}, \mathcal{A})
= \lim_{h \to \infty} V_h(\pi, \mathcal{A}),
\]

124
where \( V_h(\pi, \mathcal{A}) \) is the finite horizon, discounted total reward under policy \( \mathcal{A} \). Now, with the optimality of \( \{ \hat{\mathcal{A}}, \mathcal{A}^f, \mathcal{A}^n \} \) established for the finite horizon, discounted reward setup, the optimal finite horizon, discounted reward is given by

\[
V_h(\pi, \{ \hat{\mathcal{A}}, \mathcal{A}^f, \mathcal{A}^n \}) = \max_{(a_h, a_h)} \left( R_h(\pi, (a_h, a_h)) + \beta(\pi(a_h))V_h - 1(T(\pi)|_{(a_h, a_h), F^2 = 1, F^2 = 1}, \{ \hat{\mathcal{A}}, \mathcal{A}^f, \mathcal{A}^n \}) + (1 - \pi(a_h))V_h - 1(T(\pi)|_{(a_h, a_h), F^2 = 1, F^2 = 1}, \{ \hat{\mathcal{A}}, \mathcal{A}^f, \mathcal{A}^n \}) + \pi(a_h)(1 - \pi(a_h))V_h - 1(T(\pi)|_{(a_h, a_h), F^2 = 1, F^2 = 1}, \{ \hat{\mathcal{A}}, \mathcal{A}^f, \mathcal{A}^n \}) + (1 - \pi(a_h))(1 - \pi(a_h))V_h - 1(T(\pi)|_{(a_h, a_h), F^2 = 0, F^2 = 0}, \{ \hat{\mathcal{A}}, \mathcal{A}^f, \mathcal{A}^n \}) \right). \quad (5.17)
\]

Taking \( \lim_{h \to \infty} \) on both sides and interchanging the limit and max on the right hand side (possible due to the finiteness of the scheduling action space), we have

\[
V(\pi, \{ \hat{\mathcal{A}}, \mathcal{A}^f, \mathcal{A}^n \}) = \max_{(a, a)} \left( R(\pi, (a, a)) + \beta(\pi(a))V(T(\pi)|_{(a, a), F^1 = 1, F^2 = 1}, \{ \hat{\mathcal{A}}, \mathcal{A}^f, \mathcal{A}^n \}) + (1 - \pi(a))V(T(\pi)|_{(a, a), F^1 = 1, F^2 = 1}, \{ \hat{\mathcal{A}}, \mathcal{A}^f, \mathcal{A}^n \}) + \pi(a)(1 - \pi(a))V(T(\pi)|_{(a, a), F^1 = 1, F^2 = 1}, \{ \hat{\mathcal{A}}, \mathcal{A}^f, \mathcal{A}^n \}) + (1 - \pi(a))(1 - \pi(a))V(T(\pi)|_{(a, a), F^1 = 0, F^2 = 0}, \{ \hat{\mathcal{A}}, \mathcal{A}^f, \mathcal{A}^n \}) \right) = \max_{(a, a)} \left( R(\pi, (a, a)) + \beta E V(T(\pi)|_{(a, a), F^1, F^2}, \{ \hat{\mathcal{A}}, \mathcal{A}^f, \mathcal{A}^n \}) \right), \quad (5.18)
\]

where we have used \( \lim_{h \to \infty} V_h(\pi, \mathcal{A}) = V(\pi, \mathcal{A}) \) from (5.16) in the first equality. The expectation in the last equality is over the ARQ feedback. Note that the preceding equation is the Bellman equation [36]. Since a policy that satisfies the Bellman equation is optimal, we have \( \{ \hat{\mathcal{A}}, \mathcal{A}^f, \mathcal{A}^n \} \) is optimal in the infinite horizon, discounted reward, two cell, asymmetric scheduling problem. 

\[\square\]
Recall from Chapter 3 that the greedy policy can be easily implemented by a simple round-robin algorithm in a single cell system, when the ARQ feedback is deterministically delayed, or, in the present context, instantaneous. Thus the preceding result on the optimality of a policy with cell-wise greedy components is very encouraging from an implementation point of view. Fig. 5.5 provides an illustration of the simple round-robin implementation of the optimal policy in the two cell system under asymmetric cooperation.

5.4 Scheduling under Symmetric Cooperation between Cells - Index Policy

A direct optimality analysis of the ARQ based scheduling problem with symmetric cooperation appears very difficult due to the complex relationship between the schedule decisions across space and time. We therefore establish a connection between the scheduling problem and the restless multiarmed bandit processes (RMAB) [23] and make use of the established theory behind RMAB in our analysis. We proceed with a survey on the RMAB theory.

5.4.1 Restless Multiarmed Bandit Processes

Multi-armed bandit processes (MAB) [53] are defined as a family of sequential dynamic resource allocation problems in the presence of several competing, independently evolving projects. They are characterized by a fundamental trade-off between decisions guaranteeing high immediate rewards versus those that sacrifice immediate rewards for better future rewards. Several technological and scientific disciplines such as sensor management, manufacturing systems, economics, queueing and communication networks [53] encounter resource allocation problems that can be modeled as
Figure 5.5: Illustration of the optimal scheduling policy implementation under asymmetric cooperation. During initialization, the users are ordered based on their belief values across groups in cell 1 and within groups in cell 2. Based on these ordered user lists, the optimal scheduling policy follows the illustrated round robin algorithm.
MAB processes. In the classic MAB process, in each slot, a single project must be allocated the available system resources. The state of the scheduled project evolves from the current time slot to the next time slot, whereas, the states of those not scheduled remain frozen. Gittins and Jones [54] studied these processes and showed that the optimal solution is of the index type: for each bandit process (i.e., project or arm of the MAB), an index that is a function of the state of the project is computed and the project with the highest index is scheduled. This index was referred to by the authors as the Dynamic Allocation Index, but is now simply known as Gittin’s index. Note that the optimal scheduling policy, which originally required the solution of an \( N \)-armed bandit process (\( N \) being the number of projects), is now reduced to the determination of the Gittin’s index for \( N \) single-armed bandit processes, thus significantly reducing the solution complexity. This complexity reduction is one of the main reasons behind the immense interest in index policies for the MAB process and its variant, the RMAB process, discussed next.

Whittle [23] generalized the MAB process as follows: In each slot, exactly \( M \geq 1 \) projects are scheduled. Furthermore, the states of the remaining \( N-M \) projects are not frozen like in MAB, but evolve in time, and contribute rewards (\( W \)) known as passivity rewards. These processes are called Restless multiarmed bandit processes (RMAB), the term “restless” reflecting the state evolution of the unscheduled projects. For the RMAB, Whittle defined indexability property and the associated indexability framework as follows:

**Indexability Framework:** Consider only one project of the RMAB. The scheduler in each slot must either activate the project or let it stay idle. In the former case a reward dependent on the state of the project is accrued. This reward structure is the
same as the one used in the original RMAB. In the case of the inactivate decision, a reward $W$ for passivity is accrued. The goal of the scheduler is to maximize the total discounted reward over an infinite horizon. For a project state $\pi$, the value of $W$ corresponding to equal net rewards for active and passive decisions is defined as the index $I(\pi)$. Denote the optimal activate/idle scheduling policy as the $W$-subsidy policy. The notion of Indexability was defined by Whittle as follows.

**Whittle’s Indexability:** Let $D(W)$ be the set of states under which a project would be made passive under the $W$-subsidy policy. The project is indexable if $D(W)$ increases monotonically from $\phi$ to $S$ as $W$ increases from $-\infty$ to $\infty$.

Above, $\phi$ denotes the empty set and $S$ is the set of all possible project states. The indexability property yields a consistent ordering of states with respect to indices, i.e., if $I(\pi_1) > I(\pi_2)$ and if it is optimal to activate a given project when in state $\pi_2$, then it is optimal to activate the same project when in state $\pi_1$. A graphical interpretation of indexability is given in Fig. 5.6.

Returning to the RMAB scheduling problem, Whittle proposed the following index scheduling policy: In each slot, activate the $M$ projects that have the greatest indices. Note that the natural ordering of states based on indices (under indexability) gives credibility to the index policy. Whittle showed that, under indexability, when the strict constraint on the number of projects per slot ($M$) is relaxed to an average constraint, the index scheduling policy becomes optimal. He also showed that when the restless aspect is removed from the RMAB and $W = 0$, the index reduces to the Gittins index and hence the index policy becomes optimal. He conjectured that, in the restless case, with $\frac{M}{N}$ fixed, as $M, N \to \infty$, the index policy is optimal. This was later proved to be true in [55] except for very special cases of RMAB processes.
Figure 5.6: Optimal W-subsidy policy versus W is plotted for a given project over various states in (a) an indexable system and (b) a non-indexable system. Let A indicate when an active decision is optimal and P indicate when passivity is optimal. In the indexable system (a), states are ordered based on the index values $I(S_i)$. It is clear that if it is optimal to activate at state $S_i$, it is also optimal to activate at states $S_j, j \geq i$. This is highlighted at $W = w$ with $S_i = S_2$. This ordering is absent in the non-indexable system (b), for instance, when $W = w$. From (a) and (b) it is evident that the ON-OFF structure of the optimal schedule plot is necessary and sufficient for indexability to hold.
Indexability is a very strict requirement [23] that is hard to check. There have been several works [55–61] on indexability and index policies for various RMAB processes. In [55], for a special class of RMAB, the authors showed that, if the RMAB is indexable, then, under certain technical conditions, the index policy is optimal. In [56], the authors provided a sufficient condition for the indexability of a single restless bandit. The authors in [58] investigated indexability under a set of conditions called Partial Conservation Laws (PCL). They identified a class of RMAB processes that satisfy the PCL and are indexable in the sense of Whittle. They also showed that, under PCL, if the rewards belong to a certain “admissible region” then a priority index-based allocation policy is optimal. In [60], the authors re-examined the channel-probing based cognitive radio scheduling (equivalently, the ARQ based, single cell scheduling) problem of [45] from an RMAB perspective and studied the performance of the Whittle’s index policy for non-identical arms. In [61], the authors considered a RMAB process with improving/deteriorating jobs in a queueing network scenario. They established the indexability of the processes and demonstrated, via numerical analysis, the strong performance of the index policy. Performance guarantees for the index policy were also obtained. Thus we conclude that the notion of indexability and the corresponding index policy offer a promising starting point towards the analysis of RMAB scheduling.

Returning to the ARQ-based two-cell scheduling problem, we first consider the special case that the near users in cell 1 are permanently paired (one to one) with far users in cell 2 and vice versa (which requires $N = F$). Thus, when a given user is scheduled in a cell, its partner would be scheduled in the adjacent cell. In this case, we can visualize each pair as a restless bandit with one and only one pair scheduled
in any slot. Thus the ARQ-based scheduling problem in the two-cell system becomes a RMAB process.

In our ARQ-based two-cell scheduling problem, we have no permanent pairing condition in general, and thus we have a set of $2NF$ projects, counting all possible legitimate pairings across cells. These projects do not evolve independently and hence do not constitute a RMAB process\(^\text{14}\). Thus we have a more complex variant of the RMAB process. To the best of our knowledge, there exists no analysis of scheduling for this variant of the RMAB process.

From our earlier discussion, we recall that the index policies are very attractive from an implementation point of view. From an optimality point of view, the attractiveness of the index policies can be attributed to the natural ordering of states (and hence projects) based on indices, as guaranteed by indexability. Encouraged by these properties, we study the two-cell scheduling problem in the framework of Whittle’s indexability. Using the structural results of this study, for the case $p > r$ and $p + r \geq 1$, we propose an index policy for the ARQ based, two-cell scheduling problem at hand.

5.4.2 Indexability Analysis

Returning to the two-cell ARQ based scheduling problem, we perform a Whittle indexability analysis on a single legitimate project made up of a near-far or a far-near user pair. In each slot, the state of the project, given by $(\pi_1, \pi_2)$, is made up of the belief values of the channels of the users. If the project is scheduled in a slot, i.e., if the users are scheduled, the belief value evolves into one of the following states: $\{(r, r), (r, p), (p, r), (p, p)\}$ corresponding, respectively, to ARQ feedbacks.

\(^\text{14}\)The projects must evolve independently in RMAB process, by definition.
(NACK,NACK), (NACK,ACK), (ACK,NACK) and (ACK,ACK) respectively. Recall that $p$ and $r$ are the elements of the probability transition matrix of the Markov modeled user channels with $p \geq r$.

In the reminder of this subsection, we report results on the partial characterization, along with the thresholdability properties, of the optimal $W$-subsidy scheduling policy. We also provide partial indexability results when $p > r$ and $p + r \geq 1$. Consistent with the two cell scheduling setup, the $W$-subsidy scheduling is performed over an infinite horizon with discounted rewards. Define $V^a$ and $V^p$ as the total discounted reward functions corresponding to activate and inactivate decisions in the current slot and optimal decisions in future slots. Let $V$ denote the optimal total discounted reward. Thus, with $V_{xy} := V(x, y)$,

$$V^a(\pi_1, \pi_2) = \pi_1 + \pi_2$$
$$+ \beta \left( \pi_1 \pi_2 V_{pp} + \pi_1 (1 - \pi_2) V_{pr} + (1 - \pi_1) \pi_2 V_{rp} + (1 - \pi_1)(1 - \pi_2) V_{rr} \right)$$
$$V^p(\pi_1, \pi_2) = W + \beta V(T(\pi_1), T(\pi_2))$$
$$V(\pi_1, \pi_2) = \max(V^a(\pi_1, \pi_2), V^p(\pi_1, \pi_2))$$

(5.19)

where recall $T(\pi)$ is the one-step evolution operator on the belief value $\pi$ when an inactivate decision is made. From the property of the Markov channel, $T(\pi) = \pi p + (1 - \pi) r$. Note that the immediate reward on activate decision is given by the sum of the belief values, consistent with the reward structure in the original two-cell scheduling problem.

With the reward structure thus defined, the Whittle indexability setup can be linked to the broadcast scheduling problem we studied in Chapter 2, when the number of broadcast users = 2. Recall that we had established thresholdability properties of
the two-user broadcast towards designing a threshold scheduling policy. Using this analysis, we now report the following results for the Whittle indexability analysis of the current scheduling problem. Proposition 18 to Corollary 7 are reproduced from Chapter 2 and hence the proofs are omitted.

**Proposition 18.** When the reward for passivity, $W \notin (2r, 2p)$, the optimal $W$-subsidy scheduling policy is given by

\[(\pi_1, \pi_2) \in \begin{cases} 
\mathcal{A}, & \text{if } \pi_1 + \pi_2 > W \\
\mathcal{P}, & \text{if } \pi_1 + \pi_2 \leq W
\end{cases}
\]

Recall the proof proceeds by establishing that the future reward after activate and inactivate decisions are equal when $W \notin (2r, 2p)$, thus allowing a direct comparison of the immediate rewards.

Let $R_I$ denote the region $\{(\pi_1, \pi_2); \pi_1 \in [\pi_{ss}, 1], \pi_2 \in [\pi_{ss}, 1]\}$. Let $R_{II}$ denote the union of the regions $R_{II}^1 = \{(\pi_1, \pi_2); \pi_1 \in [0, \pi_{ss}], \pi_2 \in [\pi_{ss}, 2\pi_{ss} - \pi_1]\}$ and $R_{II}^2 = \{(\pi_1, \pi_2); \pi_2 \in [0, \pi_{ss}], \pi_1 \in [\pi_{ss}, 2\pi_{ss} - \pi_2]\}$. Let $\mathcal{A}$ be the set of states $(\pi_1, \pi_2)$ in which it is optimal to activate. Let $\mathcal{P}$ be the set corresponding to optimal inactivate decision.

From the analysis in Chapter 2, we have the following thresholdability property on the $W$-subsidy scheduling policy when $W$ is such that $V^a(\pi_{ss}, \pi_{ss}) \geq V^p(\pi_{ss}, \pi_{ss})$.

**Proposition 19.** If $W$ is such that $V^a(\pi_{ss}, \pi_{ss}) \geq V^p(\pi_{ss}, \pi_{ss})$, then

1. $R_I \in \mathcal{A}$
2. $V^a(\pi_{ss}, \pi_{ss}) = V^p(\pi_{ss}, \pi_{ss}) \Rightarrow R_{II} \in \mathcal{P}$
3. $V^a(\pi_{ss}, \pi_{ss}) > V^p(\pi_{ss}, \pi_{ss}) \Rightarrow$ (thresholdability property) In the region $R_{II}^1$, if for $k \in [-1, 0]$, $\exists a \pi_1^* and \pi_2^* = \pi_1^*k + \pi_{ss}(1-k)$ such that $V^a(\pi_1^*, \pi_2^*) = V^p(\pi_1^*, \pi_2^*)$. 
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then

\[(\pi_1, \pi_2 = \pi_1 k + \pi_{ss}(1 - k)) \in \begin{cases} \mathcal{A}, & \text{if } \pi_1 \in (\pi_1^*, \pi_{ss}] \\ \mathcal{P}, & \text{if } \pi_1 \in [0, \pi_1^*] \end{cases} \]

If \( \not\exists \) such a \((\pi_1^*, \pi_2^*)\), then

\[(\pi_1, \pi_2 = \pi_1 k + \pi_{ss}(1 - k)) \in \mathcal{A} \ \forall \ \pi_1 \in [0, \pi_{ss}].\]

Similarly, in the region \( R_{II}^2 \), if for \( k \in [-1, 0] \), \( \exists \ a \ \pi_2^* \in [0, \pi_{ss}] \) and \( \pi_1^* = \pi_2^* k + \pi_{ss}(1 - k) \) such that \( V^a(\pi_1^*, \pi_2^*) = V^p(\pi_1^*, \pi_2^*) \), then

\[(\pi_1 = \pi_2 k + \pi_{ss}(1 - k), \pi_2) \in \begin{cases} \mathcal{A}, & \text{if } \pi_2 \in (\pi_1^*, \pi_{ss}] \\ \mathcal{P}, & \text{if } \pi_2 \in [0, \pi_1^*] \end{cases} \]

If \( \not\exists \) such a \((\pi_1^*, \pi_2^*)\), then

\[(\pi_1 = \pi_2 k + \pi_{ss}(1 - k), \pi_2) \in \mathcal{A} \ \forall \ \pi_2 \in [0, \pi_{ss}].\]

The threshold boundary identified in the preceding proposition is characterized below.

**Corollary 6.** Within region \( R_{II} \), the threshold boundary is given by the upper segment of the hyperbola

\[ V^a(\pi_1, \pi_2) = W + \beta V^a(T(\pi_1), T(\pi_2)) \]

where

\[ V^a(x_1, x_2) = x_1 + x_2 + \beta[(1 - x_1)(1 - x_2)V(r, r) + (1 - x_1)(x_2)V(r, p) \]

\[ + x_1(1 - x_2)V(p, r) + x_1x_2V(p, p), \]

\[ T(x) = x(p - r) + r, \] and upper segment indicates the segment of the hyperbola that lies in the first quadrant around the asymptotes.
If $W$ is such that $V^a(\pi_{ss}, \pi_{ss}) < V^p(\pi_{ss}, \pi_{ss})$, the $W$-subsidy scheduling policy has the following property.

**Proposition 20.** If $W$ is such that $V^a(\pi_{ss}, \pi_{ss}) < V^p(\pi_{ss}, \pi_{ss})$, then

1. $(\pi_1, \pi_2) \in \mathcal{P}, \forall \pi_1 + \pi_2 \leq 2\pi_{ss}$

2. (Thresholdability property) In the region $R_I$, if for $k \geq 0$, $\exists$ a $\pi^*_1$ and $\pi^*_2 = \pi^*_1k + \pi_{ss}(1 - k)$ such that $V^a(\pi^*_1, \pi^*_2) = V^p(\pi^*_1, \pi^*_2)$, then

   $$(\pi_1, \pi_1^* k + \pi_{ss}(1 - k)) \in \begin{cases} \mathcal{A}, & \text{if } \pi_1 \in [\pi^*_1, 1] \\ \mathcal{P}, & \text{if } \pi_1 \in [\pi_{ss}, \pi^*_1] \end{cases}$$

   If $\nexists$ such a $(\pi^*_1, \pi^*_2)$, then

   $$(\pi_1, \pi_2 = \pi_1 k + \pi_{ss}(1 - k)) \in \mathcal{P} \forall \pi_1 \in [\pi_{ss}, 1].$$

The threshold boundary is now characterized as follows.

**Corollary 7.** Within region $R_I$, the threshold boundary is given by the upper segment of the hyperbola

$$V^a(\pi_1, \pi_2) = \frac{W}{1 - \beta}$$

where

$$V^a(x_1, x_2) = x_1 + x_2 + \beta[(1 - x_1)(1 - x_2)V(r, r) + (1 - x_1)x_2V(r, p)$$

$$+ x_1(1 - x_2)V(p, r) + x_1x_2V(p, p).$$

The statement that the threshold boundaries identified in Corollary 6 and Corollary 7 are hyperbolas is easily verified using the definition of $V^a$ in (5.19). The threshold boundaries are illustrated in Fig. 5.7, reproduced from Chapter 2.
Figure 5.7: Illustration of the threshold boundaries when (a) \((\pi_{ss}, \pi_{ss}) \in A\), (b) \((\pi_{ss}, \pi_{ss}) \in P\).

For the case, \(p + r \geq 1\) (in addition to the positive correlation condition \(p > r\) that we have assumed throughout), the threshold boundary simplifies to the following form.

**Corollary 8.** If \(p + r \geq 1\) and if \(W\) is such that \(V^a(\pi_{ss}, \pi_{ss}) < V^p(\pi_{ss}, \pi_{ss})\), the threshold boundary is given by the upper segment of the hyperbola

\[
\pi_1 + \pi_2 + \pi_1\pi_2\beta\left[\frac{2p + \beta(1 - p^2)}{1 - \beta p^2} - \frac{W}{1 - \beta}\right] = W.
\]

In addition, \(\pi_2\) written as a function of \(\pi_1\) is convex and decreasing in \(\pi_1\).

**Proof.** With \(p + r \geq 1\),

\[
p - r \leq p^2 - r^2
\]

\[
\Leftrightarrow (1 - (p - r))(p + r) \leq 2r
\]

\[
\Leftrightarrow p + r \leq \frac{2r}{1 - (p - r)} = 2\pi_{ss}.
\]

(5.20)
From Proposition 20, with \((\pi_{ss}, \pi_{ss}) \in \mathcal{P}\), since \(p + r \leq 2\pi_{ss}\), \((p, r) \in \mathcal{P}\). Also \((T^l(p), T^l(r)) \in \mathcal{P}\) for \(l \geq 0\) since \((T^l(p), T^l(r)) \in \mathcal{L}((p, r), (\pi_{ss}, \pi_{ss}))\) from Lemma 4 in Chapter 2 and \(\mathcal{L}((p, r), (\pi_{ss}, \pi_{ss})) \in \mathcal{P}\) from Proposition 20. Thus \(V_{pr} = \frac{W}{1-\beta}\).

Substituting \(V_{pr}\) in the threshold equation of Corollary 7, the threshold equation in the region \((\pi_1, \pi_2) \in [\pi_{ss}, 1]^2\) is given by

\[
\pi_1 + \pi_2 + \pi_1 \pi_2 \beta (V_{pp} - \frac{W}{1-\beta}) = W \tag{5.21}
\]

Note that \(V_{pp} = 2p + \beta p^2 V_{pp} + (1 - p^2) \frac{W}{1-\beta}\) where we have used \(V_{pr} = V_{rr} = \frac{W}{1-\beta}\).

Thus

\[
V_{pp} = \frac{2p + \frac{W}{1-\beta} \beta (1-p^2)}{1-\beta p^2} \tag{5.22}
\]

Substituting the expression for \(V_{pp}\) in threshold equation (5.21) establishes the first part of the corollary. That the threshold boundary thus identified lies on the upper segment of the hyperbola follows a proof technique similar to that of Corollaries 7 and 8.

Recall that the notion of Indexability is defined by Whittle as below:

*Adding the dependence on \(W\) explicitly to \(\mathcal{P}\), we have, \(\mathcal{P}(W)\) is the set of states for which it is optimal to inactive under passivity subsidy \(W\). The project (the user pair chosen from the larger two-cell scheduling problem) is indexable if \(\mathcal{P}(W)\) increases monotonically from \(\emptyset\) to \(\mathcal{S}\), as \(W\) increases from \(-\infty\) to \(\infty\)*

where \(\emptyset\) is the empty set and \(\mathcal{S}\) is the universal set of the states of the project. The monotonic increase of \(\mathcal{P}(W)\) means that if a state \(\pi = (\pi_1, \pi_2) \in \mathcal{P}(W_1)\), then \(\pi \in \mathcal{P}(W_2)\) for \(W_2 \geq W_1\). This is possible if and only if, for a state \(\pi\), the optimal decision versus \(W\) plot is of the ON-OFF (activate-inactivate) type, i.e., \(\exists \, W^*\) such
that $V^a(\pi) = V^p(\pi)|_{W=W^*}$ and $\forall W < W^*$, it is optimal to activate at state $\pi$ and $\forall W \geq W^*$, it is optimal to inactivate. If a state $\pi$ has the above mentioned ON-OFF property we call it indexable with the index of state $\pi$ given by $I(\pi) = W^*$. From the preceding discussion, Whittle indexability of the system is equivalent to indexability of all the states of the system.

We proceed to show that, for $p+r \geq 1$, the two user project we consider is partially indexable, i.e., indexability holds for specific subsets of the state space.

**Proposition 21.** For $p+r \geq 1$, a state vector $(\pi_1, \pi_2)$ is indexable if $(\pi_1, \pi_2) \in [\pi_{ss}, 1]^2$ or $\pi_1 + \pi_2 \geq 2p$.

**Proof.** State $(\pi_1, \pi_2)$ is indexable if $\exists$ a $W^*$ such that $V^a(\pi_1, \pi_2) = V^p(\pi_1, \pi_2)|_{W=W^*}$ and $\forall W \leq W^*$, it is optimal to activate at state $(\pi_1, \pi_2)$ and $\forall W > W^*$, it is optimal to inactivate. Let $(\pi_1, \pi_2) \in [\pi_{ss}, 1]^2$. Let $W_0$ be such that $V^a(\pi_{ss}) = V^p(\pi_{ss})$ at $W = W_0$. Thus using Corollary 8, $W_0$ is obtained by solving the equation

$$\pi_{ss} + \pi_{ss} + \pi_{ss}\pi_{ss}\beta\left[\frac{2p + \beta(1 - p^2)\frac{W_0}{1 - \beta}}{1 - \beta p^2} - \frac{W_0}{1 - \beta}\right] = W_0.$$ 

Hence

$$W_0 = (1 - \beta)\frac{2\pi_{ss} (1 + \frac{\beta\pi_{ss}}{1 - \beta p^2})}{1 - \beta (1 - \pi_{ss}^2) - \beta^2 \pi_{ss}^2 (1 - p^2)} = (5.23)$$

We now proceed to show that the threshold boundary given in Corollary 8 progressively moves outward as $W$ increases from $W_0$. From Corollary 8, with $f = \beta (V_{pp} - \frac{W}{1 - \beta})$, the threshold equation in the region $(\pi_1, \pi_2) \in [\pi_{ss}, 1]^2$ is rewritten as

$$\pi_1 + \pi_2 + \pi_1\pi_2 f = W \quad (5.24)$$
The preceding equation is valid if $W$ is such that $(\pi_{ss}, \pi_{ss}) \in \mathcal{P}$. This is true for $W = W_0$. With $\pi_1$ fixed, the first derivative of $\pi_2$ with respect to $W$ at $W = W_0$ is given from (5.24) by

$$\left. \frac{d\pi_2}{dW} \right|_{W_0} = \frac{1 - \pi_1 \pi_2 \left. \frac{df}{dW} \right|_{W_0}}{1 + \pi_1 f} \quad (5.25)$$

where $f = \beta \left( V_{pp} - \frac{W}{1 - \beta} \right) \geq 0$ since $V(\pi_1, \pi_2) \geq \frac{W}{1 - \beta} \forall (\pi_1, \pi_2)$ and $\left. \frac{df}{dW} \right| = -\frac{\beta(1 - \beta(1 - \beta^2))}{(1 - \beta p^2)(1 - \beta)} \leq 0$. Thus $\left. \frac{d\pi_2}{dW} \right|_{W_0} \geq 0$. Thus the threshold boundary monotonically moves out as $W$ increases from $W_0$ to $W_0 + \delta$, for $\delta \to 0$. Also note that, the monotonic increase in threshold boundary $\Rightarrow (\pi_{ss}, \pi_{ss}) \in \mathcal{P}$ and hence the threshold equation in (5.24) is valid at $W = W_0 + \delta$. Repeating the first derivative based arguments for $W = W_0 + \delta$, recursively, we have for $W \geq W_0$, in the region $(\pi_1, \pi_2) \in [\pi_{ss}, 1]^2$, the threshold boundary monotonically moves out, i.e., if for a $W_1 \geq W_0$, $(\pi_1, \pi_2) \in \mathcal{P}$, then for $W_2 > W_1$, $(\pi_1, \pi_2) \in \mathcal{P}$. Note that, for a $(\pi_1, \pi_2) \in [\pi_{ss}, 1]^2$, the value of $W$ for which $(\pi_1, \pi_2)$ lies on the threshold curve is also such that $V^a(\pi_1, \pi_2) = V^p(\pi_1, \pi_2)$ at that $W$. With the threshold curve known to move out with $W$, we see that for $(\pi_1, \pi_2) \in [\pi_{ss}, 1]^2$, $\exists$ a $W^*$ such that $\forall W \leq W^*$, it is optimal to activate at state $(\pi_1, \pi_2)$ and $\forall W > W^*$, it is optimal to inactivate. Thus $(\pi_1, \pi_2) \in [\pi_{ss}, 1]^2$ is indexable. This establishes the first part of the proposition.

Consider $\pi_1 + \pi_2 \geq 2p$. When $W < \pi_1 + \pi_2$, it was shown in Chapter 2 that $(\pi_1, \pi_2) \in \mathcal{A}$. When $W \geq \pi_1 + \pi_2$, since $\pi_1 + \pi_2 \geq 2p$, $W \geq 2p$. Thus using Proposition 18, $(\pi_1, \pi_2) \in \mathcal{P}$. Thus $(\pi_1, \pi_2)$ is indexable if $\pi_1 + \pi_2 \geq 2p$. The proposition thus follows. \qed
5.4.3 Index Policy

The threshold boundaries reported in Corollary 6 and Corollary 7 are illustrated in Fig. 5.7. The thresholdability results of the W-subsidy policy and hence the threshold boundaries were obtained using sufficient conditions that hold only in the shown regions. A tighter analysis needed to characterize the optimal policy in the whole state space appears intractable. We therefore make a set of assumptions (A) on the properties of the optimal W-subsidy policy and derive an index scheduling policy for the two-cell system. Our assumptions are stated next.

(A0) The threshold boundaries reported in Corollaries 6 and 7 in the restricted regions hold true in the entire state space. The extrapolations corresponding to these boundaries are illustrated in Fig. 5.8. Contrast this with the threshold boundaries illustrated in Fig. 5.7.

(A1) The threshold boundaries progressively move to the right, i.e., the region $P$ progressively expands, as $W$ increases. This is essentially Whittle's indexability. Recall that we have shown indexability to hold partially in Proposition 21 when $p + r \geq 1$.

We now classify the state space into four non-overlapping regions. Recall the definition of $W_0$: the value of $W$ at which $V^a(\pi_{ss}, \pi_{ss})|_W = V^p(\pi_{ss}, \pi_{ss})|_W$. The state space is now classified as below:

- $R_1$: $(\pi_1, \pi_2)$ such that $\pi_1 + \pi_2 \leq 2r$
- $R_2$: Region between the boundaries $\{(\pi_1, \pi_2) : \pi_1 + \pi_2 > 2r\}$ and $\{(\pi_1, \pi_2) : V^a(\pi_1, \pi_2)|_{W=W_0} = V^p(\pi_1, \pi_2)|_{W=W_0}\}$. By definition of $W_0$, the second boundary passes through the steady state.
Figure 5.8: Illustration of the extrapolation of the threshold boundaries to the entire two-dimensional state space, when (a) \((\pi_{ss}, \pi_{ss}) \in A\), (b) \((\pi_{ss}, \pi_{ss}) \in P\).

- \(R_3\): \((\pi_1, \pi_2)\) such that \((\pi_1, \pi_2) \notin R_1 \cup R_2\) and \(\pi_1 + \pi_2 < 2p\)

- \(R_4\): \((\pi_1, \pi_2)\) such that \(\pi_1 + \pi_2 \geq 2p\)

Under assumptions (A0) and (A1), as \(W\) increases from 0 to \(2r\), the threshold boundary moves progressively outwards within region \(R_1\), with the boundary given by \((\pi_1, \pi_2)\) such that \(\pi_1 + \pi_2 = W\). As \(W\) increases from \(2r\) to \(W_0\), the threshold boundary progressively moves outward within region \(R_2\), with the boundary given by the extrapolation of the boundary derived in Corollary 6, i.e., \((\pi_1, \pi_2)\) such that \(V^a(\pi_1, \pi_2) = W + \beta V^a(T(\pi_1), T(\pi_2))\). When \(W\) increases from \(W_0\) to \(2p\), the threshold boundary progressively moves outward within \(R_3\) and the boundary is given from Corollary 7 by the convex curve: \((\pi_1, \pi_2)\) such that \(V^a(\pi_1, \pi_2) = \frac{W}{1-\beta}\). When \(W\) increases from \(2p\) to 2, the threshold boundary progressively moves outward within region \(R_4\) with boundary given by \((\pi_1, \pi_2)\) such that \(\pi_1 + \pi_2 = W\). This is summarized in Table 5.1.
Table 5.1: Threshold boundaries and their region affiliation for various ranges of $W$.

The index we employ in our policy is defined as follows: For any state $(\pi_1, \pi_2)$, the value of $W$ for which the threshold boundary passes through $(\pi_1, \pi_2)$ is the index of that state. Note that if assumptions (A), were true, the index we propose is exactly the Whittle’s index. Thus the index policy we propose is in fact the Whittle’s index policy when (A) is true.

Note that the region of passivity, $\mathcal{P}$ lies to the left of the threshold boundary. Thus under (A), we see that, a belief vector $(\pi_1, \pi_2)$ has an index higher than the belief vectors $(\pi_1, \pi_2 - \delta)$ and and $(\pi_1 - \delta, \pi_2)$ for $\delta \geq 0$. Call this statement (B). We now propose the index policy.

<table>
<thead>
<tr>
<th>Range of $W$</th>
<th>Threshold boundary</th>
<th>State space region</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W \leq 2r$</td>
<td>${ (\pi_1, \pi_2) : \pi_1 + \pi_2 = W }$</td>
<td>$R_1$</td>
</tr>
<tr>
<td>$W \in (2r, W_0]$</td>
<td>${ (\pi_1, \pi_2) : V^a(\pi_1, \pi_2) = W + \beta V^a(T(\pi_1), T(\pi_2)) }$</td>
<td>$R_2$</td>
</tr>
<tr>
<td>$W \in (W_0, 2p)$</td>
<td>${ (\pi_1, \pi_2) : V^a(\pi_1, \pi_2) = \frac{W}{1-\beta} }$</td>
<td>$R_3$</td>
</tr>
<tr>
<td>$W \geq 2p$</td>
<td>${ (\pi_1, \pi_2) : \pi_1 + \pi_2 = W }$</td>
<td>$R_4$</td>
</tr>
</tbody>
</table>
Step 0: Initialization

- For $W = 0 : \delta_W : 2$, evaluate the quantities $V(p, p), V(p, r) = V(r, p)$ (thanks to the symmetry across user channels) and $V(r, r)$ using the following limit on the finite horizon Bellman equation [36]: $V(\pi_1, \pi_2) = \lim_{t \to \infty} V_t(\pi_1, \pi_2)$ where, using an appropriate measure of convergence,

$$
V_t(\pi_1, \pi_2) = \max(V^a_t(\pi_1, \pi_2), V^p_t(\pi_1, \pi_2))
$$

$$
V^a_t(\pi_1, \pi_2) = \pi_1 + \pi_2 + \beta \left( \pi_1 \pi_2 V_{t-1}(p, p) + \pi_1 (1 - \pi_2) V_{t-1}(p, r)
+ (1 - \pi_1) \pi_2 V_{t-1}(r, p) + (1 - \pi_1)(1 - \pi_2) V_{t-1}(r, r) \right)
$$

$$
V^p_t(\pi_1, \pi_2) = W + \beta V_{t-1}(T(\pi_1), T(\pi_2))
$$

(5.26)

with $V_1(\pi_1, \pi_2) = \max(\pi_1 + \pi_2, W)$.

- Evaluate $W_0$ as $\arg_W V^a(\pi_{ss}, \pi_{ss}) = W + \beta V^a(T(\pi_{ss}), T(\pi_{ss}))$ using the system parameters $V(p, p), V(p, r), V(r, p) \text{ and } V(r, r)$ evaluated in the previous step.

- Identify regions $R_1$ to $R_4$ using the discussion preceding before Table 1, reproduced below:

- $R_1$: $(\pi_1, \pi_2)$ such that $\pi_1 + \pi_2 \leq 2r$

- $R_2$: region between the boundaries $\{(\pi_1, \pi_2) : \pi_1 + \pi_2 > 2r\}$ and $\{(\pi_1, \pi_2) : V^a(\pi_1, \pi_2)|_{W=W_0} = V^p(\pi_1, \pi_2)|_{W=W_0}\}$.

- $R_3$: $(\pi_1, \pi_2)$ such that $(\pi_1, \pi_2) \notin R_1 \cup R_2$ and $\pi_1 + \pi_2 < 2p$

- $R_4$: $(\pi_1, \pi_2)$ such that $\pi_1 + \pi_2 \geq 2p$
**Index policy on belief vector** \( \pi = (\pi_1, \ldots, \pi_N) \)

- Within each user group \((n_1, f_1, n_2, f_2)\), identify the users that have the highest belief values. Call them \(n_1^*, f_1^*, n_2^*\) and \(f_2^*\), respectively. From statement (B), user pair \((n_1^*, f_2^*)\) has an index higher than any other user pair from the composite group \(n_1 \times f_2\). Likewise, the user pair \((f_1^*, n_2^*)\) has higher index than any other pair from \(f_1 \times n_2\). Thus it is sufficient to compare the indices of user pairs \((n_1^*, f_2^*)\) and \((f_1^*, n_2^*)\).

- Calculate the index of the states corresponding to user pairs \((n_1^*, f_2^*)\) and \((f_1^*, n_2^*)\). Index calculation is explained as a separate step in the end.

- Schedule the user pair with the higher index.

- Receive ARQ feedback from the scheduled user pair.

- Update the belief values of all the users based on the ARQ feedback. The belief value of user \(i\), i.e., \(\pi^i\), evolves as follows: If user \(i\) was scheduled, then, if ACK feedback was received from user \(i\), then \(\pi^i \leftarrow p\), else \(\pi^i \leftarrow r\). If user \(i\) was not scheduled, then \(\pi^i \leftarrow T(\pi^i)\).

- Repeat the scheduling policy in the next time slot.

**Index calculation for state** \((\pi_1, \pi_2)\)

- Determine the region \((R_1, R_2, R_3, R_4)\) in which \((\pi_1, \pi_2)\) belongs.

- Based on the identified region, identify the threshold boundary from Table 1.

- Determine the value of \(W\) for which the identified threshold boundary passes through \((\pi_1, \pi_2)\). This can be accomplished as follows: For discretized values of \(W = 0 : \delta_W : 2\), find the value of \(W\) (call it \(W^*\)) for which the threshold boundary is closest to \((\pi_1, \pi_2)\).

- \(W^*\) is the index of the user pair. Return \(W^*\) to the Index policy.

An illustration of the proposed index policy is given in Fig. 5.9.
Figure 5.9: Illustration of the index policy implementation
5.5 Numerical Results and Discussion

We now proceed to report the numerical performance of the proposed index policy. Table 5.2 compares the rewards accrued by the optimal policy, $V_{\text{opt}}$, with that of the proposed index policy, $V_{\text{index}}$, when the system parameters are fixed and the initial belief values are generated randomly for each row of data. Table 5.3 compares $V_{\text{opt}}$ and $V_{\text{index}}$ for various randomly generated system parameters. In both tables, $p + r \geq 1$.

The optimal policy is implemented by an exhaustive search over all possible $N_1 \times F_2 + F_1 \times N_2$ decisions in each time slot. The policy is repeated for increasing horizon lengths until convergence is reached. Similarly, the index policy is implemented for increasing horizon lengths until convergence. The quantity $\%_{\text{subopt}} = \frac{V_{\text{opt}} - V_{\text{index}}}{V_{\text{opt}}} \times 100\%$ quantifies the sub-optimality resulting from index policy based scheduling. The very low values of $\%_{\text{subopt}}$ suggests that the index policy is near optimal.

To illustrate the advantage of using the ARQ feedback for scheduling, we compare $V_{\text{index}}$ with the total reward accrued in a genie-aided system, $V_{\text{genie}}$ in Table 5.4. The genie-aided system is defined as follows: At the end of every time slot, the scheduler learns about the channel state of every user in the system in that time slot. The optimal scheduling policy in the genie aided system is greedy, i.e., in each slot schedule the legitimate user pair that has the highest sum of belief values. The quantity $\%_{\text{ARQgain}} = \frac{V_{\text{index}} - V_{\text{rand}}}{V_{\text{genie}} - V_{\text{rand}}} \text{ quantifies the gain in reward when the ARQ feedback is used in scheduling, where } V_{\text{rand}} \text{ is the reward accrued by a policy that ignores any channel feedback from the users and schedules randomly. The high values of } \%_{\text{ARQgain}} \text{ in Table 5.4 underlines the significance of exploiting ARQ feedback in our scheduling setup. Consider the following two cell system with cell breathing in effect: at the beginning of each slot both the base stations learn about the instantaneous channel.
\[
p = 0.8947, \hspace{0.5cm} r = 0.3289, \hspace{0.5cm} \beta = 0.2060
\]

\[
\begin{array}{ccc}
V_{\text{opt}} & V_{\text{index}} & \%\text{subopt} \\
1.6509 & 1.6507 & 0.0097 \% \\
1.7759 & 1.7759 & 0.0000 \% \\
2.2293 & 2.2293 & 0.0000 \% \\
2.0303 & 2.0303 & 0.0000 \% \\
1.4728 & 1.4728 & 0.0000 \% \\
1.9026 & 1.9026 & 0.0000 \% \\
2.3118 & 2.3118 & 0.0000 \% \\
1.9977 & 1.9977 & 0.0003 \% \\
1.9965 & 1.9965 & 0.0000 \% \\
1.9515 & 1.9514 & 0.0013 \%
\end{array}
\]

\[
p = 0.7452, \hspace{0.5cm} r = 0.6356, \hspace{0.5cm} \beta = 0.8739
\]

\[
\begin{array}{ccc}
V_{\text{opt}} & V_{\text{index}} & \%\text{subopt} \\
5.8458 & 5.8457 & 0.0015 \% \\
6.1100 & 6.1098 & 0.0031 \% \\
5.8890 & 5.8890 & 0.0002 \% \\
5.8592 & 5.8592 & 0.0002 \% \\
5.9301 & 5.9300 & 0.0013 \% \\
5.8352 & 5.8351 & 0.0003 \% \\
5.6649 & 5.6648 & 0.0011 \% \\
5.6029 & 5.6028 & 0.0014 \% \\
5.7806 & 5.7805 & 0.0015 \% \\
5.9786 & 5.9784 & 0.0030 \%
\end{array}
\]

Table 5.2: Illustration of the near optimal performance of the proposed index policy. Each table corresponds to a fixed set of system parameters. Each row within the tables correspond to randomly generated initial belief values. \( N_1 = N_2 = 2 \) and \( F_1 = F_2 = 3 \) is used throughout.

state of all the users in the system. Denote by \( V_{\text{genie}} \), the optimal total discounted reward corresponding to this system. The relative values of \( V_{\text{genie}}, V_{\text{genie}}, V_{\text{index}} \) and \( V_{\text{rand}} \) are plotted in Fig. 5.10 against the discount factor \( \beta \) for various values of system parameters \( p, r \). Note from the figure that the loss in performance when the channel state feedback is delayed by one time slot is almost the same as the loss when the channel states of only the scheduled users are fed back, with a slot delay, i.e., the ARQ feedback system.

The preceding discussion on the numerical results underlines the advantage and sufficiency of exploiting ARQ feedback for opportunistic scheduling.
Table 5.3: Illustration of the near optimal performance of the proposed index policy. Each row corresponds to randomly generated system parameters \((p, r, \text{ and } \beta)\) and initial belief values. \(N_1 = N_2 = 2\) and \(F_1 = F_2 = 3\) is used.

<table>
<thead>
<tr>
<th>(p)</th>
<th>(r)</th>
<th>(\beta)</th>
<th>(V_{opt})</th>
<th>(V_{index})</th>
<th>%subopt</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7663</td>
<td>0.3663</td>
<td>0.8013</td>
<td>4.8839</td>
<td>4.8839</td>
<td>0.0008%</td>
</tr>
<tr>
<td>0.9504</td>
<td>0.5462</td>
<td>0.8452</td>
<td>5.8011</td>
<td>5.8011</td>
<td>0.0002%</td>
</tr>
<tr>
<td>0.8476</td>
<td>0.4230</td>
<td>0.5358</td>
<td>3.2915</td>
<td>3.2915</td>
<td>0.0001%</td>
</tr>
<tr>
<td>0.7452</td>
<td>0.6356</td>
<td>0.8739</td>
<td>6.1100</td>
<td>6.1098</td>
<td>0.0031%</td>
</tr>
<tr>
<td>0.7825</td>
<td>0.5010</td>
<td>0.4170</td>
<td>2.3547</td>
<td>2.3547</td>
<td>0.0000%</td>
</tr>
<tr>
<td>0.5546</td>
<td>0.4580</td>
<td>0.3381</td>
<td>2.4535</td>
<td>2.4535</td>
<td>0.0001%</td>
</tr>
<tr>
<td>0.8536</td>
<td>0.6670</td>
<td>0.2880</td>
<td>2.2923</td>
<td>2.2923</td>
<td>0.0001%</td>
</tr>
<tr>
<td>0.6688</td>
<td>0.4065</td>
<td>0.7413</td>
<td>3.6949</td>
<td>3.6949</td>
<td>0.0002%</td>
</tr>
<tr>
<td>0.8947</td>
<td>0.3289</td>
<td>0.2060</td>
<td>1.7759</td>
<td>1.7759</td>
<td>0.0000%</td>
</tr>
<tr>
<td>0.5387</td>
<td>0.4922</td>
<td>0.7067</td>
<td>3.6443</td>
<td>3.6443</td>
<td>0.0007%</td>
</tr>
<tr>
<td>0.7309</td>
<td>0.3826</td>
<td>0.7315</td>
<td>4.5159</td>
<td>4.5159</td>
<td>0.0000%</td>
</tr>
<tr>
<td>0.9994</td>
<td>0.7362</td>
<td>0.2210</td>
<td>1.7294</td>
<td>1.7294</td>
<td>0.0000%</td>
</tr>
<tr>
<td>0.8914</td>
<td>0.8532</td>
<td>0.7962</td>
<td>5.4776</td>
<td>5.4776</td>
<td>0.0001%</td>
</tr>
<tr>
<td>0.8022</td>
<td>0.6029</td>
<td>0.9480</td>
<td>6.9358</td>
<td>6.9357</td>
<td>0.0006%</td>
</tr>
<tr>
<td>0.9238</td>
<td>0.6184</td>
<td>0.6090</td>
<td>4.2933</td>
<td>4.2933</td>
<td>0.0000%</td>
</tr>
</tbody>
</table>
Table 5.4: Illustration of the significance of using ARQ feedback in opportunistic scheduling.
Figure 5.10: $V_{\text{genie}^*}$, $V_{\text{genie}}$, $V_{\text{index}}$ and $V_{\text{rand}}$ versus the discount factor $\beta$ for various system parameters. Same set of initial belief values is used within each subplot.
5.6 Summary

In Chapter 3, we studied the ARQ based scheduling problem in a single cellular systems. In this chapter, we extended this analysis to the multi-cellular environment by adopting the cell breathing based ICI control mechanism. When the cooperation between the cells is asymmetric, the optimal scheduling policy has a greedy flavor and is simple to implement. Under symmetric cooperation, however, a direct optimality analysis appears difficult. We formulated the scheduling problem as a more general variant of the restless multiarmed bandit processes and studied it from the perspective of Whittle’s indexability. Whittle’s indexability is an important condition that is known to predispose the Whittle’s index policy towards optimality in various RMAB processes. Founded on the indexability analysis of the two-cell scheduling problem, we proposed an easy-to-implement index policy that is near optimal. Upon Whittle’s indexability of the two-cell scheduling problem, the policy we propose is essentially the Whittle index policy.
CHAPTER 6

CONCLUSIONS

With the ever increasing demand for limited network resources, there is a pressing need to design spectrally efficient communication techniques. Opportunistic multiuser scheduling is one among them. It is important that the channel state information required for the success of this technique be acquired in a cost-efficient manner, so that the loss involved here does not offset the gains associated with opportunistic scheduling.

6.1 Summary of Original Research

This dissertation identified mechanisms to exploit the memory inherent in fading channels to simultaneously acquire the channel state information while performing opportunistic scheduling. Thus data transmission in any time slot must take into account two potentially contradicting objectives: (1) Opportunistically schedule transmission - corresponds to immediate gain (2) Explore the channels for future scheduling purposes - corresponds to future gains. The joint scheduling is thus a dynamic program, specifically a partially observable Markov decision process that is traditionally known to be hard to solve in closed form and also computationally very expensive. Our contribution in this dissertation is to perform optimality
analysis of the joint scheduling problem in various networks, and whenever possible obtain the optimal scheduling policy in closed form. When such a closed form solution appeared intractable, founded on the optimality framework, we derived easy-to-implement scheduling policies that display near-optimal numerical performance.

Specifically, we first studied the joint scheduling problem in broadcast networks, with two-state Markov channels, when 1-bit feedback, delayed by one time slot, is available at the scheduler. The optimal policy turned out to be greedy for certain ranges of the system parameters. For the general values of the system parameters we followed an indirect approach. We first studied optimal scheduling in a two-user broadcast and established thresholdability properties of the optimal policy. Extrapolating these thresholdability properties to the general $N$ user broadcast, we proposed a threshold policy. This policy has a polynomial complexity in the number of users and has near-optimal performance.

We then focused on using the already existing ARQ feedback mechanism for opportunistic scheduling in a single-cell downlink, with two-state Markov channels. We considered a general setup where the ARQ feedback is randomly delayed - a scenario possible in channels with severe propagation delays. The greedy policy that maximizes the immediate reward alone is optimal when the downlink has only two users. Surprisingly, this optimality result is independent of the distribution of the ARQ delay. However, when there are more than two downlink users, greedy policy is suboptimal, in general. We established this using an analytic counterexample. Numerical experiments suggest that the greedy policy has near-optimal performance. By studying the structural properties of the greedy policy, we obtained simple algorithms to implement the greedy policy. Turning our focus to the system level limits,
we obtained bounds on the capacity region of the cellular downlink with ARQ based
scheduling, which we tightened for the two user case. We then proceeded to study
the impact of increasing the state space of the Markov channels on the optimality
properties of the greedy policy. When the Markov channel state space is increased
to three, in the two-user downlink, greedy policy is not optimal. A crucial genie-
equivalence that was seen in the two-state Markov modeled downlink is upset in the
changed setup.

It can be expected that the dynamics of the joint channel estimation - opportunis-
tic scheduling thus far seen in single cellular systems changes vastly in multi-cellular
systems, where inter-cell interference imparts a convolved interdependence between
scheduling choices in adjacent cells. We proceeded to study this changed dynamics
in a two-cell system. We believe, this study could be readily extended to multi-cell
systems with appropriate use of directional antennae. For the two-cell system, we
studied the scheduling problem by following a two layered approach: the well es-
tablished ‘cell breathing’ based inter-cell interference (ICI) control mechanism was
adopted and assumed to be in place. On top of this layer we optimized the joint
channel estimation - opportunistic scheduling based on ARQ feedback, across the
cells. When the cooperation between the cells is asymmetric, the optimal policy has
a greedy flavor and is simple to implement. Under symmetric cooperation, however,
since a direct optimality analysis appears difficult, we formulated the scheduling prob-
lem as a more general variant of the restless multiarmed bandit processes and studied
it from the perspective of Whittles indexability. By linking the indexability analysis
to the broadcast scheduling problem studied in Chapter 2, we proposed an index
policy that is easy to implement and has near-optimal performance.
In summary, the essential message of this dissertation is that by exploiting the memory inherent in the fading channels, significant system level performance gains can be achieved by opportunistic scheduling with minimal (delayed, 1 bit/ARQ) feedback. In addition, despite the POMDP nature of the scheduling problem, it is not necessary to perform computationally expensive optimal scheduling to realize these system level gains. Simple, practically convenient, suboptimal policies can achieve near-optimal performance.

6.2 Possible Future Research

The channel feedback is assumed to be error-free throughout this dissertation. This assumption may have limited application in realistic situations. It would be interesting to explore how the dynamics of the scheduling problem changes when the channel feedback is known to have stochastically defined imperfections.

For most part of this work, the fading channels are modeled with two-state Markov chains. With higher number of channel states, the scheduler can discriminate the channels at a finer level resulting in better scheduling gains. However, in order to limit the overhead in the feedback channel, the scheduler must be able discriminate the channels using feedback limited by the number of bits, that are probabilistically related to the actual channel states. A study of opportunistic scheduling under this setup is of practical value since this setup accommodates the use of ARQ feedback for scheduling purposes for a general size of the channel state space. We have already discussed the prevalence of ARQ in recent and upcoming wireless standards. Also note that this scenario bears similarities to the case of error-prone feedback discussed above.
It would also be an interesting exercise to study how the optimality/near-optimality properties of the greedy policy, reported in this dissertation, is affected when the fading channels are not positively correlated, or when the channels are not i.i.d across users. Non-i.i.d channels, in particular, is a realistic assumption that may impose Quality of Service (QoS) considerations on the scheduler, thus significantly changing the dynamics of the scheduling problem.

Random data arrivals at the network users is another important practical consideration that cannot be overlooked. With random arrivals, the scheduler has an added mandate of maintaining the stability of the user queues, likely without the knowledge of the arrival rates. It would be an interesting exercise to study how the buffer occupancy influences the scheduling decisions that have so far been purely based on the channel belief values.

Another potential direction for this research topic is when the assumption on TDMA-styled scheduling is removed. The TDMA model, i.e., one and only one user is scheduled in each slot, may have limited relevance in practical scenarios, compared to a constraint on the average number of users scheduled per slot. In the RMAB literature, it is common wisdom [23] that, Whittles index policy is optimal under an average constraint on the number of projects activated in a slot. Thus, under the ‘average number of users’ constraint, one may be able to earn a better understanding of the scheduling problem, by properly linking it to the existing results on RMAB processes.
A.1 Proof of Lemma 3

Along the lines of proof of lemma 2, we proceed by reinterpreting the infinite horizon total discounted reward as a limit \([36]\) on the finite horizon reward as below.

\[
V(\pi_1, \pi_2) = \lim_{t \to \infty} V_t(\pi_1, \pi_2) \tag{A.1}
\]

with

\[
V_t(\pi_1, \pi_2) = \max\{V_t^a(\pi_1, \pi_2), V_t^p(\pi_1, \pi_2)\}
\]

\[
V_t^a(\pi_1, \pi_2) = \pi_1 + \pi_2 + \beta \sum_{j=0}^{2^N - 1} P_j(\pi) V_{t-1}(\Pi_j)
\]

\[
V_t^p(\pi_1, \pi_2) = W + \beta V_{t-1}(T(\pi)). \tag{A.2}
\]

We have used the convention of decreasing time index up to the horizon at \(t = 1\).

The terminal reward, i.e., the reward at the horizon, is given by

\[
V_1(\pi_1, \pi_2) = \max\{\pi_1 + \pi_2, W\}. \tag{A.3}
\]

The finite horizon equivalent of the quantities \(\gamma\) and \(\alpha\) are defined as

\[
\gamma_t = V_t(p, p) + V_t(r, r) - 2V_t(p, r)
\]

\[
\alpha_t = V_t(p, r) - V_t(r, r). \tag{A.4}
\]
In the rest of this proof, we will study the reward functions over the two dimensional state space by sweeping over $\pi_1 \in [0,1]$ with $\pi_2$ along specific directions/axes given by $\pi_2 = \pi_1 k + c$ for $k, c \in \mathbb{R}$. For ease of notation, we denote the axis $\pi_2 = \pi_1 k + c$ by $(k,c)$ and use $\pi_2$ and $(k,c)$ interchangeably as arguments in reward functions. We now proceed to establish the proposition using induction.

Assume the following holds (induction hypothesis ($H_1$)): For $t \geq 2$, $V_{t-1}(\pi_1, \pi_2)$ is convex and increasing in $\pi_1$ along $(k,c)$ for $k \geq 0$. Along $(k,c)$ for $k < 0$, $V_{t-1}$ is piecewise concave. When $k = -1$, $V_{t-1}$ attains a unique maximum at $\pi_1 = \pi_2 = \frac{c}{2}$.

Along the axis $(k = 1, c = 0)$, i.e., $\pi_1 = \pi_2$, $V_{t-1}$ is convex. Thus $V_{t-1}(p, p) + V_{t-1}(r, r) \geq 2V_{t-1}(\frac{p+r}{2}, \frac{p+r}{2})$. Since $V_{t-1}$ has a maximum at $\pi_1 = \pi_2 = \frac{c}{2}$ along $\pi_2 = -\pi_1 + c$, we have, with $c = p + r$, $V_{t-1}(\frac{p+r}{2}, \frac{p+r}{2}) \geq V_{t-1}(p, r)$. Thus $\gamma_{t-1} \triangleq V_{t-1}(p, p) + V_{t-1}(r, r) - 2V_{t-1}(p, r) \geq 0$. Also, $\alpha_{t-1} = V_{t-1}(p, r) - V_{t-1}(r, r) \geq 0$ since $V_{t-1}$ is increasing in $\pi_1$ along $(k,c)$ for $k \geq 0$. From (A.2), $V_t^a$ along the axis $(k,c)$ is given by,

$$
V_t^a(\pi_1, (k, c)) = \pi_1(1+k) + c + \beta \left( \pi_1(\pi_1 k + c)V_{t-1}(p,p) + \pi_1(1-\pi_1 k - c)V_{t-1}(p,r) \\
+ (1-\pi_1)(\pi_1 k + c)V_{t-1}(r,p) + (1-\pi_1)(1-\pi_1 k - c)V_{t-1}(r,r) \right)
$$

$$
= \pi_1(1+k) + c + \beta \left( \pi_1^2 k \gamma_{t-1} + \pi_1 \left( \alpha_{t-1} + (k+1) \gamma_{t-1} \right) + c \alpha_{t-1} + V_{t-1}(r,r) \right).
$$

(A.5)

The second derivative of $V_t^a$ is given by $2\beta k \gamma_{t-1}$. With $\beta \geq 0$ and $\gamma_{t-1} \geq 0$, $V_t^a$ is convex in $\pi_1$ along $(k,c)$ for $k \geq 0$ and concave in $\pi_1$ for $k < 0$. Also the first derivative of $V_t^a$ with respect to $\pi_1$ along $k = 0, c \in [0,1]$, i.e., along $\pi_2 = \text{constant}$ is
given by
\[
\frac{dV_t^a(\pi_1, (k, c))}{d\pi_1}_{|\pi_1=0, c\in[0,1]} = (1 + k) + \beta \left( 2\pi_1 k \gamma_{t-1} + (c \gamma_{t-1} + (k+1) \alpha_{t-1}) \right)_{|\pi_1=0, c\in[0,1]} = 1 + \beta (c \gamma_{t-1} + \alpha_{t-1})_{|c\in[0,1]}.
\] (A.6)

Since \(\alpha_{t-1}, \gamma_{t-1} \geq 0\) and \(c \in [0,1]\), the first derivative of \(V_t^a\), when \(\pi_2\) is fixed, is positive and hence \(V_t^a\) is increasing in \(\pi_1\) when \(\pi_2\) is constant. Likewise, \(V_t^a\) is increasing in \(\pi_2\) when \(\pi_1\) is constant. Together, we have, \(V_t^a\) is increasing in \(\pi_1\) along the axis \((k,c)\) for \(k \geq 0\).

From (A.2), \(V_t^p\) along \((k,c)\) is given by,
\[
V_t^p(\pi_1, (k,c)) = W + \beta V_{t-1}(T(\pi_1), T(\pi_1 k + c))
= W + \beta V_{t-1}(T(\pi_1), T(\pi_1) k + c^*)
= W + \beta V_{t-1}(T(\pi_1), (k, c^*))
\] (A.7)

where \(c^* = c(p-r) + r(1-k)\). From the relationship between \(\pi_1\) and \(T(\pi_1)\), \(V_t^p\) along \((k,c)\) is one-on-one and sequentially mapped\(^{15}\) to \(V_{t-1}\) along the parallel axis \((k,c^*)\).

The second derivative of \(V_t^p\) is given by
\[
\frac{d^2V_t^p(\pi_1, (k,c))}{d\pi_1^2}_{|\pi_1} = \beta(p-r)^2 \frac{d^2V_{t-1}(\pi_1, (k,c^*))}{d\pi_1^2} \bigg|_{\pi_1=p-r+r}.
\] (A.8)

When \(k \geq 0\), since \(V_{t-1}\) is convex, \(\frac{d^2V_{t-1}(\pi_1, (k,c^*))}{d\pi_1^2} \geq 0\). Thus \(V_t^p\) is convex in \(\pi_1\) along \((k,c)\) for \(k \geq 0\). The first derivative is given by
\[
\frac{dV_t^p(\pi_1, (k,c))}{d\pi_1} \bigg|_{\pi_1} = \beta(p-r) \frac{dV_{t-1}(\pi_1, (k,c^*))}{d\pi_1} \bigg|_{\pi_1=p-r+r}.
\] (A.9)

Thus, \(V_{t-1}\) is increasing in \(\pi_1\) along \((k,c)\) for \(k \geq 0\), \(V_t^p\) is also increasing in \(\pi_1\) along \((k,c)\) for \(k \geq 0\).

\(^{15}\)In addition to the passivity reward, \(W\) and the discount factor, \(\beta\).
When \( k < 0 \), \( V_{t-1} \) is piecewise concave in \( \pi_1 \) along \((k, c^*)\). Consider any interval \( \pi_1 \in [x, y] \) in which \( V_{t-1}(\pi_1, (k, c^*)) \) is concave in \( \pi_1 \). From the second derivative relationship in (A.8), \( V^p_t(\pi_1, (k, c)) \) is concave in the interval \( \pi_1 \in [T^{-1}(x), T^{-1}(y)] \), where \( T^{-1}(z) = \frac{e^{p-r}z}{p-r} \) is the inverse of the (one-step) evolution operator under idle decision, with \( T^{-(k+1)}(z) = T^{-1}(T^{-k}(z)) \). Thus, since \( V^p_t \) along \((k, c)\) is one-on-one and sequentially mapped to \( V_{t-1} \) along the parallel axis \((k, c^*)\), \( V_{t-1} \) is piecewise concave in \( \pi_1 \) along \((k, c^*) \) for \( k < 0 \).

When \( k = -1 \), the mapping between \( V^p_t \) and \( V_{t-1} \) can be shown to be symmetric about the axis \( \pi_1 = \pi_2 \), i.e.,

\[
\begin{align*}
V^a_t(\pi_1 = \frac{c}{2} + \delta, (-1, c)) &= W + \beta V_{t-1}(\pi_1 = \frac{c^*}{2} + \delta^* ,(-1, c^*)) \\
V^p_t(\pi_1 = \frac{c}{2} - \delta , (-1, c)) &= W + \beta V_{t-1}(\pi_1 = \frac{c^*}{2} - \delta^*, (-1, c^*)) \quad (A.10)
\end{align*}
\]

where \( \delta, \delta^* \geq 0 \) and \( \delta = 0 \Leftrightarrow \delta^* = 0 \). Thus, since \( V_{t-1}(\pi_1, (-1, c^*)) \) attains the unique maximum at \( \pi_1 = \pi_2 \), \( V^p_t(\pi_1, (-1, c)) \) also attains the maximum (also unique) at \( \pi_1 = \pi_2 = \frac{c}{2} \).

Having obtained the structural properties of \( V^a_t \) and \( V^p_t \) under hypothesis \((H_1)\), we now proceed to show that \( V_t \) satisfies the properties assumed for \( V_{t-1} \) in \((H_1)\).

Recall the finite horizon total discounted reward function expression from (A.2);

\[
V_t(\pi_1, \pi_2) = \max\{V^a_t(\pi_1, \pi_2), V^p_t(\pi_1, \pi_2)\}. \quad (A.11)
\]

Along the axis \((k, c)\), for \( k \geq 0 \), \( V^a_t \) and \( V^p_t \) are both convex and increasing in \( \pi_1 \). Thus \( V_t \) is also convex and increasing in \( \pi_1 \) for \( k \geq 0 \). For \( k < 0 \), \( V^a_t \) is concave and \( V^p_t \) is piecewise concave. Thus \( V_t \) is piecewise concave for \( k < 0 \) since the maximum of a concave and a piecewise concave function is piecewise concave. For \( k = -1 \),
$V^a_t$, being a concave and symmetric function in $\pi_1$, attains the unique maximum at $\pi_1 = \pi_2 = \frac{c}{2}$. Since $V^p_t$ also attains the unique maximum at $\pi_1 = \pi_2 = \frac{c}{2}$, $V_t$ attains the unique maximum at $\pi_1 = \pi_2 = \frac{c}{2}$. Since $V^p_t$ also attains the unique maximum at $\pi_1 = \pi_2 = \frac{c}{2}$, $V_t$ attains the unique maximum at $\pi_1 = \pi_2 = \frac{c}{2}$. Now consider the terminal reward $V_1(\pi_1, \pi_2) = \max\{\pi_1 + \pi_2, W\}$. It can be readily seen that $V_1$ satisfies the induction hypothesis $(H_1)$. It follows that, using induction, $V_t(\pi_1, \pi_2)$, for any $t$, satisfies the properties in $(H_1)$. Using (A.1), the infinite horizon total discounted reward satisfies the properties identified in the lemma. Using the properties of $V$ thus established and using arguments along the lines of the preceding induction based proof, the properties of $V^a, V^p, \gamma$ and $\alpha$ identified in the lemma statement can also be established.

A.2 Proof of Proposition 3

Recall (proof of Lemma 3) the notion of studying reward functions by sweeping over $\pi_1$ with $\pi_2$ along specific axes $\pi_2 = \pi_1 k + c$ for $k, c \in \mathbb{R}$. We repeat this approach in this proof.

Consider the region $R_I$. This region can be covered by sweeping over $\pi_1 \geq \pi_{ss}$ along the axes $\pi_2 = \pi_1 k + \pi_{ss}(1 - k)$, for $k \geq 0$. Note that these axes pass through the steady state $(\pi_{ss}, \pi_{ss})$. Note from lemma 6 that the evolution $(T(.)$) of a state along an axis passing through the steady state maps to a state on the same axis. Thus, since the axis $\pi_2 = \pi_1 k + \pi_{ss}(1 - k)$ passes through the steady state, $(T(\pi_1), T(\pi_1 k + \pi_{ss}(1 - k))) = (T(\pi_1), T(\pi_1)k + \pi_{ss}(1 - k))$, i.e., the axis $(k, c) = (k, \pi_{ss}(1 - k))$ is preserved upon $T(.)$ operation. This property is crucial in establishing the proposition. Call this property $(E)$. Fix the axis $\pi_2 = \pi_1 k + \pi_{ss}(1 - k)$, for $k \geq 0$, until noted otherwise. Now, by definition, $(\pi_{ss}, \pi_{ss}) \in A$ iff $V^a(\pi_{ss}, \pi_{ss}) \geq V^p(\pi_{ss}, \pi_{ss})$. Denote $(\pi_{ss}, \pi_{ss})$ simply by $\pi_{ss}$. Consider the case $V(\pi_{ss}) = V^a(\pi_{ss}) = V^p(\pi_{ss})$. With
\[ V^p(\pi_{ss}) = W + \beta V(\pi_{ss}) = W + \beta V^p(\pi_{ss}), \] we have \[ V^p(\pi_{ss}) = \frac{W}{1 - \beta}. \] Therefore \[ V(\pi_{ss}) = V^a(\pi_{ss}) = \frac{W}{1 - \beta}. \] We now proceed to show that \( \exists \delta > 0 \) such that, for \( \pi_1 \in [\pi_{ss}, \pi_{ss} + \delta] \), \[ V^a(\pi_1, \pi_1 k + \pi_{ss}(1 - k)) \geq V^p(\pi_1, \pi_1 k + \pi_{ss}(1 - k)). \] Assume the preceding statement is not true. Then \( \exists \delta^* > 0 \) such that, for \( \pi_1 \in [\pi_{ss}, \pi_{ss} + \delta^*], V^a(\pi_1, \pi_1 k + \pi_{ss}(1 - k)) < V^p(\pi_1, \pi_1 k + \pi_{ss}(1 - k)). \) Therefore, for \( \pi_1 \in [\pi_{ss}, \pi_{ss} + \delta^*], V^p(\pi_1, \pi_1 k + \pi_{ss}(1 - k)) = W + \beta V(T(\pi_1), T(\pi_1 k + \pi_{ss}(1 - k))) = W + \beta V^p(T(\pi_1), T(\pi_1 k + \pi_{ss}(1 - k))) \) since, from Lemma 4, \( \pi_{ss} \leq T(\pi_1) \leq \pi_1 \leq \pi_{ss} + \delta^* \). Applying property (E) here, we have \[ V^p(\pi_1, \pi_1 k + \pi_{ss}(1 - k)) = W + \beta V^p(T(\pi_1), T(\pi_1 k + \pi_{ss}(1 - k))). \] In the rest of this proof, since the axis \((k, \pi_{ss}(1 - k))\) is preserved upon \( T(\cdot) \) operation, we skip the second argument in the reward functions. Now, recall that \( V^a(\pi_1) \) is increasing in \( \pi_1 \) along the axis considered, i.e., when \( k \geq 0 \). Thus \( V^a(\pi_1) \geq \frac{W}{1 - \beta}, \forall \pi_1 \in [\pi_{ss}, 1]. \) Thus \( V^p(\pi_1) > \frac{W}{1 - \beta} \) for \( \pi_1 \in [\pi_{ss}, \pi_{ss} + \delta^*]. \) This implies \( V^p(T(\pi_1)) > \frac{W}{1 - \beta} \) since \( V^p(\pi_1) = W + \beta V^p(T(\pi_1)). \) Using this argument recursively, \( V^p(T^k(\pi_1)) > \frac{W}{1 - \beta}, \) for \( k \geq 0 \) when \( \pi_1 \in [\pi_{ss}, \pi_{ss} + \delta^*]. \) Thus \( V^p(\pi_{ss}) > \frac{W}{1 - \beta}. \) This is a contradiction to the fact \( V^p(\pi_{ss}) = \frac{W}{1 - \beta}. \) Thus, when \( V^a(\pi_{ss}) = V^p(\pi_{ss}), \exists \delta > 0 \) such that, for \( \pi_1 \in [\pi_{ss}, \pi_{ss} + \delta], V^a(\pi_1) \geq V^p(\pi_1). \) Now, consider the case \( V(\pi_{ss}) = V^a(\pi_{ss}) > V^p(\pi_{ss}). \) It can be trivially shown that \( V^a, V^p \) and \( V \) are continuous functions in the state space \((\pi_1, \pi_2) \in [0, 1]^2. \) Thus, with \( V^a(\pi_{ss}) > V^p(\pi_{ss}), \exists \delta > 0 \) such that, for \( \pi_1 \in [\pi_{ss}, \pi_{ss} + \delta], V^a(\pi_1) > V^p(\pi_1). \) Together, when \( (\pi_{ss}) \in A, \exists \delta > 0 \) such that, for \( \pi_1 \in [\pi_{ss}, \pi_{ss} + \delta], V^a(\pi_1) \geq V^p(\pi_1). \) Note that \( V^p(\pi_1) = W + \beta V(T(\pi_1)). \) For \( \pi_1 \in [\pi_{ss}, T^{-1}(\pi_{ss} + \delta)], \) we have \( V^p(\pi_1) = W + \beta V(T(\pi_1)) = W + \beta V^a(T(\pi_1)). \) Thus, for \( \pi_1 \in [\pi_{ss}, T^{-1}(\pi_{ss} + \delta)], V^p(\pi_1) = W + \beta V^a(T(\pi_1)). \) The first derivative of \( V^p \)
with respect to \( \pi_1 \), for \( \pi_1 \in [\pi_{ss}, T^{-1}(\pi_{ss} + \delta)] \), is now given by

\[
\frac{dV^p(\pi_1)}{d\pi_1} \bigg|_{\pi_1} = \beta(p - r) \frac{d(V^a(\pi_1))}{d\pi_1} \bigg|_{\pi_1(p-r)+r} \leq \beta(p - r) \frac{d(V^a(\pi_1))}{d\pi_1} \bigg|_{\pi_1} \leq \frac{d(V^a(\pi_1))}{d\pi_1} \bigg|_{\pi_1}.
\] (A.12)

Note that, by convexity of \( V^a \) in the axis considered (lemma 5), slope of \( V^a(\pi_1) \) increases with \( \pi_1 \). This, along with the relation \( \pi_{ss} \leq T(\pi_1) \leq \pi_1 \) (lemma 6), is used in the second inequality.

Thus for \( \pi_1 \in [\pi_{ss}, T^{-1}(\pi_{ss} + \delta)] \), \( \frac{dV^p(\pi_1)}{d\pi_1} \leq \frac{dV^a(\pi_1)}{d\pi_1} \). This along with \( V^a(\pi_{ss}) \geq V^p(\pi_{ss}) \) leads to \( V^a(\pi_1) \geq V^p(\pi_1) \) for \( \pi_1 \in [\pi_{ss}, T^{-1}(\pi_{ss} + \delta)] = [\pi_{ss}, \pi_{ss} + \frac{\delta}{p - \gamma}] \). By repeating the preceding arguments, for \( \pi_1 \in [\pi_{ss}, T^{-1}(\pi_{ss} + \frac{\delta}{p - \gamma})] = [\pi_{ss}, \pi_{ss} + \frac{\delta}{(p - \gamma)^2}] \), recursively, for \( l = 2, 3 \ldots \), we have \( V^a(\pi_1) \geq V^p(\pi_1) \), \( \forall \pi_1 \geq \pi_{ss} \) along the axis \( \pi_2 = \pi_1 k + \pi_{ss}(1-k), k \geq 0 \), i.e., \( V^a(\pi_1) \geq V^p(\pi_1) \), \( \forall (\pi_1, \pi_2) \in [\pi_{ss}, 1]^2 \).

This proves the first part of the proposition.

Consider the region \( R_{11}^1 \). We proceed to show thresholdability in this region when \( \pi_{ss} \in A \). Note that \( R_{11}^1 \) is covered by sweeping over \( \pi_1 \in [0, \pi_{ss}] \) along the axis \( \pi_2 = \pi_1 k + \pi_{ss}(1-k) \), for \( k \in [-1, 0] \). Consider one such axis, i.e., fix a \( k \in [-1, 0] \) and \( \pi_2 = \pi_1 k + \pi_{ss}(1-k) \) until noted otherwise. As before, since the axis \( \pi_2 = \pi_1 k + \pi_{ss}(1-k) \) passes through the steady state, the evolution of any state along this axis maps to a state on the same axis. We therefore do not explicitly refer to \( \pi_2 \) or the axis in the subsequent analysis. The reward function \( V^a \) is now given as

\[
V^a(\pi_1) = \pi_1 (1+k) + \pi_{ss}(1-k) + \beta(\pi_1^2 \gamma + \pi_1 (\pi_{ss}(1-k)\gamma + \alpha(1+k)) + \pi_{ss}(1-k)\alpha + V_{rr})
\] (A.13)
where the quantities $\gamma$ and $\alpha$ are defined in section B. The first derivative of $V^a$ with respect to $\pi_1$ is given as

$$
\frac{dV^a(\pi_1)}{d\pi_1} = (1 + k)[1 + \beta \alpha] + \beta \gamma[\pi_{ss}(1 - k) + 2\pi_1k] 
$$  \hspace{1cm} (A.14)

Note that since $\alpha \geq 0$, $\gamma \geq 0$ (lemma 5) and $k \in [-1, 0]$, $\frac{dV^a}{d\pi_1} \geq 0$ when $\pi_1 \leq \pi_{ss}$.

With $\pi_{ss} \in A$, we have either $V^a(\pi_{ss}) = V^p(\pi_{ss})$ or $V^a(\pi_{ss}) > V^p(\pi_{ss})$. In the former case, $V(\pi_{ss}) = V^a(\pi_{ss}) = V^p(\pi_{ss}) = \frac{W}{1-\beta}$. Since $\frac{dV^a(\pi_1)}{d\pi_1} \geq 0$, $V^a(\pi_1) \leq \frac{W}{1-\beta}$, for $\pi_1 \in [0, \pi_{ss}]$. Note that $V(\pi_1) \geq \frac{W}{1-\beta}$ for any $\pi_1$.\(^{16}\) Thus $V^p(\pi_1) = W + \beta V(T(\pi_1)) \geq \frac{W}{1-\beta}$. Therefore, when $V^a(\pi_{ss}) = V^p(\pi_{ss})$, $\pi^*_1 \in [0, \pi_{ss})$ such that $V^a(\pi^*_1) > V^p(\pi^*_1)$. Thus $V^a(\pi_1) < V^p(\pi_1) \forall \pi_1 \in [0, \pi_{ss})$. Thus $R^1_{II} \in P$ when $V^a(\pi_{ss}) = V^p(\pi_{ss})$. Arguing along similar lines, we have $R^2_{II} \in P$ when $V^a(\pi_{ss}) = V^p(\pi_{ss})$. This establishes the second part of the proposition.

Now, consider the case $V^a(\pi_{ss}) > V^p(\pi_{ss})$. Consider the case when $\exists \pi_1 \in [0, \pi_{ss})$ such that $V^a(\pi_1) = V^p(\pi_1)$. Let $\pi^*_1 = \arg\max_{\pi_1 \in [0, \pi_{ss})}(V^a(\pi_1) = V^p(\pi_1))$. Then, since $V^a$ and $V^p$ are continuous functions, $V^a(\pi_1) \geq V^p(\pi_1)$, for $\pi_1 \in [\pi^*_1, \pi_{ss})$. Consider $\pi_1 \in [T^{-1}(\pi^*_1), \pi_{ss})$. The first derivative of $V^p$ in this region is given by

$$
\frac{dV^p(\pi_1)}{d\pi_1} = \beta(p - r) \frac{d(V^a(\pi_1))}{d\pi_1} \bigg|_{\pi_1(p-r)+r} 
$$

$$
\leq \beta(p - r) \frac{d(V^a(\pi_1))}{d\pi_1} 
$$

$$
\leq \frac{d(V^a(\pi_1))}{d\pi_1}. 
$$  \hspace{1cm} (A.15)

Note that the first equality uses $V(T(\pi_1)) = V^a(T(\pi_1))$ when $\pi_1 \in [T^{-1}(\pi^*_1), \pi_{ss})$.

The second inequality uses the fact that $\pi_1(p - r) + r \geq \pi_1$ when $\pi_1 \leq \pi_{ss}$ in addition to the concavity property of $V^a$ along the axis considered (note $k \in [-1, 0])$. The

\(^{16}\)Since the reward corresponding to the decision: inactivate at all times = $\frac{W}{1-\beta}$.
third inequality follows from the discussion alongside (A.14) that \( \frac{d(V^u(\pi_1))}{d\pi_1} \geq 0 \) along the considered axis. Thus \( \frac{dV^p(\pi_1)}{d\pi_1} \leq \frac{d(V^u(\pi_1))}{d\pi_1} \) for \( \pi_1 \in [T^{-1}(\pi_1^*), \pi_{ss}] \). This, along with \( V^a(\pi_1^*) = V^p(\pi_1^*) \Rightarrow V^a(\pi_1) \leq V^p(\pi_1) \) when \( \pi_1 \in [T^{-1}(\pi_1^*), \pi_1^*] \). Now, consider \( \pi_1 \in [T^{-2}(\pi_1^*), T^{-1}(\pi_1^*)] \). Thus \( V^a(T(\pi_1)) \leq V^p(T(\pi_1)) \) since \( T(\pi_1) \in [T^{-1}(\pi_1^*), \pi_1^*] \).

Thus, the first derivative of \( V^p \) for \( \pi_1 \in [T^{-2}(\pi_1^*), T^{-1}(\pi_1^*)] \) is given by

\[
\frac{dV^p(\pi_1)}{d\pi_1} = \beta \frac{dV(T(\pi_1))}{d\pi_1} = \beta \frac{dV^p(T(\pi_1))}{d\pi_1}
\]

\[
= \beta(p-r) \frac{d(V^p(\pi_1))}{d\pi_1} \big|_{\pi_1(p-r)+r}
\]

\[
\leq \beta(p-r) \frac{d(V^a(\pi_1))}{d\pi_1} \big|_{\pi_1(p-r)+r}
\]

\[
\leq \frac{d(V^a(\pi_1))}{d\pi_1} \big|_{\pi_1(p-r)+r}
\]

\[
\leq \frac{d(V^a(\pi_1))}{d\pi_1} \]  \hspace{1cm} (A.16)

where we have used the results \( V^a(x) \leq V^p(x) \) when \( x \in [T^{-1}(\pi_1^*), \pi_1^*] \) in the first equality, \( \frac{dV^p(\pi_1)}{d\pi_1} \leq \frac{d(V^a(\pi_1))}{d\pi_1} \) for \( \pi_1 \in [T^{-1}(\pi_1^*), \pi_{ss}] \) in the third inequality and the concavity property of \( V^a \) in the last inequality. Thus \( \frac{dV^p(\pi_1)}{d\pi_1} \leq \frac{d(V^a(\pi_1))}{d\pi_1} \) for \( \pi_1 \in [T^{-2}(\pi_1^*), T^{-1}(\pi_1^*)] \). Since \( V^a(\pi_1) \leq V^p(\pi_1) \) when \( \pi_1 \in [T^{-1}(\pi_1^*), \pi_1^*] \), we now have \( V^a(\pi_1) \leq V^p(\pi_1) \) when \( \pi_1 \in [T^{-2}(\pi_1^*), T^{-1}(\pi_1^*)] \). Repeating the preceding arguments for \( \pi_1 \in [T^{-l+1}(\pi_1^*), T^{-l}(\pi_1^*)] \) for \( l = 2, 3 \ldots \) recursively, we have \( V^a(\pi_1) \leq V^p(\pi_1) \) when \( \pi_1 \in [0, \pi_1^*] \) and \( V^a(\pi_1) > V^p(\pi_1) \) when \( \pi_1 \in [\pi_1^*, \pi_{ss}] \). If \( \not\exists \) a \( \pi_1 \in [0, \pi_{ss}] \) such that \( V^a(\pi_1) = V^p(\pi_1) \), then since \( V^a(\pi_{ss}) > V^p(\pi_{ss}) \) and since \( V^a \) and \( V^p \) are continuous functions, \( V^a(\pi_1) > V^p(\pi_1) \) for all \( \pi_1 \in [0, \pi_{ss}] \). Region \( R^2_{II} \) can be characterized along similar lines when \( V^a(\pi_{ss}) > V^p(\pi_{ss}) \).

The proposition thus follows.
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A.3 Proof of Proposition 4

Along the lines of the proof of Proposition 3, we will traverse the two-dimensional state space by sweeping over $\pi_1$ with $\pi_2$ along specific axes $\pi_2 = \pi_1 k + \pi_{ss}(1 - k)$ that pass through the steady state $(\pi_{ss}, \pi_{ss})$. Since the $T(.)$ operator preserves the axis, we skip the second argument in the reward functions throughout this proof. Also, denote the steady state simply by $\pi_{ss}$. Now, since the two-user broadcast is Type-II, we have $V^a(\pi_{ss}) < V^p(\pi_{ss})$. This implies $V(\pi_{ss}) = V^p(\pi_{ss}) = \frac{W}{1 - \beta}$. Consider the axis $\pi_2 = \pi_1 k + \pi_{ss}(1 - k)$, for $k \geq 0$. Along this axis, from Lemma 3, $V^a(\pi_1)$ is increasing in $\pi_1$. Thus, with $V^a(\pi_{ss}) < V^p(\pi_{ss}) = \frac{W}{1 - \beta}$, we have, for $\pi_1 \leq \pi_{ss}$, $V^a(\pi_1) < \frac{W}{1 - \beta}$. Since $V^p(\pi_1) \geq \frac{W}{1 - \beta}$ for any $\pi_1$, we have $V^p(\pi_1) > V^a(\pi_1)$, $\forall \pi_1 \in [0, \pi_{ss}]$. Thus $(\pi_1, \pi_2) \in \mathcal{P}$, for $\pi_1 \leq \pi_{ss}$, $\pi_2 \leq \pi_{ss}$. Consider the axis $\pi_2 = \pi_1 k + \pi_{ss}(1 - k)$, for $k \in [-1, 0]$. We now show that $V^a$ is increasing in $\pi_1$ for $\pi_1 \in [0, \pi_{ss}]$. From the proof of lemma 5, the first derivative of $V^a$ along an axis $(k, c)$ is given by

$$
\frac{dV^a(\pi_1, (k, c))}{d\pi_1} = (1 + k) + \beta \left( 2\pi_1 k \gamma + (c \gamma + (k + 1)\alpha) \right)
$$

(A.17)

Thus along $\pi_2 = \pi_1 k + \pi_{ss}(1 - k)$, the slope, obtained by substituting $c = \pi_{ss}(1 - k)$, is $(1 + k) + \beta \left( \gamma(2k\pi_1 + \pi_{ss}(1 - k)) + (1 + k)\alpha \right)$. The slope is positive if $2k\pi_1 + \pi_{ss}(1 - k) \geq 0$. This is true since $k \in [-1, 0]$ and $\pi_1 \in [0, \pi_{ss}]$. Thus, along the axis $\pi_2 = \pi_1 k + \pi_{ss}(1 - k)$, for $k \in [-1, 0]$, $V^a(\pi_1)$ is increasing in $\pi_1$ for $\pi_1 \in [0, \pi_{ss}]$. Therefore, arguing along the lines of the $k \geq 0$ case, since $V^a(\pi_{ss}) < V^p(\pi_{ss})$, we have $V^a(\pi_1) < V^p(\pi_1)$ for $\pi_1 \in [0, \pi_{ss}]$ along the axis $\pi_2 = \pi_1 k + \pi_{ss}(1 - k)$, for $k \in [-1, 0]$, i.e., when $\pi_1 \in [0, \pi_{ss}]$ and $\pi_{ss} \leq \pi_2 \leq -\pi_1 + 2\pi_{ss}$. By symmetry, $V^a(\pi_1) < V^p(\pi_1)$ for $\pi_2 \in [0, \pi_{ss}]$ and $\pi_{ss} \leq \pi_1 \leq -\pi_2 + 2\pi_{ss}$. This proves the first part of the proposition.
Consider the region $R_I$. Fix an axis $k \geq 0$ with $\pi_2 = \pi_1k + \pi_{ss}(1-k)$. With $V^a(\pi_{ss}) < V^p(\pi_{ss})$, consider the case when $\exists a \pi_1 \geq \pi_{ss}$ such that $V^a(\pi_1) = V^p(\pi_1)$. Let $\pi^*_1 = \arg\min_{\pi_1 \geq \pi_{ss}} (V^a(\pi_1) = V^p(\pi_1))$. Therefore, with $V^a(\pi_{ss}) < V^p(\pi_{ss})$, $V^a(\pi_1) \leq V^p(\pi_1)$ for $\pi_1 \in [\pi_{ss}, \pi^*_1]$. Since $V(\pi_{ss}) = V^p(\pi_{ss}), V^p(\pi_{ss}) = \frac{W}{1-\beta}$. Thus $V^p(\pi_1) = \frac{W}{1-\beta}$ for $\pi_1 \in [\pi_{ss}, \pi^*_1]$. Consider $\pi_1 \in [\pi^*_1, T^{-1}(\pi^*_1)]$. Since $T(\pi_1) \in [\pi_{ss}, \pi^*_1]$, $V^p(\pi_1) = W + \beta V^p(T(\pi_1)) = \frac{W}{1-\beta}$. Since $V^a$ is increasing in $\pi_1$ along the axis considered, with $V^a(\pi^*_1) = V^p(\pi^*_1)$ and $V^p(\pi_1) = V^p(\pi^*_1)$ for $\pi_1 \in [\pi^*_1, T^{-1}(\pi^*_1)]$, we have $V^a(\pi_1) \geq V^p(\pi_1)$ for $\pi_1 \in [\pi^*_1, T^{-1}(\pi^*_1)]$. Consider the first derivative of $V^p(\pi_1)$ for $\pi_1 \in [T^{-1}(\pi^*_1), T^{-2}(\pi^*_1)]$.

\[
\frac{dV^p(\pi_1)}{d\pi_1} \bigg|_{\pi_1} = \beta(p-r)\frac{d(V^a(\pi_1))}{d\pi_1} \bigg|_{\pi_1(p-r)+r} \\
\leq \beta(p-r)\frac{d(V^a(\pi_1))}{d\pi_1} \bigg|_{\pi_1} \\
\leq \frac{d(V^a(\pi_1))}{d\pi_1} \bigg|_{\pi_1} 
\]  

(A.18)

where the first equality comes from $T(\pi_1) \in [\pi^*_1, T^{-1}(\pi^*_1)]$ for $\pi_1 \in [\pi^*_1, T^{-1}(\pi^*_1)]$ and $V^a(\pi_1) \geq V^p(\pi_1)$ for $\pi_1 \in [\pi^*_1, T^{-1}(\pi^*_1)]$. The second inequality uses the convexity property of $V^a$ in the axis considered. Inequality (A.18) along with $V^a(T^{-1}(\pi^*_1)) \geq V^p(T^{-1}(\pi^*_1))$ gives $V^a(\pi_1) \geq V^p(\pi_1)$ for $\pi_1 \in [T^{-1}(\pi^*_1), T^{-2}(\pi^*_1)]$. Repeating the preceding arguments for $\pi_1 \in [T^{-l}(\pi^*_1), T^{-(l+1)}(\pi^*_1)]$ for $l = 2, 3, \ldots$ recursively, we have $V^a(\pi_1) \geq V^p(\pi_1)$ for $\pi_1 \in [\pi^*_1, 1]$ and $V^a(\pi_1) < V^p(\pi_1)$ for $\pi_1 \in [\pi_{ss}, \pi^*_1]$. If $\not\exists$ such a $\pi^*_1 \in [\pi_{ss}, 1]$, then, since $V^a$ and $V^p$ are continuous functions with $V^a(\pi_{ss}) < V^p(\pi_{ss})$, we have $V^a(\pi_1) < V^p(\pi_1)$ $\forall$ $\pi_1 \in [\pi_{ss}, 1]$. The proposition thus follows.
APPENDIX B

PROOFS FOR CHAPTER 3

B.1 Proof of Lemma 5

Recall the definition of the \( u \)-step belief evolution operator: \( T^u(x) = T(T^{(u-1)}(x)) = T^{(u-1)}(T(x)) \) with \( T(x) = xp + (1 - x)r = x(p - r) + r \) and \( T^0(x) = x \) for \( x \in [0,1] \) and \( u \in \{0,1,2,\ldots\} \). For \( u \in \{1,2,\ldots\} \), \( x \in [0,1] \),

\[
T^u(p) = T^{(u-1)}(p)p + (1 - T^{(u-1)}(p))r \\
T^{(u+1)}(x) = T^u(x)p + (1 - T^u(x))r \\
T^u(p) - T^{(u+1)}(x) = (p - r)(T^{(u-1)}(p) - T^u(x)).
\]  

(B.1)

Thus if, for \( u \in \{1,2,\ldots\} \), \( T^{(u-1)}(p) - T^u(x) \geq 0 \), then, since \( p > r \), we have \( T^u(p) - T^{(u+1)}(x) \geq 0 \). By induction, using \( p \geq T(x) = xp + (1 - x)r \) for any \( x \in [0,1] \), we have \( T^u(p) \geq T^{u+1}(x) \) for any \( u \in \{0,1,2,\ldots\} \) and \( x \in [0,1] \). The second inequality in the lemma can be proved along the same lines using \( r \leq T(x) = xp + (1 - x)r \).

Consider the third inequality. By definition, for any \( x, y \in [0,1] \), \( T^u(x) - T^u(y) = (p-r)(T^{(u-1)}(x) - T^{(u-1)}(y)) \). Thus, if \( T^{(u-1)}(x) - T^{(u-1)}(y) \), then \( T^u(x) - T^u(y) \geq 0 \). When \( x \geq y \), by induction, \( T^u(x) - T^u(y) \geq 0 \) for any \( u \in \{0,1,2,\ldots\} \). This establishes the third inequality.
Considering the last inequality, the belief evolution operator can be expressed as

\[ T^u(x) = T(T^{(u-1)}(x)) = T(T(T^{(u-2)}(x))) = x(p-r)^u + r\left(\frac{1-(p-r)^u}{1-(p-r)}\right) \]

\[ = \frac{r}{1-(p-r)} + (p-r)^u(x - \frac{r}{1-(p-r)}) \quad (B.2) \]

for \( u \in \{0, 1, 2, \ldots \} \) and \( x \in [0, 1] \). Thus \( T^u(p) = \frac{r}{1-(p-r)} + (p-r)^u[\frac{(p-r)(1-p)}{1-(p-r)}] \). Note that, since \( p > r \), \( T^u(p) \geq \frac{r}{1-(p-r)} \). Also, \( T^u(r) = \frac{r}{1-(p-r)} - (p-r)^u[\frac{(p-r)r}{1-(p-r)}] \leq \frac{r}{1-(p-r)}. \)

This establishes the last inequality in the lemma.

### B.2 Proof of Proposition 6

Let \( N = 3 \) users. Assume a deterministic ARQ delay of one time slot, i.e., \( P_{D}(d = 1) = 1 \) and \( P_{D}(d \neq 1) = 0 \). Let \( m = 4 \) and the users be indexed in decreasing order of their initial beliefs, i.e., \( \pi_m(1) \geq \pi_m(2) \geq \pi_m(3) \). The net expected reward corresponding to the greedy policy is given by

\[ V_4(\pi_4, \{\hat{A}_k\}_{k=1}^4) = \pi_4(1) + T(\pi_4(1)) \]

\[ + E_{f_4|\pi_4,a_4=1}[\hat{R}_2] + E_{f_3,f_4|\pi_4,a_4=1,a_3=1}[\hat{R}_1] \quad (B.3) \]

Note that since the delay is one slot, the first ARQ feedback comes at the end of slot 3. Thus, the greedy decision in both slots 4 and 3 is user 1. Also, the greedy scheduler has access to feedback \( f_4 \) only, at the beginning of slot 2 and both feedback \( f_4 \) and \( f_3 \), at the beginning of slot 1. Therefore, \( \hat{R}_2 \) is averaged over \( f_4 \) and \( \hat{R}_1 \) is averaged over \( f_4 \) and \( f_3 \). The average total reward under greedy policy can thus be evaluated by averaging over all realizations of \( f_4 \) and \( f_3 \). Table B.1 lists the belief values of the three users in slots 2 and 1 for various values of \( \{f_4, f_3\} \) along with the greedy decisions and immediate rewards in slots 2 and 1. Note from the table that
the belief value $\pi_2$ at slot 2 is a function of $f_4$ only, while $\pi_1$ at slot 1 is a function of both $f_4$ and $f_3$, consistent with the preceding discussion.

The probabilities of occurrence of the various realizations of $\{f_4, f_3\}$ are summarized below

$$P(f_4, f_3) = \begin{cases} 
\pi_4(1)p, & \text{if } \{f_4, f_3\} = \{1, 1\} \\
\pi_4(1)(1 - p), & \text{if } \{f_4, f_3\} = \{1, 0\} \\
(1 - \pi_4(1)r), & \text{if } \{f_4, f_3\} = \{0, 1\} \\
(1 - \pi_4(1))(1 - r), & \text{if } \{f_4, f_3\} = \{0, 0\}.
\end{cases} \tag{B.4}$$

Thus the net expected reward under the greedy policy is given by

$$V_4(\pi_4, \{\tilde{a}_k\}_{k=1}^4) = \pi_4(1) + T(\pi_4(2)) + \pi_4(1)p(2T(p)) + \pi_4(1)(1 - p)(T(p) + T^3(\pi_4(2))) + (1 - \pi_4(1))r(T^2(\pi_4(2)) + T(p)) + (1 - \pi_4(1))(1 - r)(T^2(\pi_4(2)) + T^3(\pi_4(2))) \tag{B.5}$$

Now, with $a^*_k$ indicating the optimal decision in slot $k$, consider the following policy $\tilde{\mathbf{a}}_k$ such that $\tilde{a}_4 = 1, \tilde{a}_3 = 2, \tilde{a}_2 = a^*_2, \tilde{a}_1 = a^*_1$. Since the ARQ delay is deterministic and equals one slot, the decision in slot 2 does not affect the reward in slot 1. Thus the greedy policy is optimal in slot 2. Trivially, greedy policy is optimal in slot 1, as well. Thus $a^*_2 = \tilde{a}_2, a^*_1 = \tilde{a}_1$. The average total reward under $\tilde{\mathbf{a}}_k$ is given by

$$V_4(\pi_4, \{\tilde{\mathbf{a}}_k\}_{k=1}^4) = \pi_4(1) + T(\pi_4(2)) + E_{f_4|\pi_4,a_4=1}[\tilde{R}_2] + E_{f_3,f_4|\pi_4,a_4=1,a_3=2}[\tilde{R}_1] = \pi_4(1) + T(\pi_4(2)) + E_{f_4|\pi_4,a_4=1}[\tilde{R}_2] + E_{f_3,f_4|\pi_4,a_4=1,a_3=2}[\tilde{R}_1] \tag{B.6}$$

We evaluate $V_4(\pi_4, \{\tilde{\mathbf{a}}_k\}_{k=1}^4)$ along the lines of the greedy net expected reward evaluation. Table B.2 summarizes the beliefs, scheduling decision $\tilde{a}_k$ and immediate rewards.
Table B.1: Belief values, scheduling decisions, immediate rewards in slots 2 and 1 for various realizations of ARQ feedback under the greedy policy.
Table B.2: Belief values, scheduling decisions, immediate rewards in slots 2 and 1 for various realizations of ARQ feedback under policy $\overline{\alpha}_k$.

In slots 2 and 1 for all the realizations of $\{f_4, f_3\}$ when $\{\tilde{a}_4, \tilde{a}_3\} = \{1, 2\}$. Users are once again ordered according to their initial belief values, i.e., $\pi_4(1) \geq \pi_4(2) \geq \pi_4(3)$.

Note from the table that the belief value $\pi_2$ at slot 2 is a function of $f_4$ only, while $\pi_1$ at slot 1 is a function of both $f_4$ and $f_3$, consistent with the ARQ delay profile.

The probabilities of occurrence of the various realizations of $\{f_4, f_3\}$ when $a_4 = 1, a_3 = 2$, are summarized below.

$$
P(f_4, f_3) = \begin{cases} 
\pi_4(1)T(\pi_4(2)), & \text{if } \{f_4, f_3\} = \{1, 1\} \\
\pi_4(1)(1 - T(\pi_4(2))), & \text{if } \{f_4, f_3\} = \{1, 0\} \\
(1 - \pi_4(1))T(\pi_4(2)), & \text{if } \{f_4, f_3\} = \{0, 1\} \\
(1 - \pi_4(1))(1 - T(\pi_4(2))), & \text{if } \{f_4, f_3\} = \{0, 0\}.
\end{cases}
$$

(B.7)
Thus, the net expected reward under policy $\tilde{\pi}_k$ is given by

$$V_4(\pi_4, \{\tilde{A}\}_{k=1}^4) = \pi_4(1) + T(\pi_4(2)) + \pi_4(1)T(\pi_4(2))(2T(p))$$

$$+ \pi_4(1)(1 - T(\pi_4(2)))(T(p) + T^2(p))$$

$$+ (1 - \pi_4(1))T(\pi_4(2))(T^2(\pi_4(2)) + T(p))$$

$$+ (1 - \pi_4(1))(1 - T(\pi_4(2)))(T^2(\pi_4(2)) + T^3(\pi_4(3)))$$

(B.8)

We now proceed to show that, for $N = 3$, deterministic ARQ delay $D = 1$ and horizon $m = 4$, $\exists p, r, \pi_4$ such that the net expected reward corresponding to policy $\tilde{\pi}_k$ is strictly higher than that of the greedy policy. The difference in reward, after

<table>
<thead>
<tr>
<th>$p$</th>
<th>$r$</th>
<th>$\pi_4$</th>
<th>$V_4(\pi_4, {\tilde{A}}_{k=1}^4)$</th>
<th>$V_4(\pi_4, {\tilde{A}}_{k=1}^4)$</th>
<th>$V_4(\pi_4, {\tilde{A}}_{k=1}^4)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9308</td>
<td>0.1797</td>
<td>[0.5216, 0.5130, 0.3305]</td>
<td>2.6368</td>
<td>2.6141</td>
<td>0.0227</td>
</tr>
<tr>
<td>0.8875</td>
<td>0.0186</td>
<td>[0.3416, 0.3310, 0.2648]</td>
<td>1.6155</td>
<td>1.5454</td>
<td>0.0701</td>
</tr>
</tbody>
</table>

Table B.3: Sample system parameters when the greedy policy is suboptimal. Number of users $N = 3$, deterministic delay $D = 1$, horizon $m = 4$ is used.
algebraic manipulations is given by

\[
V_4(\pi_4, \{\tilde{A}\}_{k=1}^4) - V_4(\pi_4, \{\hat{A}\}_{k=1}^4) \\
= (p - r)(\pi_4(2) - \pi_4(1)) \\
+ (p - r)^2(1 - \pi_4(1))\pi_4(3)(1 - r - (p - r)\pi_4(2))
\]

(B.9)

For the special case \(\pi_4(1) = \pi_4(2) = \frac{1}{2}\), we have

\[
V_4(\pi_4, \{\tilde{A}\}_{k=1}^4) - V_4(\pi_4, \{\hat{A}\}_{k=1}^4) \\
= \frac{(p - r)^3}{2}
\left(1 - \frac{p + r}{2}\right)\pi_4(3)
\]

(B.10)

For any \(p < 1\), since \(p > r\), \(V_4(\pi_4, \{\tilde{A}\}_{k=1}^4) > V_4(\pi_4, \{\hat{A}\}_{k=1}^4) \forall \pi_4(3) > 0\). With the net expected reward of the optimal policy being no less than \(V_4(\pi_4, \{\tilde{A}\}_{k=1}^4)\), we see that the greedy policy is not in general optimal. Table B.3 lists a few other values of \(p, r, \pi_4\) for which the greedy policy is suboptimal. This establishes the proposition.
C.1 Proof of Lemma 6

Let $\beta = [\beta_1 \beta_2 \beta_3]^T$, with $\beta_1 \leq \beta_2 \leq \beta_3$. Consider the inequality $p_3\beta \geq p_2\beta$. This can be rewritten as,

$$\beta_1 p_{31} + \beta_2 p_{32} + \beta_3 p_{33} \geq \beta_1 p_{21} + \beta_2 p_{22} + \beta_3 p_{23}$$

$$\Leftrightarrow \beta_1 (p_{31} - p_{21}) \geq \beta_2 (p_{22} - p_{32}) + \beta_3 (p_{33} - p_{23})$$

$$\Leftrightarrow \beta_1 (p_{21} - p_{31}) \leq -\beta_2 (p_{22} - p_{32}) + \beta_3 (p_{33} - p_{23}) \quad \text{(C.1)}$$

Since $\beta_2 \geq \beta_1$, it is now sufficient to prove $\beta_2 (p_{21} - p_{31} + p_{22} - p_{32}) \leq \beta_3 (p_{33} - p_{23})$, i.e., $\beta_2 (p_{33} - p_{23}) \leq \beta_3 (p_{33} - p_{23})$ which is indeed true. Consider the inequality $p_2\beta \geq p_1\beta$,

$$\beta_1 p_{21} + \beta_2 p_{22} + \beta_3 p_{23} \geq \beta_1 p_{11} + \beta_2 p_{12} + \beta_3 p_{13}$$

$$\Leftrightarrow \beta_2 + p_{23}(\beta_3 - \beta_2) - p_{21}(\beta_2 - \beta_1) \geq \beta_2 + p_{13}(\beta_3 - \beta_2) - p_{11}(\beta_2 - \beta_1) \quad \text{(C.2)}$$

The last inequality is indeed true, since $p_{23} \geq p_{13}$, $p_{21} \leq p_{11}$ and $\beta_3 \geq \beta_2 \geq \beta_1$. Thus if $\beta_1 \leq \beta_2 \leq \beta_3$ and $\beta = [\beta_1 \beta_2 \beta_3]^T$,

$$p_3\beta \geq p_2\beta \geq p_1\beta \quad \text{(C.3)}$$
We can write, for $i \in 1, 2, 3$, $p_i P^{k+1} \alpha = p_i [p_1 P^k \alpha \ p_2 P^k \alpha \ p_3 P^k \alpha]^T$. Thus if $p_1 P^k \alpha \leq p_2 P^k \alpha \leq p_3 P^k \alpha$, we have, using (C.3), $p_1 P^{k+1} \alpha \leq p_2 P^{k+1} \alpha \leq p_3 P^{k+1} \alpha$.

Since $\alpha_1 = 0 \leq \alpha_2 \leq \alpha_3 = 1$, the lemma is established using induction.

### C.2 Proof of Lemma 7 and Lemma 8

Consider $p_3 P^{k+1} \alpha = p_{31} p_1 P^k \alpha + p_{32} p_2 P^k \alpha + p_{33} p_3 P^k \alpha$. Since $p_1 P^k \alpha \leq p_2 P^k \alpha \leq p_3 P^k \alpha$ from Lemma 6, we have $p_3 P^{k+1} \alpha \leq p_3 P^k \alpha$. Lemma 8 can be proved similarly.

### C.3 Proof of Lemma 9

Let $p_2 P^k[001]^T \leq p_2 P^{k-1}[001]^T$. Multiplying both sides by $p_{22}$ and adding to both sides $p_{21} p_1 P^{k-1}[001]^T + p_{23} P^k[001]^T$,

$$p_{21} p_1 P^{k-1}[001]^T + p_{22} p_2 P^k[001]^T + p_{23} P^k[001]^T \leq p_2 P^k[001]^T \quad (C.4)$$

If we show that $p_{21} p_1 P^k[001]^T + p_{23} P^k[001]^T \leq p_{21} p_1 P^{k-1}[001]^T + p_{23} P^{k-1}[001]^T$, then using (C.4), $p_{21} p_1 P^k[001]^T + p_{22} p_2 P^k[001]^T + p_{23} P^k[001]^T \leq p_2 P^k[001]^T$, i.e, $p_2 P^{k+1}[001]^T \leq p_2 P^k[001]^T$. Consider the inequality

$$p_{21} p_1 P^k[001]^T + p_{23} P^k[001]^T \leq p_{21} p_1 P^{k-1}[001]^T + p_{23} P^{k-1}[001]^T$$

$$\Rightarrow p_2 P^{k+1}[001]^T - p_{22} p_2 P^k[001]^T \leq p_2 P^k[001]^T - p_{22} P^{k-1}[001]^T$$

$$\Rightarrow p_2 (P^{k+1}[001]^T - P^k[001]^T) \leq p_{22} (p_2 P^k[001]^T - p_2 P^{k-1}[001]^T)$$

$$\Rightarrow p_2 P^{k+1}[001]^T \leq p_2 P^k[001]^T \quad (C.5)$$

where the last inequality is from the initial assumption that $p_2 P^k[001]^T - p_2 P^{k-1}[001]^T \leq 0$.

With $p_2 P^1[001]^T \leq p_2 P^0[001]^T$, i.e, $p_2 P[001]^T \leq p_{23}$, using induction, we have the $p_2 P^{k+1}[001]^T \leq p_2 P^k[001]^T \forall k \geq 0$. Since steady state exists, by the definition
of steady state, \( \lim_{k \to \infty} P^k = \begin{bmatrix} \pi_{ss} \\ \pi_{ss} \\ \pi_{ss} \end{bmatrix} \). Thus \( p_2 \lim_{k \to \infty} P^k[001]^T = \pi_{ss}(3) \) and \( \pi_{ss}(3) \leq p_{23} \) by the monotonic decrease property of \( p_2 P^k[001]^T \). Also note that the direction of the inequalities throughout this proof can be changed and we can prove that \( p_2 P^k[001]^T \) monotonically increases to \( \pi_{ss}(3) \) as \( k \to \infty \) if \( p_2 P[001]^T \geq p_{23} \). This establishes that \( p_2 P[001]^T \leq p_{23} \) is a necessary condition for the first part of the Lemma to hold.

### C.4 Proof of Proposition 15

Let the probability transition matrix satisfy the following conditions:

\[
\begin{align*}
    p_{12} &= p_{22} = p_{32} \\
    p_{23}p_{31} &\geq p_{21}p_{13}
\end{align*}
\]

The preceding inequality along with condition (C.6) is equivalent to condition (A) in Lemma 9. Thus under (C.6) and (C.7), both Lemma 9 and Lemma 10 hold true. From Lemma 9, \( p_{23} \geq \pi_{ss}(3) \). From (C.6), \( \pi_{ss}(2) = p_{22} \). Thus \( p_2 \alpha - \pi_{ss} \alpha = p_{22} \alpha_2 + p_{23} - \pi_{ss}(2) \alpha_2 - \pi_{ss}(3) = p_{23} - \pi_{ss}(3) \geq 0 \). The system is thus type I.

Consider a control interval \( m > 1 \) with belief vectors \( \pi_{m,1}, \pi_{m,2} \) and action \( a_m \). If we can show for any \( m \) that, assuming the greedy policy will be implemented in all the future control intervals, the greedy policy is optimal in control interval \( m \), then using induction from interval 1, where greedy is indeed optimal, we could establish the long term optimality of the greedy policy. Let \( \{ \mathbb{A}_k \}_{k \leq m-1} = \{ \bar{\mathbb{A}}_k \}_{k \leq m-1} \) and let \( S_k \) be the state vector such that \( S_k(i) \) is the state of the channel of user \( i \) in interval \( k \).
We rewrite the net expected reward as follows

\[
V_m(\pi_{m,1}, \pi_{m,2}; \{a_m, \{\hat{A}_k\}_{k \leq m-1}\}) = \pi_{m,a_m} \alpha \\
+ \sum_{S_m} P_{S_m|\pi_{m,1}, \pi_{m,2}}(S_m|\pi_{m,1}, \pi_{m,2}) \hat{V}_{m-1}(S_m, \hat{a}_{m-1}),
\]

where \( \hat{V}_{m-1} \) is the expected future reward conditioned on the state vector in control interval \( m \). The hat on this quantity emphasizes the use of the greedy policy in all \( k \leq m - 1 \). \( P_{S_m|\pi_{m,1}, \pi_{m,2}}(S_m|\pi_{m,1}, \pi_{m,2}) \) is the conditional probability of the current state vector \( S_m \) given the belief vectors \( \pi_{m,1}, \pi_{m,2} \). The scheduling decision in the next control interval, \( \hat{a}_{m-1} \), is based on the greedy policy and is a function of the ARQ feedback received in the current control interval \( k \), i.e., \( S_m(a_m) \). The decision logic was summarized in Proposition 10. We now proceed to compare the net expected reward when \( a_m = 1 \) and \( a_m = 2 \). The net expected reward when \( a_m = 1 \) is written as follows,
\[ V_m(\pi_{m,1}, \pi_{m,2}, \{a_m = 1, \{\hat{A}_k\}_{k \leq m-1}\}) \]
\[ = \pi_{m,1}\alpha + P_{S_m|\pi_{m,1}, \pi_{m,2}}(S_m = [1 ~ 1]| \pi_{m,1}, \pi_{m,2})\hat{V}_{m-1}(S_m = [1 ~ 1], \hat{a}_{m-1} = 2) \]
\[ + P_{S_m|\pi_{m,1}, \pi_{m,2}}(S_m = [1 ~ 2]| \pi_{m,1}, \pi_{m,2})\hat{V}_{m-1}(S_m = [1 ~ 2], \hat{a}_{m-1} = 2) \]
\[ + P_{S_m|\pi_{m,1}, \pi_{m,2}}(S_m = [1 ~ 3]| \pi_{m,1}, \pi_{m,2})\hat{V}_{m-1}(S_m = [1 ~ 3], \hat{a}_{m-1} = 2) \]
\[ + P_{S_m|\pi_{m,1}, \pi_{m,2}}(S_m = [2 ~ 1]| \pi_{m,1}, \pi_{m,2})\hat{V}_{m-1}(S_m = [2 ~ 1], \hat{a}_{m-1} = 1) \]
\[ + P_{S_m|\pi_{m,1}, \pi_{m,2}}(S_m = [2 ~ 2]| \pi_{m,1}, \pi_{m,2})\hat{V}_{m-1}(S_m = [2 ~ 2], \hat{a}_{m-1} = 1) \]
\[ + P_{S_m|\pi_{m,1}, \pi_{m,2}}(S_m = [2 ~ 3]| \pi_{m,1}, \pi_{m,2})\hat{V}_{m-1}(S_m = [2 ~ 3], \hat{a}_{m-1} = 1) \]
\[ + P_{S_m|\pi_{m,1}, \pi_{m,2}}(S_m = [3 ~ 1]| \pi_{m,1}, \pi_{m,2})\hat{V}_{m-1}(S_m = [3 ~ 1], \hat{a}_{m-1} = 1) \]
\[ + P_{S_m|\pi_{m,1}, \pi_{m,2}}(S_m = [3 ~ 2]| \pi_{m,1}, \pi_{m,2})\hat{V}_{m-1}(S_m = [3 ~ 2], \hat{a}_{m-1} = 1) \]
\[ + P_{S_m|\pi_{m,1}, \pi_{m,2}}(S_m = [3 ~ 3]| \pi_{m,1}, \pi_{m,2})\hat{V}_{m-1}(S_m = [3 ~ 3], \hat{a}_{m-1} = 1) \] \hfill (C.8)

Note that the scheduler uses the information of the state of the scheduled user (user 1) alone in the scheduling decisions, consistent with the problem setup. Also note that when \( S_m(1) = 2 \), the schedule is retained. This is consistent with the implementation structure of the greedy policy seen in Proposition 10, where the scheduler retains the scheduling choice even if \( F_2 \) is received. As was discussed in the same proposition, this is a greedy decision only if an user was never dropped in the past for giving feedback \( F_3 \). Since we are restricting to the class of schedulers that retains the schedule when \( F_3 \) is satisfied\textsuperscript{17}, this is indeed a greedy decision. Since the Markov channel statistics are identical across the users, we have \( \hat{V}_k(S_{k+1} = [x ~ y], \hat{a}_k = 1)) = \hat{V}_k(S_{k+1} = [y ~ x], \hat{a}_k = 2) \). Expanding the net expected reward when \( a_m = 2 \) along the lines of (C.8) and

\textsuperscript{17}This is the only instance in the proof where we constrain the search space.
using the preceding symmetry property, we have,

\[
V_m(\pi_{m,1}, \pi_{m,2}, \{a_m = 1, (\hat{A}_k)_{k \leq m-1}\}) - V_m(\pi_{m,1}, \pi_{m,2}, \{a_m = 2, (\hat{A}_k)_{k \leq m-1}\})
\]

\[=
\pi_{m,1}\alpha - \pi_{m,2}\alpha
\]

\[+
\left[\hat{V}_{m-1}(S_m = [3\ 2], \hat{a}_{m-1} = 1) - \hat{V}_{m-1}(S_m = [2\ 3], \hat{a}_{m-1} = 1)\right] \times
\left[\pi_{m,1}(3)\pi_{m,2}(2) - \pi_{m,1}(2)\pi_{m,2}(3)\right]
\]

(C.9)

Let \(\hat{a}_m\) indicate the greedy choice among the users in the current control interval, i.e.,

\(\hat{a}_m = \arg \max_{i \in \{1, 2\}} R_m(\pi_{m,i})\). Let \(\tilde{a}_m\) indicate the other user. The net expected reward can now be rewritten as,

\[
V_m(\pi_{m,1}, \pi_{m,2}, \{a_m = \hat{a}_m, (\hat{A}_k)_{k \leq m-1}\}) - V_m(\pi_{m,1}, \pi_{m,2}, \{a_m = \tilde{a}_m, (\hat{A}_k)_{k \leq m-1}\})
\]

\[=
\pi_{m,\hat{a}_m}\alpha - \pi_{m,\tilde{a}_m}\alpha
\]

\[+
\left[\hat{V}_{m-1}(S_m = [3\ 2], \hat{a}_{m-1} = 1) - \hat{V}_{m-1}(S_m = [2\ 3], \hat{a}_{m-1} = 1)\right] \times
\left[\pi_{m,\hat{a}_m}(3)\pi_{m,\tilde{a}_m}(2) - \pi_{m,\hat{a}_m}(2)\pi_{m,\tilde{a}_m}(3)\right]
\]

(C.10)

where, by definition, \(\pi_{m,\hat{a}_m}\alpha \geq \pi_{m,\tilde{a}_m}\alpha\). We now proceed to show that the quantity

\(\hat{V}_{m-1}(S_m = [3\ 2], \hat{a}_{m-1} = 1) - \hat{V}_{m-1}(S_m = [2\ 3], \hat{a}_{m-1} = 1)\) is non-negative. With

\(\hat{V}_k(S_{k+1} = [x\ y]) := \hat{V}_k(S_{k+1} = [x\ y], \hat{a}_k = 1)\), and expanding \(\hat{V}_{m-1}(S_m = [x\ y])\) along the lines of (C.8) with \(\pi_{m-1,1} = p_x\) and \(\pi_{m-1,2} = p_y\) and \(a_{m-1} = 1\), we have the following.

\[
\hat{V}_{m-1}(S_m = [3\ 2]) - \hat{V}_{m-1}(S_m = [2\ 3])
\]

\[=
p_3\alpha - p_2\alpha + \left[\hat{V}_{m-2}(S_{m-1} = [3\ 2]) - \hat{V}_{m-2}(S_{m-1} = [2\ 3])\right](p_{33}p_{22} - p_{23}p_{32})
\]

(C.11)

By the property of the \(P\) matrix, \(p_{33} \geq p_{23}\) and \(p_{22} \geq p_{32}\). Also, we have seen in Lemma3 that \(r_3 \geq r_2 \geq r_1\). Thus if \(\hat{V}_{m-2}(S_{m-1} = [3\ 2]) - \hat{V}_{m-2}(S_{m-1} = [2\ 3]) \geq 0\), we have

\[
\hat{V}_{m-1}(S_m = [3\ 2]) - \hat{V}_{m-1}(S_m = [2\ 3]) \geq 0
\]
0, then \( \dot{V}_{m-1}(S_m = [3 \ 2]) - \dot{V}_{m-1}(S_m = [2 \ 3]) \geq 0 \). Expanding \( \dot{V}_{m-2}(S_{m-1} = [3 \ 2]) - \dot{V}_{m-2}(S_{m-1} = [2 \ 3]) \geq 0 \) along the lines of (C.11) repeatedly and using 
\( \dot{V}_1(S_m = [3 \ 2]) - \dot{V}_1(S_m = [2 \ 3]) = r_3 - r_2 \geq 0 \), by induction, we can show that 
\( \dot{V}_{m-2}(S_{m-1} = [3 \ 2]) - \dot{V}_{m-2}(S_{m-1} = [2 \ 3]) \geq 0 \). Thus \( \dot{V}_{m-1}(S_m = [3 \ 2]) - \dot{V}_{m-1}(S_m = [2 \ 3]) \geq 0 \). Applying this inequality in (C.10), we see that the optimality of the greedy policy (in the specified class of policies) can be established if we show that the following condition (condition (S)) holds:

\[
\pi_{m,\hat{a}_m}(3)\pi_{m,\hat{a}_m}(2) \geq \pi_{m,\hat{a}_m}(2)\pi_{m,\hat{a}_m}(3). \tag{C.12}
\]

It appears that the preceding condition is too generic to hold true. However, by constraining the belief vectors to the set of values that will be encountered in the ARQ based scheduling problem, we will now show that, (C.12) indeed holds true.

We first introduce the following result: From Lemma 9, \( p_2 P^k[001]^T \) monotonically decreases to \( \pi_{ss}[001]^T = \pi_{ss}(3) \) as \( k \) increases. Since \( p_2 P^k[010] = p_{22} = \pi_{ss}(2) \), the expected reward from an user given the channel of the user was in state 2 \( k + 1 \) intervals earlier, given by, \( p_2 P^k \alpha = \alpha(2)\pi_{ss}(2) + p_2 P^k[001]^T \) monotonically decreases to \( \pi_{ss}\alpha \).

We proceed with studying the sufficient condition under various belief vectors encountered in the ARQ based scheduling problem. Assume the scheduling process has begun in a control interval earlier than \( m \) and is performed uninterrupted till the horizon, i.e, control interval 1 - assumption (A)\(^{18}\). The belief vector of the greedy policy

\(^{18}\)Note that there is no loss of generality in this assumption for the following reason: The problem setup and the optimality analysis of any policy implicitly assumes uninterrupted scheduling until the horizon. This is to be in tune with the interval to interval evolution of the underlying Markov chains. Thus when the uninterrupted scheduling process begins at a control interval \( M \), for all \( m < M \) condition (A) is satisfied automatically. In the control interval \( M \), however, part of the condition, i.e, scheduling process began earlier, does not hold. But at the origin, i.e., the control
choice $\hat{a}_m$ and the other user $\tilde{a}_m$, for the type I system under consideration, falls under one of the following cases.

• 1. User $\hat{a}_m$ was scheduled in the previous control interval, $m+1$, and had given a feedback $F_3$. The belief vector $\pi_{m,\hat{a}_m} = p_3$. The other user was either scheduled in $k+1$ control intervals earlier (with $k \in 1, 2, \ldots$) with any of the three possible feedback or was never scheduled in the past. Thus the belief vector of $\tilde{a}_m$ is of the form $p_i P^k$ with $i \in 1, 2, 3$ and $k \in 1, 2, \ldots$. Note that if $\tilde{a}_m$ was never scheduled in the past, then $\pi_{m,\tilde{a}_m} = \pi_{ss}$ which still falls in the preceding form.

• 2. User $\tilde{a}_m$ was scheduled in the previous control interval and had given a feedback $F_1$. User $\hat{a}_m$ was either scheduled $k+1$ control intervals earlier (with $k \in 1, 2, \ldots$) with any of the three possible feedbacks or was never scheduled in the past. The belief vectors are given by $\pi_{m,\tilde{a}_m} = p_1$ and $\pi_{m,\hat{a}_m} = p_i P^k$ with $i \in 1, 2, 3$ and $k \in 1, 2, \ldots$.

• 3. User $\hat{a}_m$ was scheduled in the previous control interval and had given a feedback $F_2$. User $\tilde{a}_m$ was scheduled $k+1$ control intervals earlier (with $k \in 1, 2, \ldots$) with feedback $F_1$ or was never scheduled in the past. The belief vectors are given by $\pi_{m,\hat{a}_m} = p_2$, $\pi_{m,\tilde{a}_m} = p_1 P^k$ with $k \in 1, 2, \ldots$.

• 4. User $\hat{a}_m$ was scheduled in the previous control interval and had given a feedback $F_2$. User $\tilde{a}_m$ was scheduled $k+1$ control intervals earlier (with $k \in 1, 2, \ldots$) with feedback $F_2$. The belief vectors are given by $\pi_{m,\hat{a}_m} = p_2$, $\pi_{m,\tilde{a}_m} = p_2 P^k$ with $k \in 1, 2, \ldots$.

interval $M$, the belief vectors of all the users take the steady state value, $\pi_{ss}$. Thus, by all symmetry, the question of what scheduling decision to make and hence the question of the optimality of the greedy policy at $M$ becomes irrelevant.
5. User $\tilde{a}_m$ was scheduled in the previous control interval and had given a feedback $F_2$. User $\tilde{a}_m$ was scheduled $L + 1$ or more control intervals earlier with feedback $F_3$. $L$ is the number of coherence intervals such that, reward expected from an user that was observed to be in state 2 in the previous control interval is higher than the reward expected from an user that was observed in state 3 $k + 1$ control intervals earlier iff $k \geq L$. Mathematically, $L$ is such that,

$$p_{2\alpha} \geq p_{3P^k\alpha} \text{ if } k \geq Lp_{2\alpha} < p_{3P^k\alpha} \text{ if } k < L$$  \hspace{1cm} (C.13)$$

Note that such an $L$ exists since $p_{2\alpha} \leq p_{3\alpha}$ and both $p_{2P^k\alpha}$ and $p_{3P^k\alpha}$ monotonically decreases (with $k$) to $\pi_{ss\alpha} \leq p_{2\alpha}$. The belief vectors are hence given as $\pi_{m,\tilde{a}_m} = p_2$, $\pi_{m,\tilde{a}_m} = p_{3P^k}$ with $k \geq L$.

6. User $\tilde{a}_m$ was scheduled in the previous control interval and had given a feedback $F_2$. User $\tilde{a}_m$ was scheduled $k + 1$ control intervals earlier with feedback $F_3$ with $k < L$. The belief vectors are as follows: $\pi_{m,\hat{a}_m} = p_{3P^k}$ with $k < L$ and $\pi_{m,\tilde{a}_m} = p_2$.

The above list is exhaustive. In fact, cases 5 and 6 will never appear since we are considering the class of schedulers that never drop an user when it sends an $F_3$. However, we will show that even for these cases the sufficient condition is satisfied. In all the above 6 cases, $R_m(\hat{a}_m) \geq R_m(\tilde{a}_m)$ as required by the definition of $\tilde{a}_m$. We now focus on the sufficient condition (S) for each of the above cases.

1. Sufficient condition (S) is given as follows:

$$\pi_{m,\hat{a}_m}(3)\pi_{m,\tilde{a}_m}(2) \geq \pi_{m,\hat{a}_m}(2)\pi_{m,\tilde{a}_m}(3)$$

i.e., $p_{33p_tP^k[010]^T} \geq p_{32p_tP^k[001]^T}, \forall i \in 1, 2, 3, k \in 1, 2, \ldots$  \hspace{1cm} (C.14)
Since $p_{12} = p_{22} = p_{32}$, we have

$$\mathbf{p}_i P^k[010]^T = p_{12} = p_{22} = p_{32} \forall i \in 1, 2, 3, \ k \in 1, 2, \ldots \quad \text{(C.15)}$$

Also, $\mathbf{p}_i P^k[001]^T = \mathbf{p}_i P^{k-1} P[001]^T = \mathbf{p}_i P^{k-1}[p_{13} \ p_{23} \ p_{33}]^T \leq p_{33}$, since $p_{33} \geq p_{23} \geq p_{13}$ by the property of the $P$ matrix. Thus (S) holds for case 1.

- **2. (S)** is as follows: $\mathbf{p}_i P^k[001]^T p_{12} \geq \mathbf{p}_i P^k[010]^T p_{13}, \forall i \in 1, 2, 3, \ k \in 1, 2, \ldots$

  From the symmetry property (C.15), $p_{12} = \mathbf{p}_i P^k[010]^T$. Also since $p_{13} \leq p_{23} \leq p_{33}$ we can show $\mathbf{p}_i P^k[001]^T \geq p_{13}$. Thus (S) is satisfied for case 2.

- **3. (S):** $p_{23} \mathbf{p}_1 P^k[010]^T \geq p_{22} \mathbf{p}_1 P^k[001]^T$. From Lemma 10, $p_1 P^k[001]^T$ monotonically increases to $\pi_{ss}(3)$ as $k$ increases as $0, 1, 2, \ldots$. Since $p_{23} \geq \pi_{ss}(3)$ (using Lemma 9), we have $p_{23} \geq \mathbf{p}_1 P^k[001]^T$. Also, $\mathbf{p}_1 P^k[010]^T = p_{22}$ from the symmetry property in (C.15). Thus (S) holds for case 3.

- **4. (S):** $p_{23} \mathbf{p}_2 P^k[010]^T \geq p_{22} \mathbf{p}_2 P^k[001]^T$. From Lemma 9, $\mathbf{p}_2 P^k[001]^T$ monotonically decreases from $p_{23}$ to $\pi_{ss}(3)$ as $k$ increases as $0, 1, 2, \ldots$. Thus $p_{23} \geq \mathbf{p}_2 P^k[001]^T$. This inequality along with the symmetry property (C.15) establishes (S) for case 4.

- **5. (S):** $p_{23} \mathbf{p}_3 P^k[010]^T \geq p_{22} \mathbf{p}_3 P^k[001]^T$ with $k \geq L$. Note that for all $k \geq L$,

$$\mathbf{p}_2 \alpha \geq \mathbf{p}_3 \alpha$$

$$\Rightarrow \alpha_2 p_{22} + p_{23} \geq \alpha_2 \mathbf{p}_3 P^k[010]^T + \mathbf{p}_3 P^k[001]^T$$

$$\Rightarrow p_{23} \geq \mathbf{p}_3 P^k[001]^T \quad \text{(C.16)}$$
where we have used the symmetry property \( p_{22} = p_3 P^k[010]^T \) in obtaining the last inequality. (S) is established by using the symmetry property along with the preceding inequality.

- 6. (S): \( p_3 P^k[001]^T p_{22} \geq p_3 P^k[010]^T p_{23} \) with \( k < L \). For \( k < L \), \( p_{2\alpha} < p_3 P^k \alpha \).

Expanding both the sides along the lines of case 5 and using the symmetry property of (C.15), (S) can be established for case 6.

Thus the sufficient condition for the constrained search space optimality of the greedy policy is satisfied.
APPENDIX D

PROOFS FOR CHAPTER 5

D.1 Proof of Lemma 12

Let condition (D.2) be true. Let \( m > 1 \) be fixed. Since, by assumption, \( \pi_{tm}(n) \geq \pi_{tm}(n + 1) \) \( \forall n \in \{1 \ldots F_2 - 1\} \), we have from (5.13),

\[
V_{tm}(\pi_{tm}, \{a_{tm} = n, \{\hat{a}_k\} k \leq m-1\}) \geq V_{tm}(\pi_{tm}, \{a_{tm} = n + 1, \{\hat{a}_k\} k \leq m-1\}).
\]

Therefore,

\[
V_{tm}(\pi_{tm}, \{a_{tm} = \text{arg max}_i \pi_{tm}(i) = 1, \{\hat{a}_k\} k \leq m-1\}) \geq V_{tm}(\pi_{tm}, \{a_{tm} = \{2 \ldots F_2\}, \{\hat{a}_k\} k \leq m-1\}).
\]

We now have the following statement:

If \( \forall \pi_{tm-1} \in [0, 1]^{F_2} \),

\[
\{\hat{a}_k\} k \leq m-1 = \text{arg max}_{\{\hat{a}_k\} k \leq m-1} V_{tm-1}(\pi_{tm-1}, \{\hat{a}_k\} k \leq m-1),
\]

then \( \forall \pi_{tm} \in [0, 1]^{F_2} \),

\[
\{\hat{a}_k\} k \leq m = \text{arg max}_{\{\hat{a}_k\} k \leq m} V_{tm}(\pi_{tm}, \{\hat{a}_k\} k \leq m). \tag{D.1}
\]
Since $\hat{A}_{t_{1}} = \arg \max_{A_{t_{1}}} V_{t_{1}}(\pi_{t_{1}}, A_{t_{1}}), \forall \pi_{t_{1}} \in [0, 1]^{F_{2}}$, using (D.1), by induction, we have

$$\{\hat{A}_{t_{k}}\}_{k \leq m} = \arg \max_{\{A_{t_{k}}\}_{k \leq m}} V_{m}(\pi_{m}, \{A_{t_{k}}\}_{k \leq m}) \quad \forall n \geq m \geq 1, \pi_{m} \in [0, 1]^{F_{2}}.$$

The lemma thus follows.

### D.2 Proof of Proposition 16

We begin by establishing that the sufficient condition for the optimality of the greedy policy on the sporadic time axis $t_{n}$ in fact holds. Consider a realization of the channel states of the $F_{2}$ users on the time axis $t_{m-1}$, $m \leq n$. Denote it by $\{R, i, j\}$, where $i, j$ indicate the channel state of users $n + 1$ and $F_{2}$, respectively, at time $t_{m-1}$ with $R$ indicating the rest of the channel state realization. We can rewrite the second quantity of the sufficient condition as follows.

$$\hat{V}_{t_{m-1}}([1 \ Y \ 0 \ X], [1 \ldots F_{2}]) = \hat{V}_{t_{m-1}}([Y \ 0 \ X \ 1], [F_{2}, 1 \ldots F_{2} - 1])$$

Define $V_a(\{R, i, j\})$ as the reward accrued from time $t_{m-1}$ on the sporadic axis when the channel states have a realization $\{R, i, j\}$ and the greedy policy is implemented in the order $[1 \ldots F_{2}]$ from slot $t_{m-1}$. Let $V_b(\{R, i, j\})$ be similarly defined with the order given by $[F_{2}, 1 \ldots F_{2} - 1]$. Let $P(\{i, j\}|\{k, l\}) = P(S_{t_{m-1}}(n+1) = i, S_{t_{m-1}}(F_{2}) =
It has been shown in [45] that when greedy policy is implemented in orders \([1 \ldots F_2]\) and \([F_2, 1 \ldots F_2 - 1]\), the difference in reward accrued, for any fixed realization, is upper bounded by 1. The sample path argument used in the proof works for the non-sporadic axis as well, as long as \(\beta_k \geq \beta_l\) for \(k \geq l\), which is indeed true. Thus \(V_a(\{\mathcal{R}, i, j\}) - V_b(\{\mathcal{R}, i, j\}) \leq 1\) for any \(\{\mathcal{R}, i, j\}\). Notice that since the realization is fixed and since \(V_a(\{\mathcal{R}, i, j\})\) schedules user 1 first, the value of \(j\) does not affect \(V_a\). Thus \(V_a(\{\mathcal{R}, i, 1\}) = V_a(\{\mathcal{R}, i, 0\})\). Similarly \(V_b(\{\mathcal{R}, 1, j\}) = V_b(\{\mathcal{R}, 0, j\})\). Using these observations in (D.2), we show the sufficient condition holds. Similarly, \(\hat{A}^n\) is optimal on the sporadic axis \(\{h, h-1, \ldots 1\} - t_n\). The proposition is thus established from Lemmas 11 and 12.
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