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In this dissertation, a proton exchange membrane (PEM) fuel cell-based distributed generation (DG) system is analyzed by modeling various units of the DG system, performing mathematical analyses, and simulation studies. The suitable control strategies are designed for the specific units of the DG system in order to achieve the desired operating performance.

First, the nonlinear state space model of a 500-W PEM fuel cell is developed by modeling an open-circuit output voltage of the PEM fuel cell, irreversible voltage losses in the PEM fuel cell, formation of a charge double-layer in the PEM fuel cell, along with a mass balance and thermodynamic energy balance in the PEM fuel cell system. The state space model is validated, and then used to study the dynamic behavior of the PEM fuel cell under different input conditions. The modeling of the PEM fuel cell is also performed using the neural network approach, and the nonlinear autoregressive moving average model of the PEM fuel cell with external inputs (NARMAX) is developed using the recurrent neural network. It is shown that the two-layer neural network with a hyperbolic tangent sigmoid function, as an activation function, in the first layer, and a pure linear function, as an activation function, in the second layer can effectively model the nonlinear dynamics of the PEM fuel cell.
The sizing of the lead-acid battery bank, which is the energy storage element required for the DG system, is performed using the model of a 12 V, 4Ah lead-acid battery. The discharge characteristics of the battery model are studied, and the model is appropriately scaled to perform the design of the battery bank. Using the battery and dc/dc boost converter model, the charging of the battery bank is simulated in MATLAB/Simulink. A sliding mode control law is designed for the dc/dc converter to control its output voltage.

The application of two different control strategies to a single-phase and three-phase inverter is analyzed. The objective of the control design is to achieve low (total harmonic distortion) THD output voltage, fast transient response, and asymptotic tracking of reference output voltage under linear and nonlinear loads minimizing the effect of harmonic frequencies.

First, the proportional-derivative-integral (PID) technique is used to design the voltage and current controller for the single-phase and three-phase inverter. The robust servomechanism problem (RSP) voltage controller and the sliding mode current controller are then designed for the single-phase and three-phase inverter. For both the techniques, the control design is performed in a discrete-time domain. The performance of the single-phase and three-phase inverter with these control strategies is analyzed and the results are shown.
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CHAPTER 1

INTRODUCTION

1.1 Need of Renewable and Green Energy Systems

Today, in the first decade of the 21st century, energy consumption around the world has increased astronomically. New generation technologies have arrived in various walks of life, and proper operation of most of these new technologies requires reliable and sustainable energy [1]. In some overpopulated countries, like in India, there exists a dearth of power-generating resources, and the conventional centralized power generation units are not entirely capable of meeting rising power demands. As a result, many cities are facing constant load shedding, brown-outs, and even black-outs. One of the potential solutions for these problems is to generate power in a distributed manner, making use of alternate energy resources, such as fuel cells, photovoltaic cells, wind turbines, and microturbines.

Moreover, generation of power in a conventional manner requires combustion of hydrocarbon-rich fossil fuels such as coal, oil and natural gas. The combustion of these hydrocarbon-rich resources is proving to be dangerous for the environment, as it releases carbon dioxide, one of the major anthropogenic greenhouse gases, in the earth’s atmosphere, contributing to the effect of ‘global warming’ [2]. The ill-effects of ‘global
warming’ have been perceived worldwide by many researchers, and there exists a pronounced need to use alternate, more environmental-friendly power-generation methods which would not have any detrimental impact on the environment.

The concept of ‘green energy’ has thus evolved based on the idea of generating electrical power without any harmful impact on the environment and it can be realized using various technologies. The hydrogen-based resources, like fuel cells and microturbines; renewable energy sources, like photovoltaic cells and wind power can be used to generate green energy [2].

1.2 Background of Distributed Generation Systems

The idea behind distributed generation is not entirely new. During the salad days of electricity generation, due to the limited availability of supply voltages, DC power had been supplied to customers only in the vicinity of the generation [3]. The balance between demand and supply was achieved with the help of local battery storage.

In the DG system, electricity is produced from a large number of small-to-medium sized power plants, rather than from a centralized large capacity power plant. According to [4], “distributed generation is an electric power source connected directly to the distribution network or on the customer side of the meter”. The capacity of the DG system can vary from tens of kilo-watts (kW) to hundreds of mega-watts MW. Many more definitions of DG can be found in [5], based on a system’s rating, location, power delivery area, and underlying technology. DG systems can use various energy conversion technologies to generate power, such as: microturbines (MT), fuel cells (FC), photovoltaic arrays, wind power generators, biomass fuel, ultra capacitors, batteries, and
flywheels [6], [7]. An explanation of different topologies of the DG system based on different energy sources is given in the next section.

1.3 Topologies of Distributed Generation Systems

Various topologies of the DG system based on different energy sources are shown in Figures 1.1 to 1.5 [8]-[10].

1.3.1 Stand-alone DG Systems Feeding to the Local Loads

Figure 1.1 Topology 1: Photovoltaic Array-based Stand-alone DG System

Figure 1.1 shows the configuration of the stand-alone DG system based on a photovoltaic array feeding to the local single-phase and three-phase loads. The output of a photovoltaic array is low voltage DC (typically 48-60 V), which is boosted by the dc/dc
converter to get the required dc bus voltage (200-540 V) needed for the operation of a dc/ac inverter.

Figure 1.2 Topology 1: Microturbine-based Stand-alone DG System
Figures 1.2 and 1.3 show the configuration of the stand-alone DG system based on microturbine and fuel cell, respectively. As shown in Figure 1.2, the ac output voltage generated by the microturbine is rectified before it is fed to the dc/dc inverter. The back-up battery with a separate dc/dc converter is provided in each of the configurations shown in Figures 1.1, 1.2 and 1.3. The energy storage element is required in the DG system to protect the system from the weather dependency of some of the energy sources and to satisfy peak load demand.
Figure 1.4  Topology 2: Photovoltaic Array-based Stand-alone DG System
Figures 1.4 and 1.5 depict a different topology of the DG system wherein the output voltages from the photovoltaic array and fuel cells are not directly fed to the dc/ac inverter but instead are used to charge the battery bank. The charged battery bank then provides the required dc bus voltage to the dc/ac inverter.

1.3.2 DG System Connected to the AC Power Grid

Figure 1.6 shows the topology of the DG system based on a photovoltaic array, microturbine, and fuel cell, and connected to the AC power grid. The lead-acid battery is
used as the energy storage device for the system. The step-up transformer is used, which steps up the voltage of the DG system necessary for synchronization with the AC power grid.

![Diagram of DG System Connected to the AC Power Grid]

Figure 1.6  DG System Connected to the AC Power Grid
1.4 Problem Formulation

![Diagram of PEM Fuel Cell-based Stand-alone DG System Feeding to Local Loads](image)

**Figure 1.7** PEM Fuel Cell-based Stand-alone DG System Feeding to Local Loads

In this dissertation, an analysis of the fuel cell-based DG system, similar to that shown in Figure 1.5, is performed. Among the available fuel cells, phosphoric acid fuel cells (PAFC), proton exchange membrane (PEM) fuel cells, solid oxide fuel cells (SOFC) and molten carbonate fuel cells (MCFC), are important candidates for the DG system. Specifically, the PEM fuel cell possesses attractive features, such as high power density,
solid electrolyte, low operating temperature, fast start-up, low sensitivity to orientation, favorable power-to-weight ratio, long cell and stack life, and low corrosion [11]. Hence, the PEM fuel cell is a well-conceived candidate for developing distributed generation power systems. As a result, there is a growing interest in the PEM fuel cell-based DG system. A block diagram of the PEM fuel cell-based stand-alone DG system is shown in Figure 1.7.

It is important for the fuel cell-based DG system supplying to the residential and industrial loads to meet certain desired operating characteristics [12], [13]: The system should provide constant voltage to single-phase and three-phase loads up to the rated conditions. The system should provide the output voltage to the linear and nonlinear loads connected to the DG system with minimum total harmonic distortion (THD). The non-sinusoidal currents drawn by the nonlinear loads can distort the output voltage provided by the DG system to other loads and can lead to the generation of harmonic currents which can have a detrimental effect on the system performance. Suitable control strategies must be designed for the DG system to minimize the presence of unwanted harmonics in the system. Sudden load changes at the load terminals can cause voltage dips at the terminals of the DG system, which can distort the voltage provided by the DG system to other loads. Therefore, the control strategies designed for the DG system should have a fast transient response with minimum overshoot or undershoot under sudden load disturbances.

The dc/dc boost converter, storage element such as lead-acid battery, and the dc/ac single-phase and three-phase inverters are essential elements of the PEM fuel cell-based
DG system, as shown in Figure 1.7. The dc/dc boost converter is required to boost the output voltage of the PEM fuel cell. Typically, the output voltage of a 5-kW PEM fuel cell varies between 45 V - 75 V [14]. The boost converter boosts this voltage to charge the lead-acid battery bank. The desired dc bus voltage needed for proper operation of a single-phase or three-phase inverter is provided from the battery bank. Also, the battery bank must be properly sized. The dc/ac inverter used in the DG system can be a single-phase or a three-phase. It converts dc power generated by the PEM fuel cell to the ac power required by the residential and industrial loads. A suitable control technique must be properly designed to perform the voltage and current control of the single-phase or three-phase inverter, so that it can provide constant ac voltage to all types of loads – linear loads (balanced and unbalanced) and nonlinear loads – with minimum THD upto the rated conditions.

In this dissertation, aforementioned issues of the PEM fuel cell-based DG system are addressed. Solutions are provided by developing models of different units of the DG system, performing mathematical analyses, applying engineering theories, and designing suitable control strategies for specific units of the DG system. The literature is reviewed relevant to the research issues of the fuel cell-based DG system considered in this study.

1.5 Literature Review

Research on fuel cell-based DG systems has been reported in the literature. The literature is reviewed in the following three areas:

(i) Modeling of fuel cells

(ii) Control of fuel cell based Distributed Generation (DG) systems
(iii) Modeling of energy storage devices

1.5.1 Modeling of Fuel Cells

The behavior of fuel cells must be well-understood in order to make their successful use for different applications. It is important to obtain $V-I$ characteristics, also known as polarization characteristics, of fuel cells to understand how the output voltage and the output power of a fuel cell are affected as a result of load change at its output. It is also essential to understand their steady state as well as transient behavior. In DG applications, fuel cells may be subjected to fast load changes and hence, transient response of fuel cells over short and long-time periods must be properly studied in order to design proper controllers for fuel cell-based DG systems.

1.5.1.1 Analytical Modeling of Fuel Cells

In the literature, prior work has been reported to understand the dynamics of fuel cells. In [15] and [16], advantages of mechanistic modeling techniques and empirical modeling techniques are combined, and a parametric model predicting the performance of the PEM fuel cell is developed using a combination of mechanistic and empirical modeling techniques. These techniques were employed to determine the characteristics of the PEM fuel cell. The mechanistic model is developed by studying mass transport properties, thermodynamic equilibrium potentials, and overvoltages in the PEM fuel cell. The empirical model is developed by determining numerical parametric equations based on experimental data.

In [17], an isothermal, one-dimensional, steady state model of the PEM fuel cell with a 117 Nafion membrane is presented. The model calculates the distribution of water
through the PEM fuel cell. The model includes transport through the porous electrodes based on computed diffusivities and transport through the membrane electrolyte based on experimentally determined transport parameters.

Research reported in [18]-[27] focuses on developing mathematical models of the PEM fuel cell. The work is aimed at modeling the dynamic behavior of the PEM fuel cell using electrical circuits.

In [28], a small-signal model of the PEM fuel cell is proposed. The PEM fuel cell is modeled as a linear system by linearizing its dynamics around an operating point. The dynamic response of the linearized fuel cell system is obtained for small-perturbations of input variables.

The dynamic behavior SOFC is modeled in [29] and [30]. In [29], a physically based dynamic model for tubular SOFC is presented, based on electrochemical and thermodynamic characteristics of SOFC. The effect of temperature on the $V-I$ and $P-I$ characteristics of the SOFC is analyzed and model responses are obtained for constant fuel flow operating mode and constant fuel utilization operating mode. In [30], a simulation model of the SOFC-based power plant is created for use in a well-known power systems simulation package. The $V-I$ characteristics obtained by simulating the SOFC stack model and the safe operating limits for the SOFC-based power plant are identified. The steady state response of the plant to load current change is also studied.

Based on the above literature review, it is found that there exists an opportunity to improve the PEM fuel cell models reported in the literature. The detailed physical model of the PEM fuel cell which models important processes inside the PEM fuel cell system
can be developed. The formation of charge double-layer on the surface of the cathode inside the PEM fuel cell plays an important role in the dynamic behavior of the PEM fuel cell. However, most of the PEM fuel cell models reported in the literature do not take this effect into account. It is also noted that development of the PEM fuel cell system model in state space format would greatly help in designing sophisticated control techniques for the fuel cell system.

1.5.1.2 Nonparametric Modeling of Fuel Cells

The analytical PEM fuel cell models reviewed in the previous section make use of the first principles, and the model development is based on expressing various electrochemical and thermodynamic processes occurring inside the PEM fuel cell. The relationship between the PEM fuel cell’s output voltage, stack temperature, and the input variables is highly nonlinear. As a result, these PEM fuel cell models are generally complex and mathematically quite involved. Also, developing precise models using this approach requires proper knowledge of various process parameters which are not always easily known. Moreover, it is fairly difficult to estimate these parameters for PEM fuel cell systems.

The use of these models for PEM fuel cell system studies could be ineffective unless right parameter values are known or determined. Compared to these conventional modeling techniques, a nonparametric modeling approach such as - neural network modeling – has the potential to provide certain unique modeling advantages.

The development of a neural network model does not require knowledge of the process parameters. The neural network model can learn from a set of input-output data
without the need of full specifications of the PEM fuel cell system. Once correctly trained, a neural network model can provide very good mapping between the output voltage, stack temperature, and the input variables of the PEM fuel cell. Also, unlike conventional techniques, neural network models do not need any linearization or assumptions in model development. In the conventional modeling approach, such assumptions and/or linearization may be necessary to reduce the overall complexity of the model. Also, since neural networks can map highly nonlinear relationships, without the necessity of determining the process parameters, the model development process can be relatively less tedious, which can help reduce the time required for developing the model.

In the literature, research on PEM fuel cell modeling using the neural network approach is reported. In [31], recurrent neural network models are proposed for on-board fuel cell power supply. However, the models are proposed only for different fuel cell load current frequencies without any further study of the dynamic behavior of the PEM fuel cell. In [32] and [33], the PEM fuel cell is modeled using feedforward neural networks, but the work does not provide any detailed analysis of PEM fuel cell systems using these models. In [34], the PEM fuel cell stack temperature is modeled using artificial neural networks. However, the model is not trained for PEM fuel cell stack voltage values.

Based on the above review, it is found that there exists an opportunity to improve recurrent neural network models of the PEM fuel cell reported in the literature. The model can be trained for the PEM fuel cell’s output voltage and stack temperature values and then can be used to analyze the dynamic response of the PEM fuel cell system.
1.5.2 Control of Fuel Cell-based Distributed Generation (DG) Systems

Research on modeling and control of fuel cell-based DG systems is also reported in the literature.

Research in [35]-[40] is aimed at modeling fuel cell-based DG systems and developing control techniques for the systems. The work in [35] presents modeling and control of the PEM fuel cell-based DG system feeding to the AC grid with real and reactive power control capability. The dynamic models for the PEM fuel cell power plant and its power electronic interfacing are briefly described. The controller design methodologies for the power conditioning unit to control the power flow from the fuel cell power plant to the utility grid are presented. The simplified model of a three-phase inverter is presented by modeling the inverter as the first-order system. The PI controllers are designed for the dc/dc boost converter and also for the three-phase inverter. The load following analysis of the PEM fuel cell power plant is also performed.

The work in [36] focuses on developing a design methodology and a dynamic model of a combined PEM fuel cell and ultracapacitor-based energy source for stand-alone residential applications. It is shown that the combined use of the fuel cell and the ultracapacitor has the potential for better energy efficiency, reduction in cost of fuel cell technology and improvement in fuel usage. The power control strategies are also proposed for the combined fuel cell and ultracapacitor system. The system does not use a dc/dc boost converter in the power conditioning unit of the PEM fuel cell. The PI type controller is developed for the three-phase inverter.
Research in [37] focuses on the modeling, control and simulation of the PEM fuel cell-based power supply for residential applications. A PI type voltage and active power controllers are implemented by controlling the fuel input to fuel cell stack and by adjusting the inverter modulation index. The power quality issues are also evaluated based on the transformer connection type and harmonic content of the load for residential applications.

In [38] and [39], modeling and control of the solid oxide fuel cell (SOFC) based DG system is demonstrated. In [38], a comprehensive nonlinear dynamic model of SOFC is developed which can be used for dynamic and transient stability studies of SOFC based DG systems. A method for interfacing the proposed fuel cell models to a power system stability package is also developed. Research in [39] focuses on analyzing the dynamics of the distribution system that contain fuel cells and presents PI controller based techniques to enhance the stability of these systems.

Based on the above review, it is found that there exists an opportunity to improve the control methodologies applied to control the operation of the dc/dc converter, single-phase, and three-phase inverters used in the DG system. It is found that most of the control work reported to control the operation of the dc/dc converter and single-phase and three-phase inverters used in the DG system is oriented around PI/PID type control designs. There are few limitations of PI/PID type controllers used for the power converter and power inverter used in DG systems. These PI/PID type controllers can perform very well under linear and balanced linear loads. The properly tuned PI/PID controllers can deliver low THD output voltages to the linear and balanced linear loads. However, under
unbalanced linear loads and nonlinear loads, they cannot achieve a satisfactory performance and cannot control THD in the output voltage below the desired level (generally less than 5%).

In [12] and [13], the voltage and current control strategy for the three-phase inverter system is proposed. The control strategy is developed based on the robust servomechanism problem (RSP) theory proposed by Davison in [40]-[43]. The method combines the RSP voltage controller with the sliding mode current controller to satisfy the control objectives of the three-phase inverter system operating under linear as well as nonlinear loads. The effectiveness of this control strategy for the three-phase inverter system (three-phase, three-wire as well as three-phase, four-wire) is demonstrated in [12] and [13]. In this dissertation, this control strategy is formulated for single-phase inverter systems. The strategy is also further applied to the three-phase systems. The results of the control performance are compared with the results obtained by applying PI/PID controllers to single-phase and three-phase inverter systems.

The control of the dc/dc converter is performed by designing a sliding mode control law. The sliding mode control is designed based on an equivalent control method explained in [44]. The sliding mode control law determines the duty cycle of the converter and regulates the output voltage of the boost converter.

1.5.3 Modeling of Energy Storage Devices

Two most commonly used energy storage devices for DG systems are ultracapacitors and lead-Acid batteries. In certain cases, a combination of both is also preferred [36], [37]. Ultracapacitors have a very long life and generally do not need maintenance or extra
circuitry. However, they are expensive and their availability is limited [45]. Lead-acid batteries require maintenance and have a limited life span. However, they are widely available at a fairly low cost [45]. For the PEM fuel cell-based DG system considered in this work, the lead-acid battery is selected as the energy storage device primarily due to its moderate cost and wide availability compared to ultracapacitors.

In order to design the battery bank and simulate its charging, a model of the lead-acid battery is needed. The various battery models reported in [46]-[48], and [50] are reviewed and the dynamic model of the lead-acid battery proposed by Jantharamin N. and Zhang, L. in [51] is used to design the battery bank for the PEM fuel cell based DG system.

The simplest battery model is shown in Figure 1.8 [46], [51]. The model uses a simple resistor \( R_b \) connected in series with an ideal voltage source \( E_b \) to simulate the
battery behavior. The representation of a battery by such a model, although very convenient, is unrealistic, since the model parameters are considered constant, which is not true [46].

Another model reported in [47] is the Thevenin battery model shown in Figure 1.9. This model includes a parallel resistor-capacitor network \( R_{ov} \| C_{ov} \), in addition to the voltage source \( E_b \) connected in series with a resistor \( R_b \), to model overvoltage effects within the battery. However, again all model parameters are considered constant, and hence this model is inaccurate.

![Thevenin Battery Model](image)

**Figure 1.9** Thevenin Battery Model
A further improvement in the Thevenin battery model is proposed in [48], as shown in Figure 1.10. The battery emf is represented by the voltage across the capacitor \( C_b \). The shunt resistor \( R_{sd} \) models self-discharge losses in the battery. The ohmic voltage drop and overvoltage effect are modeled by separate resistors as shown in Figure 1.10. During charging, the current flows through the ohmic resistance \( R_{bc} \) and overvoltage resistance \( R_{ovc} \), and when the battery is discharging, the current flows through \( R_{bd} \) and \( R_{ord} \). Ideal diodes are connected in their respective paths to allow the current flowing through the desired resistances. All values of the model parameters are a function of the battery emf. However, in practice, the ohmic voltage drop and overvoltage effects can be identified together and polarization resistance can be described by a single equivalent resistance for each operating mode, which makes the battery model compact [48]-[50].
Figure 1.11 shows the dynamic model of lead-acid proposed by Jantharamin N. and Zhang, L. in [51]. The battery model shown in Figure 1.11, is the modification of the model shown in Figure 1.10. The ohmic voltage drop and overvoltage effects are identified together and polarization resistance is described by a single equivalent resistor ($R_{ch}$ or $R_{dch}$) for each operating mode [51]. The charge stored in the battery can be given as an integral of the battery current ($I_b$) [46]. This battery model, shown in Figure 1.11, is used to design the battery bank for the PEM fuel cell-based DG system analyzed in this dissertation.

1.6 Research Objectives

In this dissertation, the performance of the PEM fuel cell-based DG system is analyzed by integrating different units of the DG system. In order to achieve the desired
performance of the DG system, suitable control techniques are designed for specific units of the PEM fuel cell-based DG system. An outline of the research objectives and their description is given below –

1.6.1 Development of the PEM fuel cell Model

The nonlinear state space model of a 500-W PEM fuel cell is developed based on physical processes inside the PEM fuel cell system. An open-circuit output voltage of the PEM fuel cell, irreversible voltage losses in the PEM fuel cell, formation of a charge double-layer in the PEM fuel cell, along with a mass balance and thermodynamic energy balance, in the PEM fuel cell system are modeled. The model is validated and then used to study the dynamic behavior of the PEM fuel cell [20]. The polarization curves (V-I characteristics of the PEM fuel cell) are obtained for different values of input variables. The transient response of the PEM fuel cell model over short and long-time periods is analyzed. The behavior of the PEM fuel cell model is also studied under a resistive load.

The model of the PEM fuel cell is also proposed using a neural network approach and the nonlinear auto regressive model of a 500-W PEM fuel cell with external inputs (NARMAX) is developed using the recurrent neural network. It is shown that the nonlinear dynamics of the PEM fuel cell can be effectively modeled using a two-layer recurrent neural network. The data required to train the neural network model is generated by simulating a nonlinear state space model of the PEM fuel cell and the model is trained for the PEM fuel cell’s output voltage and the stack temperature values. The effectiveness of the model is demonstrated by validating it with the experimental results of the Avista Labs SR-12 (500-W) PEM fuel cell stack presented in [20]. A neural
network model is also used to analyze the dynamic behavior of the PEM fuel cell. Finally, the robustness of the a neural network model toward noise is investigated and the results are shown.

The formulation of a 5-kW PEM fuel cell array is demonstrated in MATLAB/Simulink by combining 2 (series) x 4 (parallel) 500-W fuel cells [35]. Each 500-W fuel cell used in the PEM fuel cell array has the rated current of 25 A, while, the PEM fuel cell array has the rated current of 100 A. The variation in the output voltage of the PEM fuel cell array is shown by obtaining \( V-I \) characteristics.

1.6.2 Charging of the Lead-Acid Battery Bank from the PEM Fuel Cell Array

The sizing of the lead-acid battery bank, which is the energy storage element required for the DG system, is performed, and charging of the battery bank is simulated in MATLAB/Simulink. In order to design the battery bank and simulate its charging, a model of the dc/dc boost converter and a model of the lead-acid battery are presented. The parameters of the battery model are identified using curve fitting techniques and the battery model is validated with a 12 V, 4 Ah Yuasa (NP4-12) battery [51], [52]. The discharge characteristics of the battery model are studied and the model is then appropriately scaled to design the battery bank. The dc/dc boost converter is modeled based on the state space averaging technique proposed by Middlebrook and Cuk and a sliding mode control law is designed for the dc/dc boost converter to control its output voltage [44], [53].
1.6.3 Control of a Single-Phase Inverter

Control of the single-phase inverter system is demonstrated by applying two different control strategies to the single-phase inverter system operating under linear and nonlinear loads. The objective of the control design is to achieve low THD output voltage, fast transient response and asymptotic tracking of reference output voltage under linear and nonlinear loads minimizing the effect of harmonic frequencies. First, the PID control technique is used to control the operation of the single-phase inverter system and it is shown that the PID controller works very well for the linear loads and achieves acceptable level of harmonic reduction. However, with the nonlinear loads, the PID controller does not achieve a satisfactory level of harmonic suppression. The second control technique – a discrete-time RSP control design combined with a discrete-time sliding mode control – eliminates this problem and achieves a satisfactory level of harmonic suppression in the presence of nonlinear loads [12]-[13],[40]-[43].

For both control techniques mentioned above, the controller structure is defined, necessary controller parameters are determined, and the simulation of a complete closed-loop system is performed in MATLAB/Simulink.

1.6.4 Control of a Three-Phase Inverter

The application of these control strategies is also extended to the three-phase inverter system operating under balanced linear loads, unbalanced linear loads, and nonlinear loads; and it is shown that the PID control technique works very well for balanced linear loads and achieves an acceptable level of harmonic reduction. However, with unbalanced linear loads and nonlinear loads, the PID controller cannot achieve a satisfactory level of
harmonic suppression. It is again shown that the second control technique – a discrete-time RSP control design combined with a discrete-time sliding mode control – eliminates this problem and achieves a satisfactory level of harmonic suppression in the presence of balanced linear loads, unbalanced linear loads, and nonlinear loads[12]-[13],[40]-[43].

1.7 Organization of the Dissertation

This dissertation is organized as follows: In Chapter 2, development of the nonlinear state space model of a 500-W PEM fuel cell-based on physical processes inside the PEM fuel cell system is performed. The dynamic behavior of the PEM fuel cell is analyzed using the model and the $V-I$ Characteristics of the PEM fuel cell. The transient response of the model over short and long-time periods is analyzed, and the behavior of the model under a resistive load is shown.

In Chapter 3, an application of a neural network technique to model the behavior of the PEM fuel cell is demonstrated. The development of the two-layer recurrent neural network to model the nonlinear behavior of the PEM fuel cell system is shown. The model is used to analyze the dynamic response of the PEM fuel cell under different conditions.

In Chapter 4, sizing of the lead-acid battery bank, required for the PEM fuel cell-based DG system is demonstrated. The charging of the battery bank from the PEM fuel cell array is also explained. A sliding mode control law is designed to regulate the output of the dc/dc boost converter.

In Chapter 5, control of a single-phase and three-phase inverter, used in the DG system, is demonstrated. Two different control strategies are applied to these inverters.
operating under linear and nonlinear loads. The performance of these inverters is compared for the applied control strategies.

Chapter 6 presents the conclusions of this dissertation, along with the suggestions for the future work, which may be performed based on the research presented in this dissertation.
CHAPTER 2

STATE SPACE MODELING OF PROTON EXCHANGE MEMBRANE FUEL CELL

2.1 Introduction

In this chapter, a nonlinear state space model of a 500-W proton exchange membrane (PEM) fuel cell is developed. An open-circuit output voltage of the PEM fuel cell, irreversible voltage losses in the PEM fuel cell, formation of charge double-layer in the PEM fuel cell, along with a mass balance and thermodynamic energy balance in the PEM fuel cell system are modeled. The model is simulated in MATLAB/Simulink, validated, and is then used to study the dynamic behavior of the PEM fuel cell. The polarization curves (\(V-I\) characteristics of the PEM fuel cell) are obtained for different values of input variables. The transient response of the PEM fuel cell model over short and long-time periods is analyzed. Finally, the behavior of the PEM fuel cell model under a resistive load is studied.

2.2 Open-Circuit Output Voltage of the PEM Fuel Cell

The PEM fuel cell consists of a proton exchange membrane placed between two electrodes that are coated with platinum catalyst [54]. The hydrogen gas, extracted using a reformer from the hydrocarbon fuel or by electrolysis of water, is supplied at the anode.
Air, a source of oxygen, is supplied at the cathode. At the anode, hydrogen gas, in the presence of the platinum catalyst, is ionized into positively charged hydrogen ions and negatively charged electrons. The oxidation reaction at anode is [54]:

$$2H_2 \rightarrow 4H^+ + 4e^-$$  \hspace{1cm} (2.1)
The proton exchange membrane permits only positively charged hydrogen ions to flow from the anode to the cathode, as shown in Figure 2.1 [55]. The negatively charged electrons from the anode have to reach the cathode via external circuit. This process leads to the generation of electric current. At the cathode, electrons and protons combine with oxygen from the air to form water that flows out of the fuel cell. The reduction reaction at the cathode is [54]:

$$O_2 + 4e^- + 4H^+ \rightarrow 2H_2O$$  \hspace{1cm} (2.2)

The reversible electric potential of one cell can be calculated from the change in Gibb’s free energy as follows [54], [56]:

$$E^{Cell} = -\frac{\Delta G}{2F}$$  \hspace{1cm} (2.3)

The change in Gibb’s free energy can be given as [54]:

$$\Delta G = \Delta G^0 - RT \ln \left[ \frac{P_{H_2}(P_{O_2})^{0.5}}{P_{H_2O}} \right]$$  \hspace{1cm} (2.4)

Substituting equation (2.4) into (2.3), we get:

$$E^{Cell} = \left( -\frac{\Delta G^0}{2F} \right) + \frac{RT}{2F} \ln \left[ \frac{P_{H_2}(P_{O_2})^{0.5}}{P_{H_2O}} \right]$$

\[ \therefore E^{Cell} = E^{Cell}_0 + \frac{RT}{2F} \ln \left[ \frac{P_{H_2}(P_{O_2})^{0.5}}{P_{H_2O}} \right] \]  \hspace{1cm} (2.5)

It should be noted that in equation (2.4) and (2.5), the partial pressures must either be expressed in ‘atm’ or in ‘bar’.

The individual open-circuit output voltage of one cell is denoted by $E^{Cell}$. It can be assumed that parameters of individual cells can be lumped together to form the PEM fuel
cell stack [54]. Hence, the open-circuit output voltage of the PEM fuel cell can be given as:

\[ V_{O,FC} = n_s E_{Cell} \]

\[ \therefore V_{O,FC} = n_s E_{0} + \frac{n_sRT}{2F} \ln \left( \frac{P_{H_2}}{P_{H_2O}} \right) \]  

(2.6)

### 2.3 Irreversible Voltage Losses in the PEM Fuel Cell

The actual output voltage of the PEM fuel cell at normal operating conditions is determined by irreversible voltage losses, also known as polarization, which exist within the PEM fuel cell [54]. Three types of voltage losses exist: activation losses, ohmic losses, and concentration losses.

#### 2.3.1. Activation Losses

The governance of sluggish electrode kinetics by the rate of electrochemical reaction at an electrode surface gives rise to activation losses in the PEM fuel cell [54]. These losses are dominant at low current density (i.e. at the beginning of \( V-I \) characteristic curve of the PEM fuel cell). The activation losses for a single PEM fuel cell stack can be modeled based on the Tafel equation, and an empirical equation of activation voltage loss as [15], [20], [54]:

\[ V_{Act} = \frac{RT}{2F} \ln \left( \frac{I}{I_d} \right) = a_0 + T \cdot [a + b \ln(I)] \]  

(2.7)

The term \( a_0 + aT \) represents the temperature-dependent voltage loss, and the term \( [T\cdot b \ln(I)] \) represents the activation voltage loss, based on both current and temperature.
The equivalent activation resistance $R^{\text{Act}}$ corresponding to the activation voltage loss can be found by dividing the term $[T.b.\ln(I)]$ in equation (2.7) by $I$.

### 2.3.2 Ohmic Losses

The ohmic losses are due to the ohmic resistance of the PEM fuel cell that includes the resistance of the anode and cathode due to imperfections in the electrode manufacturing and the resistance of the polymer electrolyte membrane to the movement of ions [57]. The ohmic resistance of the PEM fuel cell can be given as:

$$R^O = R^A + R^C + R^M$$  \hspace{1cm} (2.8)

The ohmic voltage loss for a single PEM fuel cell stack can be given as [20]:

$$V^O = I.R^O = V^O_A + V^O_C + V^O_M$$  \hspace{1cm} (2.9)

The electrode resistances depend on the stack current and temperature, and hence the ohmic resistance of the PEM fuel cell can also be calculated as [20]:

$$R^O = R^O_e + K_I.I + K_T.T$$  \hspace{1cm} (2.10)

### 2.3.3 Concentration Losses

The concentration losses exist due to the formation of concentration gradients of reactants at the surface of the electrodes [57]. The consumption of more fuel reduces the concentrations of hydrogen and oxygen at various points in the PEM fuel cell gas channels, and increases the concentrations of these reactants at the input of the stack. The concentration losses for a single PEM fuel cell stack can be given as [56]:

$$V^{\text{Conc}} = \frac{RT}{eF} \ln \left(1 - \frac{I}{I_L}\right)$$  \hspace{1cm} (2.11)
The equivalent resistance $R_{\text{Conc}}$ corresponding to the concentration voltage loss can be found by dividing equation (2.11) by $I$. Also, the limiting current of the PEM fuel cell is determined by the rate of consumption of fuel and rate of fuel supply. Hence, concentration losses grow significant at higher currents, when fuel is consumed at a higher rate (i.e. at the end of the $V-I$ characteristics of the PEM fuel cell).

Hence, the actual output voltage of the PEM fuel cell at normal operating conditions is given by subtracting the voltage losses from the open-circuit output voltage of the PEM fuel cell as follows:

$$V_{\text{fc}} = V_{OFC} - n_S (V^{\text{act}} + V^O + V_{\text{Conc}}) \quad (2.12)$$

### 2.4 Humidification in the PEM Fuel Cell

In the PEM fuel cell, conduction of the hydrogen ions through the polymer membrane depends on the membrane humidity. The ohmic resistance of the membrane ($R^M$) increases, as the membrane dries out [54]. Hence, it is essential that the membrane remains humidified for an efficient operation of the PEM fuel cell. Therefore, the hydrogen gas and air are passed through the humidifier before reaching the electrodes. The relative humidity at the anode and cathode of the PEM fuel cell can be given as [54]:

$$\phi_a = \frac{(P_{H_2O})_{in}}{P_{H_2O}^{\text{Sat}}} \quad , \quad \phi_c = \frac{(P_{H_2O})_{in}}{P_{H_2O}^{\text{Sat}}} \quad (2.13)$$

The total vapor transfer through the polymer membrane can be given as [11]:

$$(m_{v,m}) = M_v A_S n_S \left( \frac{n_y I_d}{F} - \frac{\phi_c - \phi_a}{t_m} \right) \quad (2.13)$$
2.5 Mass Balance and Thermodynamic Energy Balance in the PEM Fuel Cell

The net mole flow rate of an oxygen at the cathode is the difference between the mole flow rate of oxygen coming inside the cell and mole flow rate of oxygen going outside the cell. The flow of oxygen and hydrogen in the PEM fuel cell cannot follow changes in the load instantly, and there exists a time lag between the change in the load current, and flow of oxygen and hydrogen [54].

The net mole flow rate of oxygen at the cathode can be given as [20], [54]:

\[
\frac{d(m_{O_2})_{net}}{dt} = \frac{1}{\lambda_C} \left[ \frac{I}{4F} - (m_{O_2})_{net} \right]
\]

Let \( x_1 = (m_{O_2})_{net} \)

\[
\Rightarrow \dot{x}_1 = \left( -\frac{1}{\lambda_C} \right) x_1 + \left( \frac{1}{4 \lambda_C F} \right) I
\]  (2.14)

Similarly, net mole flow rate of hydrogen at the anode can be given as [20], [54]:

\[
\frac{d(m_{H_2})_{net}}{dt} = \frac{1}{\lambda_A} \left[ \frac{I}{2F} - (m_{H_2})_{net} \right]
\]

Let \( x_2 = (m_{H_2})_{net} \)

\[
\Rightarrow \dot{x}_2 = \left( -\frac{1}{\lambda_A} \right) x_2 + \left( \frac{1}{2 \lambda_A F} \right) I
\]  (2.15)

The material conservation of water can be given by subtracting the rate of net flow water vapor across the cell from the rate of generation of water in the cell [28], [54].

\[
\frac{d(m_{H_2O})_{net}}{dt} = \frac{1}{\lambda_C} \left[ \frac{I}{2F} - (m_{H_2O})_{net} \right]
\]

Let \( x_3 = (m_{H_2O})_{net} \)
\[ \Rightarrow \dot{x}_3 = \left( \frac{-1}{\lambda_c} \right) x_3 + \left( \frac{1}{2 \lambda_c F} \right) I \]  

(2.16)

Let \( x_4 = T, x_5 = P_{H_2}, x_6 = P_{O_2}, x_7 = P_{H_2O} \)

The dynamic equation of the partial pressure of hydrogen can be written based on an ideal gas law \( PV = nRT \) as [20], [28]-[29]:

\[ \frac{dP_{H_2}}{dt} = \left( \frac{RT}{V_a} \right) (m_{H_2})_{in} - \left( \frac{RT}{V_a} \right) (m_{H_2})_{out} - \frac{RT}{2F} I \]  

(2.17)

\((m_{H_2})_{in}\) and \((m_{H_2})_{out}\) can be expressed in terms of the channel input pressure of hydrogen as [20],[28]-[29]:

\[ (m_{H_2})_{in} = \frac{(m_{H_2O})^a}{(P_{H_2O})^a} u_{P_{H_2}}, \quad (m_{H_2})_{out} = (m_{H_2})_{in} \frac{(2x_3 - u_{P_2})}{u_{P_2}} \]  

(2.18)

Substituting equation (2.18) into equation (2.17) and solving further, we get,

\[ \dot{x}_5 = 2.\theta_1(x_4)u_{P_2} - 2.\theta_1(x_4)x_5 - \theta_2(x_4)I \]  

(2.19)

where, \( \theta_1(x_4) = \left[ \frac{R(m_{H_2O})^a x_4}{V_a(P_{H_2O})^a} \right], \quad \theta_2(x_4) = \left( \frac{Rx_4}{2V_a F} \right) \)

Similarly, the dynamic equation of the partial pressure of oxygen can be given as:

\[ \dot{x}_6 = 2.\theta_3(x_4)u_{P_2} - 2.\theta_3(x_4)x_6 - \theta_4(x_4)I \]  

(2.20)

where, \( \theta_3(x_4) = \left[ \frac{R(m_{H_2O})^c x_4}{V_c(P_{H_2O})^c} \right], \quad \theta_4(x_4) = \left( \frac{Rx_4}{4V_c F} \right) \)

The rate of change of the partial pressure of water depends on the net flow rate of water across the cell and the rate of generation of water during the reaction at the cathode [20], [28], [29]. It can be given in state space form as:

\[ \dot{x}_7 = 2.\theta_5(x_7)x_4 + 2.\theta_5(x_4)I \]  

(2.21)
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where, \( \theta_4(x_7) = \left[ \frac{R(m_{H,0})_{in} \cdot (P_{H,0}^{in} - x_7)}{V_i \cdot (P_{H,0})_{in}} \right] \)

As electrochemical reaction takes place in the PEM fuel cell, temperature of the PEM fuel cell assembly increases [58]. The net increase in the temperature of the PEM fuel cell assembly can be given by equation (2.22) as [58]:

Let \( x_8 = Q_c, x_9 = Q_E, x_{10} = Q_L \)

\[
\therefore \dot{x}_4 = \frac{1}{M_c C_{fc}} \left( \dot{x}_8 - \dot{x}_9 - \dot{x}_{10} \right)
\]  

The generation of heat due to an electrochemical reaction is a function of the change in Gibbs’s free energy and the rate of consumption of molar mass of hydrogen during the reaction [58].

\[
\therefore \dot{x}_8 = \Delta G \left( \frac{n_s I}{2F} \right)
\]

\[
\Rightarrow \dot{x}_8 = \theta_6(x_4, x_5, x_6, x_7) I
\]  

where, \( \theta_6(x_4, x_5, x_6, x_7) = \left[ \frac{n_s \Delta G^0}{2F} - \frac{n_s R x_4}{2F} \ln \left( \frac{x_5 x_6^{0.5}}{x_7} \right) \right] \)

The generation of heat due to an electrical output power in the PEM fuel cell depends on the output voltage and stack current of the PEM fuel cell [58].

\[
\therefore \dot{x}_9 = \left[ V_{fc} \right] I
\]

\[
\Rightarrow \dot{x}_9 = \theta_7(x_4, x_5, x_6, x_7) I
\]  

where, \( \theta_7(x_4, x_5, x_6, x_7) = n_s \left[ E_0^{\text{cell}} + \frac{R x_4}{2F} \ln \left( \frac{x_5 x_6^{0.5}}{x_7} \right) - \nu^{\text{act}} - \nu^{\text{Conc}} - \nu^{\theta} \right] \)

The heat loss due to the air convection can be given by equation (2.25) as [58]:
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\[
\frac{dQ_L}{dt} = (T - u_{rs}) h_s n_s A_s
\]

\[
\therefore \dot{x}_{10} = [h_s n_s A_s ]_{x_4 - [h_s n_s A_s ]_{u_{rs}}}
\]

Substituting equations (2.23), (2.24) and (2.25) into equation (2.22), we can write,

\[
\dot{x}_4 = \left[ -\frac{h_s n_s A_s}{M_x C_{fc}} \right] x_4 - \theta_h(x_4, x_5, x_6, x_7) I + \left[ \frac{h_s n_s A_s}{M_x C_{fc}} \right] u_{rs}
\]

(2.26)

where,

\[
\theta_h(x_4, x_5, x_6, x_7) = n_s \left[ \frac{2E_0^{Cell}}{M_x C_{fc}} + \frac{R_x}{M_x C_{fc}} \ln \left( \frac{x_5 - x_6^0.5}{x_7} \right) - V^{Act} - V^{Cone} - V^O \right]
\]

2.6 Formation of a Charge Double Layer in the PEM Fuel Cell

Figure 2.2 Formation of a Charge Double Layer in the PEM Fuel Cell
In the PEM fuel cell, due to the presence of polymer membrane, electrons \( e^- \) from the anode flow towards the cathode via an external circuit, while, positive hydrogen ions \( H^+ \) reach the cathode through the polymer membrane. As a result, two charged layers of opposite polarities are formed at the cathode. This charge double-layer can store an electrical charge, and behaves like a capacitor [54]. Hence, voltage formed due to this charge double-layer will take certain time to respond to sudden change in the current. Therefore, in the PEM fuel cell, when the current is increased by sudden increase in the load, the output voltage shows an immediate drop due to the drop across \( R^o \) of the PEM fuel cell, but then the voltage reaches its new value in an exponential manner, due to the capacitance of the charge double-layer [20],[54]. The electric charge formed at the cathode can be modeled by the capacitor as shown in Figure 2.2 [54].

The capacitance due to the charge double-layer effect is a function of the surface area of the cathode \( A_s \), the distance between the two charged layers \( dl \), and the electrical permittivity \( \varepsilon \). The value of the capacitance is given as [54]:

\[
C = \varepsilon \left( \frac{A_s}{dl} \right) \tag{2.27}
\]

The voltage across the capacitor is given as [54]:

\[
V_c = \left( I - C \frac{dV_c}{dt} \right) (R^{det} + R^{Conc})
\]

Let \( x_{i1} = V_c \Rightarrow \dot{x}_{i1} = \left[ \frac{-1}{C(R^{det} + R^{Conc})} \right] x_{i1} + \left[ \frac{1}{C} \right] I \) \tag{2.28}
The effect of formation of the charge double-layer can be incorporated in the output voltage of the PEM fuel cell. Hence, the output voltage equation given by equation (2.12) can be rewritten as:

\[
V_{fe} = n_S E_0^{Cell} + \frac{n_S R x_4}{2F} \ln \left( \frac{x_5 x_0^{0.5}}{x_7} \right) - n_S (a_0 + ax_4) - n_S x_{11} - \left( n_S R^O \right) I
\]  

(2.29)

Based on equations (2.29), an overall state space model of the PEM fuel cell system can be given as:

\[
\dot{x}(t) = A(\theta)x(t) + B(\theta)u(t) + G(\theta)w(t)
\]

\[
y(t) = C(\theta)x(t) + v(t)
\]

(2.30)

where, \(x(t)\) represents the system states, \(y(t)\) represents the system output, \(u(t)\) is the control input, \(w(t)\) is the disturbance input, which is the load current, \(v(t)\) is the measurement noise. The description of vectors \(x(t), u(t), y(t)\) along with matrices \(A, B, C, G\), and the state-dependent parameter vector \(\theta\) are given below:

\[
x = \begin{bmatrix} \left(m_{O_2}\right)_{net} & \left(m_{H_2}\right)_{net} & \left(m_{H_2O}\right)_{net} & T & P_{H_2} & P_{O_2} & P_{H_2O} & Q_C & Q_E & Q_L & V_C \end{bmatrix}^T
\]

\[
u = \begin{bmatrix} u_{P_1} & u_{P_2} & u_{T_4} \end{bmatrix}^T, \quad w = [I]
\]
\[
A = \begin{bmatrix}
\frac{-1}{\lambda_c} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{-1}{\lambda_d} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{-1}{\lambda_c} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \left(-h_s n_s A_s \right) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -2\theta_1(x_4) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -2\theta_2(x_4) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2\theta_3(x_6) & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\frac{1}{C(R_{dc} + R_{con})} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
\theta = [\theta_1(x_4) \ \theta_2(x_4) \ \theta_3(x_4) \ \theta_4(x_4) \ \theta_5(x_7) \ \theta_6(x_4, x_5, x_6, x_7)]^T
\]

\[
G = \begin{bmatrix}
\frac{1}{4\lambda_c F} & \frac{1}{2\lambda_c F} & \frac{1}{2\lambda_c F} \\
\theta_6(x_4, x_5, x_6, x_7) & -\theta_2(x_4) & -\theta_2(x_4) & -\theta_2(x_4) \\
-\theta_2(x_4) & 2\theta_4(x_4) & \theta_6(x_4, x_5, x_6, x_7) & \theta_7(x_4, x_5, x_6, x_7) & 0 & \frac{1}{C} \\
\end{bmatrix}^T
\]

2.7 Simulation of the PEM Fuel Cell Model

A nonlinear state space model of the PEM fuel cell, developed in sections 2.2 to 2.6, is simulated in MATLAB/Simulink. The main block diagram of the Simulink implementation of the PEM fuel cell model is shown in Figure 2.3. The parameters of the PEM fuel cell model used in the simulation are listed in Table 2.1.
Figure 2.3  Implementation of the PEM Fuel Cell Model in MATLAB/Simulink
The parameters of the PEM fuel cell model are given below in Table 2.1 [3], [8], [17].

| \( A_s = 3.2 \times 10^{-2} \) m² | \( M_s = 44 \) kg |
| \( a = -3.08 \times 10^3 V/K \) | \( (m_{H,O})_{in}^a = 8.614 \times 10^{-5} \) mol/s |
| \( a_0 = 1.3697 V \) | \( (m_{H,O})_{in}^c = 8.614 \times 10^{-5} \) mol/s |
| \( b = 9.724 \times 10^{-5} V/K \) | \( n_s = 48 \) |
| \( C_p = 500 J/(molK) \) | \( (P_{H,O})_{in} = 2 \) atm |
| \( C = 10 F \) | \( R = 8.31 J/(molK) \) |
| \( E_0^{Cell} = 1.23 V \) | \( R_0^e = 0.28 \Omega \) |
| \( e = 2 \) | \( V_a = 10^{-3} m^3 \) |
| \( F = 96487 C/mol \) | \( V_e = 10^{-3} m^3 \) |
| \( \Delta G_0 = 2372.10^3 J/mol \) | \( \lambda_a = 60 \) s |
| \( h_s = 37.5 W/(m^2.K) \) | \( \lambda_c = 60 \) s |
| \( K_f = 1.87 \times 10^{-3} \Omega/A \) | \( (P_{H,O})_{in}^c = 1 \) atm |
| \( K_r = -2.37 \times 10^{-3} \Omega/K \) | \( (P_{H,O})_{in}^c = 1 \) atm |

Table 2.1 Parameters of the PEM Fuel Cell Model

2.8 Simulation Results

2.8.1 V-I Characteristics of the PEM Fuel Cell Model

To obtain the \( V-I \) characteristics of the PEM fuel cell, the model is simulated for 2720 seconds for the following values of input variables:

\( u_{p_a} = 2 \) atm, \( u_{p_c} = 1 \) atm, \( u_{T_f} = 308 \) K. The \( V-I \) characteristics obtained by simulation are shown in Figure 2.4.
Figure 2.4. $V-I$ characteristics of the PEM Fuel Cell Model

Figure 2.5 Validation of the PEM Fuel Cell Model
The simulation results obtained in Figure 2.4 are validated with the experimental results of the *Avista Labs SR-12 (500W)* PEM fuel cell stack given in [20]. Figure 2.5 shows the model validation, and the validation results show close match.

![Figure 2.6 Output Voltage Response of the PEM Fuel Cell Model](image)

The output voltage response of the PEM fuel cell model is shown in Figure 2.6. The response is obtained by varying the current from 1A to 25 A in steps of 0.4 A every 40 seconds, over a total simulation period of 2720 seconds. The output voltage decreases from about 38 volts to 23 volts.

The temperature response of the PEM fuel cell model is shown in Figure 2.7. As more current is drawn from the PEM fuel cell stack, the electron activity at the surface of the electrodes increases. This results in an increase in the PEM fuel cell stack
temperature. It can be seen in Figure 2.7 that the stack temperature rises from 308 K to 320 K, as more current is drawn from the PEM fuel cell.

![Figure 2.7 Temperature Response of the PEM Fuel Cell Model](image)

The $P-I$ characteristics of the PEM fuel cell model are shown in Figure 2.8. The maximum output power is obtained at a point close to the rated current of the fuel cell (25A), but not exactly at the rated current. The PEM fuel cell goes in the concentration region near the rated current value, wherein the output power decreases with the increasing load current due to the potential decrease in the PEM fuel cell’s output voltage [11], [20].
2.8.2 Polarization Curves of the PEM Fuel Cell Model for Different Values of Input Variables

The PEM fuel cell model is subjected to different values of input variables in order to study their effect on the $V-I$ characteristics, the output voltage of the PEM fuel cell, and voltage losses.

2.8.2.1 $V-I$ Characteristics of the PEM Fuel Cell Model for Increasing Values of the Anode Channel Pressure ($u_{pa}$)

Figure 2.9 shows the $V-I$ characteristics of the PEM fuel cell model for increasing values of $u_{pa}$. The characteristics are obtained for: $u_{pa} = 2$ atm, 10 atm, 30 atm, 50 atm. The other two input variables $u_{pc}$ and $u_{fg}$ are kept constant at 1 atm and 308 K, respectively. As $u_{pa}$ is increased, the partial pressure of hydrogen at the anode increases.
Hence, the output voltage of the PEM fuel cell increases. This increase in the output voltage reduces voltage losses in the PEM fuel cell. Thus, voltage losses in the PEM fuel cell can be reduced by operating the PEM fuel cell at higher values of $u_{pa}$. It can be seen from Figure 2.9, that the losses are smaller for the higher values of $u_{pa}$.

![V-I Characteristics of the PEM Fuel Cell Model for Increasing $u_{pa}$](image)

**Figure 2.9**  $V-I$ Characteristics of the PEM Fuel Cell Model for Increasing $u_{pa}$

### 2.8.2.2 V-I Characteristics of the PEM Fuel Cell Model for Increasing Values of the Cathode Channel Pressure ($u_{pc}$)

Figure 2.10 shows the $V-I$ characteristics of the PEM fuel cell model for increasing values of $u_{pc}$. Physically, $u_{pc}$ can be increased by compressing the air or oxygen at the higher pressure before supplying it to the cathode. The characteristics are obtained for:
$u_{pc} = 1 \text{ atm, 10 atm, 30 atm, 50 atm.}$ The other two input variables $u_{pa}$ and $u_{tr}$ are kept constant at 2 atm and 308 K, respectively. As $u_{pc}$ is increased, the partial pressure of oxygen at the cathode increases. It increases the output voltage of the PEM fuel cell. This increase in the output voltage, reduces voltage losses. I.e. for higher values of $u_{pc}$, voltage losses are smaller. Hence, voltage losses in the PEM fuel cell can also be reduced by operating the PEM fuel cell at higher values of $u_{pc}$.

Figure 2.10 $V-I$ Characteristics of the PEM Fuel Cell Model for Increasing $u_{pc}$
2.8.3 Transient Response of the PEM Fuel Cell Model

2.8.3.1 Transient Response of the PEM Fuel Cell Model over a Short-Time Period

Figure 2.11  Transient Response of the PEM Fuel Cell Model over a Short-time Period

(Top: Stack current, Bottom: Output Voltage)

A transient response of the PEM fuel cell model over a short-period is obtained by simulating the model for following values of input variables: $u_{P_x} = 5$ atm, $u_{P_c} = 5$ atm, $u_{T_x} = 308$ K. The load is changed in the steps over a small time period, and the response
of the model is observed. Figures 2.11(a) and (b) show the plots of the change in load current, and corresponding change in the output voltage of the PEM fuel cell model, respectively. It can be seen that as the load is increased, the output voltage drops, and vice-versa. However, the output voltage does not reach a new value instantly. As the load is increased, the voltage drops to a certain value immediately but from there it reaches to its new value in an exponential manner. This is due to the capacitance of the charge double-layer formed on the surface of the cathode.

Time constant of the first-order equation (2.29) can be given as $\tau = C(R^{\text{Act}} + R^{\text{Conc}})$ [54]. In the PEM fuel cell, the surface area of the cathode is greater than the distance between two charged layers, and hence, according to equation (2.28), the value of the capacitance $C$ is high. Moreover, the values of $R^{\text{Act}}$ and $R^{\text{Conc}}$ are quite small when the PEM fuel cell operates in the linear region [54]. Therefore, the transient response of the PEM fuel cell over a short-time period will be largely determined by the value of the capacitance $C$. Higher the value of $C$, higher will be $\tau$, and longer it will take for the voltage to reach its new value.

### 2.8.3.2 Transient Response of the PEM Fuel Cell Model over a Long-Time Period

A transient response of the PEM fuel cell model over a long-time period is shown in Figure 2.12. The figure shows the output voltage response of the model. It is observed that, as the load current is reduced, the output voltage increases to a certain value, but from there, it reaches to its final value in few hundred seconds. When the load current is increased, the output voltage drops to a certain value, and again takes few hundred seconds to reach to its final value. This is due to the higher thermodynamic time constant,
as well as due to the air and hydrogen flow delays inside the PEM fuel cell. They both can vary from few seconds to even few minutes [11], [20]. As seen from Figure 2.12, the temperature of the stack takes certain time to change as the electrochemical reaction proceeds in the PEM fuel cell. The stack temperature does not rise instantly. Also, the hydrogen and air flow to the anode and cathode cannot instantly follow the changes in the load [20]. Therefore, the thermodynamic time constant and flow delays largely determine the transient response of the PEM fuel cell over a long-time period [11], [20].

![Figure 2.12 Transient Response of the PEM Fuel Cell Model over a Long-time Period](image-url)
2.8.4 Behavior of the PEM Fuel Cell Model under a Resistive (R) Load

Figure 2.13 Output Voltage of the PEM Fuel Cell Model under a Resistive Load

Figure 2.14 Stack Temperature of the PEM Fuel Cell Model under a Resistive Load
To study the behavior of the PEM fuel cell model under a resistive load, the model is simulated for the following values of input variables: \( u_{P,1} = 5 \text{ atm}, \ u_{P,c} = 5 \text{ atm}, \ u_{T,a} = 308 \text{ K}. \) The simulation is performed under different load conditions: at no load, at \( 1/4^{\text{th}} \) rated load current, at \( 1/2 \) rated load, at \( 3/4^{\text{th}} \) rated load, and at rated load (25A). Figures 2.13 and 2.14 show the output voltage and stack temperature response of the model, respectively. It is observed that, as the load is increased from the no-load to the full-load condition, the output voltage is reduced. At no load, the output voltage of the PEM fuel cell model is 40 volts, while, at the full load condition (at rated load current = 25 A), the output voltage drops to about 25 volts. Also, an increase in stack temperature with the corresponding increase in the load is depicted Figure 2.14. The maximum stack temperature observed at the full-load is about 322 K.

2.9 Formulation of the PEM Fuel Cell Array

The 5-kW PEM fuel cell array is formulated by combining 2 (series) x 4 (parallel) 500-W fuel cells [35]. Figure 2.15 shows the formulation of the PEM fuel cell array in MATLAB/Simulink.

Each 500-W fuel cell used in the PEM fuel cell array has the rated current of 25 A, while, the PEM fuel cell array has the rated current of 100 A. Variation in the output voltage of the PEM fuel cell array is shown in Figure 2.16, by plotting the \( V-I \) characteristics of the array.
Figure 2.15 Formulation of the PEM Fuel Cell array in MATLAB/Simulink
2.10 Chapter Summary

In this chapter, a nonlinear state space model of a 500-W PEM fuel cell is proposed, which models an open-circuit output voltage of the PEM fuel cell, voltage losses in the PEM fuel cell, formation of a charge double-layer on the surface of the cathode in the PEM fuel cell, along with a mass balance and thermodynamic energy balance inside the PEM fuel cell system. After validating the model, it is used to study the dynamic behavior of the PEM fuel cell. The results and discussions of this study are presented in this chapter.

First, polarization curves (V-I characteristics of the PEM fuel cell) are obtained by simulating the model for different values of input variables, and it is found that by
operating the PEM fuel cell at the higher values of input variables, voltage losses in the PEM fuel cell can be reduced. Further, a transient response of the model over short and long-time periods is analyzed. It is found that the transient response of the PEM fuel cell over a short-time period mainly depends on the capacitance of a charge double-layer formed on the surface of the cathode of the PEM fuel cell, while, the transient response of the PEM fuel cell over a long-time period, depends on the thermodynamic processes and flow delays inside the PEM fuel cell system. Finally, the behavior of the model under a resistive load is studied and variation in the output voltage and stack temperature of the PEM fuel cell model, under resistive load is analyzed.
CHAPTER 3

NEURAL NETWORK MODELING OF PROTON EXCHANGE MEMBRANE FUEL CELL

3.1 Introduction

In this chapter, a neural network model of a 500-W proton exchange membrane (PEM) fuel cell is proposed. The nonlinear autoregressive moving average model of the 500-W PEM fuel cell with external inputs (NARMAX) is developed using recurrent neural network. It is shown that the two-layer neural network with a hyperbolic tangent sigmoid function, as an activation function, in the first layer and a pure linear function, as an activation function, in the second layer can effectively model the nonlinear dynamics of the PEM fuel cell. After the model is trained and validated, it is used to analyze the dynamic behavior of PEM fuel cell. Finally, the effect of measurement noise on the performance of the neural network model is investigated and the results are shown.

3.2 The Neural Network Modeling Approach

A state space model of the PEM fuel cell based on physical processes inside the PEM fuel system is developed in Chapter 2 of this dissertation. From this model development, it is learned that the relationship between the PEM fuel cell’s output voltage, stack temperature, and input variables is highly nonlinear. As a result, the state space model of PEM fuel cell, developed in Chapter 2 is considerably complex,
and mathematically quite involved. Also, the development of the model required proper knowledge of various process parameters.

The neural network modeling approach provides certain unique modeling advantages. It does not require knowledge of the process parameters. Instead, the neural network possesses the ability to learn from a set of input-output data. Therefore, a neural network model proposed for the PEM fuel cell system can be trained from a set of input-output data without the need of full specifications of the PEM fuel cell system. Once correctly trained, a neural network model can provide very good mapping between the output voltage, stack temperature, and input variables of the PEM fuel cell. Also, unlike conventional modeling techniques, neural network models do not need any linearization or assumptions in model development. In the conventional modeling approach, sometimes such assumptions and/or linearization may be necessary to reduce the overall complexity of the model. Also, since neural networks are able to map highly nonlinear relationships, without the necessity of knowing the process parameters, the model development process is relatively less tedious, which helps in reducing the time required for developing the model.

3.3 Neural Network Model Development

A neural network is composed of simple elements (artificial neurons) operating in parallel. The network function is determined by the connections (weights) between the elements [59] - [60]. Also, by adjusting the values of the connections between elements, the neural network can be trained to approximate a given function. Generally, in a system
identification problem, neural networks are trained, such that that the specific set of inputs lead to the desired target output [59].

The simplest type of neural network is the feedforward network, shown in Figure 3.1, which has no feedback in its structure [61]. Hence, it can only perform memoryless mapping. I.e. at any time, the output of the neural network is determined by the current inputs to the network.

![Figure 3.1 Structure of A Multilayer Feedforward Neural Network](image)

Another type of a neural network is the recurrent neural network, shown in Figure 3.2, which has feedback from the output of the later layers to the input of the previous layers in its structure with appropriate time delays. The time delays in the recurrent
network store the values from previous time steps, which can be used in the current time step. These recurrent connections allow the neural network to both detect and generate time-varying patterns [62].

![Figure 3.2 Structure of A Recurrent Neural Network](image)

To develop the model of the PEM fuel cell system, recurrent neural network model is used. The number of time-delays to be used in the proposed network is determined by performing a cross-correlation analysis [63]-[64].

### 3.3.1 Cross-Correlation Analysis

The cross-correlation analysis can be used to detect the interaction strength between two signals. The analysis can also be used to detect whether a time lag exists between the
signals [63]. It has been proved in the literature that time-delay estimation between two continuous signals can be done by detecting peaks in the cross-correlation function [64].

In this work, a cross-correlation analysis is performed to determine the interaction strength between the inputs variables and output voltage of the PEM fuel cell. Equation (3.1) shows the computation of the cross-correlation function [65].

\[
\phi_{xy} = \lim_{T \to +\infty} \frac{1}{2T} \int_{-T}^{T} u(t)y(t+\tau)dt
\]  

(3.1)

Figure 3.3, Figure 3.4, and Figure 3.5 show the results of cross-correlation between the output voltage \( V_{fc} \) of the PEM fuel cell and input vectors \( u_{p_x}, u_{p_c} \) and \( u_{r_s} \), respectively. The presence of peaks in these figures indicates a high degree of correlation between the data separated by the corresponding discrete time instant. The contributions of the output voltage \( V_{fc} \) on input variables \( u_{p_x}, u_{p_c} \) and \( u_{r_s} \) decrease gradually with an increase in the value of lag.

Thus, based on this study, it can be seen that the input vectors \( u_{p_x}, u_{p_c} \) and \( u_{r_s} \) of the neural network model can be made sufficiently large to incorporate a large window of delayed measurements. However, very large number of lags will increase the size of the neural network’s input layer and the network will require more time to converge. Therefore, the sizing of the input vectors of the network is done based on the concept of parsimony [62]. I.e. if the performance of the neural network model does not show any significant improvement with increase in the size of the input vector, then a fewer number of delays is used in the input vector [62].
Figure 3.3  Cross-correlation between $V_{fc}$ and $u_{r_a}$

Figure 3.4  Cross-correlation between $V_{fc}$ and $u_{r_c}$
Therefore, a different number of delays for input vectors $u_{p_s}$, $u_{p_c}$, and $u_{r_x}$ are tried in neural network model and finally, input vectors $u_{p_s}$, $u_{p_c}$, and $u_{r_x}$ are sized to incorporate 6 delays. It is observed that with the number of lags in the input vectors to be 6, the neural network model can be trained satisfactorily. The lags are represented by the ‘TDL’ block in neural network model in Figure 3.6.
3.3.2 The Proposed Neural Network Model for the PEM Fuel Cell

The structure of the proposed neural network to model the dynamic behavior of the PEM fuel cell is shown in Figure 3.6 [60]. The dynamic behavior of the PEM fuel cell depends on change in the output current of the fuel cell. Hence, the output current is fed back to the model. The first layer is the input layer and the second layer is the output layer.

A network with a different number of hidden neurons in the input layer is tried, and finally, the number of hidden neurons selected in the first layer are 35. A two-layer network with a hyperbolic tangent sigmoid function, as an activation function in the first
layer. and a pure linear function, as an activation function in the second layer, can be used to model most nonlinearities [59], [60]. Hence, the hyperbolic tangent sigmoid function – “tansig (..)” is chosen to be the activation function of the input layer. The relationship between $a_1$, the output of the first layer, and the input variables $u_{p_e}, u_{R_C}, u_{R_p}, I$ is given by equation (3.2) [60].

$$n_1 = IW\{1,1\} u_{p_e} + IW\{1,2\} u_{R_C} + IW\{1,3\} u_{R_p} + IW\{1,4\} I + b\{1\}$$

(3.2)

$n_1$ is the weighted sum of the input variables which is fed to the hyperbolic tangent sigmoid transfer function.

$$a_1 = \text{tansig}(n_1) = \left[ \frac{2}{1 + e^{-2n}} - 1 \right]$$

(3.3)

The output of the first layer, $a_1$, is then fed to the second layer. A pure linear function is chosen to be the activation function of the second layer, which yields [60],

$$n_2 = LW\{2,1\} a_1 + LW\{2,2\} V_{fc} + b\{2\}$$

(3.4)

$$V_{fc} = \text{purelin}(n_2)$$

(3.5)

$n_2$ is the weighted sum fed to the linear function in the second layer of the network, and $V_{fc}$ is the output of the network (output voltage of the PEM fuel cell). The output $V_{fc}$ is fed back at the input of the second layer to create the recurrent network that helps in quicker convergence. The linear activation function is chosen in the output layer, as it can distribute the target values and can handle potential deficiencies associated with the requirements to extrapolate beyond the range of the training dataset. It also restricts
potential impact and distortions associated with upper limit and lower limit saturation effects [66].

3.3.3 Training of the Neural Network Model

The training of the proposed neural network model, shown in Figure 3.6, is performed for the PEM fuel cell’s output voltage, and the stack temperature values. The data required to train the neural network model is generated by simulating the nonlinear state space model of a 500-W PEM fuel cell developed in Chapter 2. Five input-output data sets with different values of $u_{p_a}, u_{p_c}, u_{r_a}$, $I$ are used as the training data set. Each data set consists of 120 data samples of each input variable. The values utilized for the input variables are: $u_{p_a}$ is varied from 5 atm to 30 atm, $u_{p_c}$ is varied from 5 atm to 40 atm, $u_{r_a}$ is varied from 298 K to 318 K and $I$ is varied from 1A to 25A. Overall, 4,800 data points are used to train the model for the PEM fuel cell’s output voltage, and stack temperature values. The Levenberg-Marquardt back propagation algorithm is used for training, which is performed in the neural network toolbox of MATLAB/Simulink [60].

The performance of the trained network for the output voltage values is shown in Figure 3.7. The convergence criterion for training the model is set to $10^{-5}$ V. After training the model for 400 epochs, the mean squared voltage error observed is $1.866 \times 10^{-3}$ V.

The performance of the trained network for the stack temperature values is shown in Figure 3.8. The convergence criterion for training is set to $10^{-5}$ K. After training the model for 200 epochs, the mean squared temperature error observed is $2.779 \times 10^{-5}$ K.
Figure 3.7 Training of the Neural Network Model for the Output Voltage Values

Figure 3.8 Training of the Neural Network Model for the Stack Temperature Values
3.4 Simulation Results

A trained neural network model is simulated for the following values of input variables: $u_{p_a} = 1.8 \text{ atm}$, $u_{p_c} = 1 \text{ atm}$, $u_{T_a} = 308 \text{ K}$. The simulation results are validated with the experimental results of the *Avista Labs SR-12* PEM fuel cell stack presented in [20]. Figure 3.9 shows the comparison of the $V-I$ characteristics of the neural network model with the $V-I$ characteristics of the *Avista Labs SR-12* PEM fuel cell stack obtained experimentally. The validation results show a close match. Please note that, in [20], the experimental results of the *Avista Labs SR-12* (500-W) PEM fuel cell stack are given and the $V-I$ characteristics obtained by simulating the neural network model

![Figure 3.9 Validation of the Neural Network Model of the PEM Fuel Cell](image-url)
developed in this paper are compared with the experimental $V$-$I$ characteristics presented in [20].

![Validation of the State Space Model of the PEM Fuel Cell](image)

Figure 3.10  Validation of the State Space Model of the PEM Fuel Cell

As training of a neural network model is performed with the data generated by the state space model and not directly with the experimental PEM fuel cell data, it is important to check the degree of compliance of the state space model with the actual experimental results. Hence, the simulation results of the state space model are also validated with the experimental data of the *Avista Labs SR-12* PEM fuel cell stack given in [20]. The comparison is shown in Figure 3.10.
Figure 3.11  Polarization Characteristics of the Neural Network Model

Figure 3.11 shows polarization characteristics or \( V-I \) characteristics of the PEM fuel cell model with respect to time, in three-dimensional plane obtained by simulating the model at \( u_{P_a} = 1.5 \ atm \), \( u_{P_e} = 1 \ atm \), \( u_{T_e} = 303 \ K \).
The output voltage response of the neural network model is shown in Figure 3.12. To obtain this output voltage response, the current is varied from 1A to 25 A in steps of 0.4 A every 40 seconds over a total simulation period of 2720 seconds. It is seen that the output voltage decreases from about 41 volts to 24 volts as the current is increased. The response is compared with the output voltage response of the state space model.
Figure 3.13 shows the $P-I$ characteristics obtained by simulating the neural network model. It can be seen that the maximum output power is obtained close to the rated current of the fuel cell (25A) but not exactly at the rated current. A PEM fuel cell goes in the concentration region near the rated current value. In this region, the output voltage of the PEM fuel cell drops sharply due to an increase in the current. This leads to the decrease in the output power of the PEM fuel cell [20], [54].

To obtain the temperature response, a neural network model is simulated for the following values of input variables: $u_{P_a} = 2.5 \ atm$, $u_{P_c} = 1 \ atm$, $u_{T_a} = 308 \ K$. Figure 3.14 shows the temperature response of the model. The response is compared with the temperature response of the state space model developed in Chapter 2, and comparison
shows a close match. It can be seen that, as electrochemical reaction proceeds within the PEM fuel cell, the stack temperature rises from 308 K to 316 K.

Figure 3.14  Temperature Response of the Neural Network Model

3.4.1 Polarization Curves of the PEM Fuel Cell Model for Different Values of Input Variables

A neural network model is subjected to different values of input variables in order to study their effect on the $V$-$I$ characteristics, output voltage of the PEM fuel cell, and, voltage losses.

Figure 3.15 shows the $V$-$I$ characteristics obtained by simulating a neural network model for different values of $u_{fr}$. The model is simulated for:
$u_{p_t} = 2\ atm, 5\ atm, 8\ atm, 15\ atm$. The other two input variables $u_{p_c}$ and $u_{i_g}$ are kept constant at 1\ atm and 308\ K, respectively. It is seen that, as $u_{p_t}$ is increased, the output voltage of the PEM fuel cell increases and it reduces voltage losses in the PEM fuel cell. From Figure 3.15, it can be seen that voltage losses are smaller for the higher values of $u_{p_t}$. Hence, it is possible to reduce voltage losses in the PEM fuel cell by operating the fuel cell at higher values of $u_{p_t}$.

![Figure 3.15 V-I Characteristics of the PEM Fuel Cell Model for Increasing $u_{p_t}$](image)

Figure 3.15 V-I Characteristics of the PEM Fuel Cell Model for Increasing $u_{p_t}$
Figure 3.16  \textit{V-I} Characteristics of the PEM Fuel Cell Model for Increasing $u_{PE}$.

Figure 3.16 shows the \textit{V-I} characteristics obtained by simulating a neural network model for the increasing values of $u_{PE}$. The model is simulated for: $u_{PE} = 1 \text{ atm}, 1.5 \text{ atm}, 1.8 \text{ atm}, 2 \text{ atm}$. The other two input variables $u_{ps}$ and $u_{rs}$ are kept constant at $2 \text{ atm}$ and $308 \text{ K}$, respectively. Again, it can be seen that, as $u_{PE}$ is increased, the output voltage of the PEM fuel cell increases which reduces voltage losses in the PEM fuel cell. For the higher values of $u_{PE}$, voltage losses are smaller. It must be noted that a neural network model of the PEM fuel cell cannot be used to compute the value of any individual voltage losses within the PEM fuel cell. The model can only determine overall change in the value of voltage losses as a function of input variables.
3.4.2 Transient Response of the PEM Fuel Cell Model

A trained neural network model of the PEM fuel cell can be used to study the transient response of the PEM fuel cell over short and long-time periods. Figure 3.17 shows the transient response of the model over a short-time period. The model is simulated for $u_{ps} = 2.5 \ atm$, $u_{pc} = 1 \ atm$, $u_{rs} = 308 \ K$. The input variable $I$ of the model is varied in steps over a small time period between 99 sec to 102 sec to observe the transient behavior. It can be seen that, as the load is increased, the output voltage drops and vice-versa. However, the output voltage does not reach the new value immediately. As load is increased, the voltage drops to a certain value immediately but from there it reaches to its new value in an exponential manner. This is due to the capacitance of charge double-layer formed on the surface of the cathode. Higher the value of the capacitance formed due to the charge double-layer, longer it takes for the voltage to reach its new value [20], [54]. Hence, the transient response of the PEM fuel cell over a short-time period is dominated by the capacitance of the charge double-layer.
Figure 3.17 Transient Response of the Model over a Short-time Period

The transient response of the neural network model over a long-time period is shown in Figure 3.18. It is observed that, as the load current is changed, the output voltage changes to a certain value and from there it reaches to its final value in few hundred seconds. This type of a response is observed due to the higher thermodynamic time constant, as well as due to air and hydrogen flow delays inside the PEM fuel cell. These delays can vary from few seconds to few minutes in the PEM fuel cell [11], [20].
It can be seen from Figure 3.14 that change in the temperature of the PEM fuel cell stack takes certain time, as electrochemical reaction proceeds in the PEM fuel cell. I.e. the stack temperature cannot change immediately. This makes thermodynamic time constant of the PEM fuel cell higher. Similarly, the hydrogen and air flow to the anode and cathode cannot immediately follow changes in the load [20]. Hence, it can be concluded that the transient response of the PEM fuel cell over a long-time period depends on the thermodynamic time constant of the PEM fuel cell and flow delays within the PEM fuel cell [11], [20].
3.5 Robustness toward Noise

To investigate the effect of measurement noise on the performance of a neural network model, noise-corrupted measurements are generated by adding zero mean independent white Gaussian noise to noise free signals. These noise-corrupted signals are then applied to the neural network model of the PEM fuel cell. The equations used to generate the noise corrupted signals are given in [67].

Figure 3.19  Performance of the Neural Network Model for SNR = 200:1
The results of the application of noise-corrupted data, with different SNR levels, to the neural network model are tabulated in Table 3.1. For sake of comparison, the mean squared voltage error for noise free case, is also listed. It can be seen that with low SNR levels (large amount of noise), the performance of the neural network model deteriorate significantly with a corresponding increase in the mean squared voltage error. The performance of the neural network model for SNRs 200:1 and 50:1 is shown in Figures 3.19 and 3.20, respectively.
### Table 3.1 Mean Squared Voltage Errors for Different Signal-to-Noise Ratios (SNRs)

<table>
<thead>
<tr>
<th>Signal-to-Noise Ratio (SNR)</th>
<th>Mean Squared Voltage Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>No noise</td>
<td>$1.866 \times 10^{-3}$</td>
</tr>
<tr>
<td>1000:1</td>
<td>$2.779 \times 10^{-3}$</td>
</tr>
<tr>
<td>800:1</td>
<td>$8.625 \times 10^{-3}$</td>
</tr>
<tr>
<td>500:1</td>
<td>$3.39 \times 10^{-2}$</td>
</tr>
<tr>
<td>200:1</td>
<td>$7.971 \times 10^{-2}$</td>
</tr>
<tr>
<td>100:1</td>
<td>$9.142 \times 10^{-2}$</td>
</tr>
<tr>
<td>50:1</td>
<td>$9.912 \times 10^{-2}$</td>
</tr>
<tr>
<td>10:1</td>
<td>$1.032 \times 10^{-1}$</td>
</tr>
</tbody>
</table>

3.6 Chapter Summary

In this chapter, the nonlinear auto regressive model of a 500-W PEM fuel cell with external inputs (NARMAX) is developed using a recurrent neural network. It is shown that the nonlinear dynamics of the PEM fuel cell can be effectively modeled using the two-layer recurrent neural network. The data required to train the neural network model is generated by simulating the nonlinear state space model of the PEM fuel cell developed in Chapter 2. The neural network model is trained for the PEM fuel cell’s output voltage and stack temperature values. To prove the effectiveness of the model, it is validated with the experimental results of the *Avista Labs SR-12* (500-W) PEM fuel cell stack presented in [20]. The model is then used to analyze the dynamic behavior of the PEM fuel cell.
Polarization curves are obtained by subjecting the model to different values of input variables. It is found that voltage losses in the PEM fuel cell can be reduced by operating the PEM fuel cell at the higher values of input variables. The transient behavior of the PEM fuel cell over short and long-time periods is studied. Finally, the robustness of the trained neural network model toward noise is analyzed, and it is shown that the low SNR levels increase the mean squared voltage error, which results in deterioration of the performance of the neural network model.
CHAPTER 4

MODELING OF LEAD-ACID BATTERY AND CONTROL OF DC/DC CONVERTER

4.1 Introduction

In this chapter, sizing of the lead-acid battery bank, required for the DG system, is performed and charging of the battery bank is simulated in MATLAB/Simulink. In order to design the battery bank and simulate its charging, a model of the PEM fuel cell, the dc/dc boost converter, and the model of lead-acid battery is required. The PEM fuel cell model is already developed in Chapter 2 of this dissertation. The model of the lead-acid battery and the model of the dc/dc converter are given in this chapter. The parameters of the battery model are identified using curve fitting techniques, and the model is validated with a 12 V, 4 Ah Yuasa (NP4-12) battery [51]-[52]. The discharge characteristics of the battery are studied using the battery model, and the model is then appropriately scaled to design the battery bank.

The model of the dc/dc boost converter, based on the state space averaging technique is given, and the sliding mode controller is designed for the dc/dc boost converter to control its output voltage.
4.2 Modeling of the Lead-Acid Battery

A lead-acid battery is a group of electrochemical cells which can deliver the current at nominal voltage to an electrical load [68]. The number of electrochemical cells connected in series determines the terminal voltage of a battery. An open-circuit voltage of the standard lead-acid battery at full charge is $12.6 - 12.8$ V, while, the current capacity can differ based on a number of cells and the application [69]. In a charged state, each cell inside the battery contains electrodes of a lead ($Pb$) and lead oxide ($PbO_2$) in an electrolyte of around $33.5 \%$ (v/v) sulphuric acid ($H_2SO_4$). When the battery is connected to an external electrical load, there exists a flow of electrons. The overall chemical reaction can be given by [68]:

$$Pb_{(s)} + 2HSO_4^- + 2H^+ + PbO_{2(s)} \rightarrow 2PbSO_{4(s)} + 2H_2O \quad (4.1)$$

where, $Pb_{(s)}$ is solid lead, $HSO_4^-$ is hydrogen sulphide ion, $H^+$ is hydrogen ion. The subscript $(s)$ refers to solid. During this reaction, i.e. during the battery discharging process, insoluble lead sulphate ($PbSO_4$) is formed at each electrode, and the reaction produces water ($H_2O$), which dilutes the electrolyte [68]-[69].

During the charging process, when the dc voltage source is connected at the battery terminals, direction of the electron flow is reversed, and the lead-sulphate is removed from the electrodes. The electrolyte becomes stronger and hydrogen ions are regenerated. The overall reaction is given by [68]:

$$2PbSO_{4(s)} + 2H_2O \rightarrow Pb_{(s)} + 2HSO_4^- + 2H^+ + PbO_{2(s)} \quad (4.2)$$
The internal chemical processes inside the lead-acid battery can be modeled with their electrical equivalents, and the battery behavior, seen from its terminals, can be analyzed. In other words, the behavior of the lead-acid battery can be modeled in terms of the electrical networks composed of electromotive forces (emfs), resistors, capacitors, and inductors [46].

Figure 4.1 The Proposed Lead-Acid Battery Model

The dynamic model of the lead-acid battery, shown in Figure 4.1, is proposed by Jantharamin N. and Zhang, L. in [51]. The battery emf, \( E_b \), is modeled by a dependent voltage source as shown in Figure 4.1. The battery emf \( E_b \) is a linear function of the SOC (state of charge) of the battery. In lead-acid batteries, there exist a difference between the battery emf \( E_b \) and terminal voltage \( V_{bt} \) of the battery, known as
polarization effect. This polarization effect, caused due to the ohmic voltage drop and overvoltage effects, in the lead-acid battery is modeled by a resistor-capacitor network, as shown in Figure 4.1. The polarization resistance is represented by a single equivalent resistor $(R_{ch}$ or $R_{dch}$) for an each operating mode [51]. During the charging process, the current flows through the ohmic resistor $R_{ch}$, while, during discharging process, the current flows through ohmic resistor $R_{dch}$. Ideal diodes are connected in their respective paths to allow the current flowing through the desired resistances. The self-discharge losses in the battery are modeled by the resistor $(R_{sd})$. The battery current is denoted by $I_b$.

The charge stored in the battery can be given as [46]:

$$Q_e(t) = \int_{t_0}^{t} I_b \, dt$$

or

$$\frac{dQ_e}{dt} = I_b$$  \hspace{1cm} (4.3)

Also, the terminal voltage of the battery during the charging mode and discharging mode can be given by equations (4.4) and (4.5), respectively [51]:

$$V_{bt,Charging} = E_b - I_b \cdot R_{dch} \left[1 - \exp \left(\frac{-t}{R_{dch}C_{ov}}\right)\right]$$ \hspace{1cm} (4.4)

$$V_{bt,Discharging} = E_b + I_b \cdot R_{ch} \left[1 - \exp \left(\frac{-t}{R_{ch}C_{ov}}\right)\right]$$ \hspace{1cm} (4.5)

During the charge and discharge cycles, the dynamic characteristics of the battery depend on the battery SOC, the charge/discharge rate, and the electrolyte temperature [51]. The battery SOC is defined (in percent) as [51]:
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\[
SOC = SOC_0 + \left( \frac{1}{C_n} \int_{0}^{t} I_b \, d\tau \right) \times 100 \quad (4.6)
\]

where, \( SOC_0 \) is the initial state of charge in per cent, \( C_n \) is the nominal battery capacity in amp-hours (Ah), and \( I_b \) is the battery current in amperes (A), which is defined positive during charging, and negative during discharging.

To identify, the model parameters \( E_h, R_{sd}, R_{dch}, C_{ov}, R_{ch} \) of the proposed battery model to determine the battery terminal voltage during charging and discharging process, the parameter identification process proposed by Jantharamin N. and Zhang, L. in [51] is implemented in this work. The model parameters are determined using curve-fitting technique, and using the manufacturer’s datasheet for the Yuasa (NP4-12) battery, rated 4 Ah, 12V [51]-[52].

4.3 Identification of the Battery Model Parameters

4.3.1 Battery EMF \((E_h)\)

According to the manufacturer’s datasheet for the Yuasa (NP4-12) battery, the relationship between the open circuit voltage of the battery and remaining battery capacity is approximately linear, as shown by dashed line boundaries in Figure 4.2 [52]. Using the linear approximation technique, a linear function between \( E_h \) and \( SOC \) can be established as [51]:

\[
E_h = 0.01375(SOC) + 11.5 \quad (4.7)
\]
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4.3.2 Self-Discharge Resistance \((R_{sd})\)

The information on the remaining battery capacity against the storage time in the manufacturer’s datasheet for the Yuasa (NP4-12) battery is used to model the self-discharge resistance \(R_{sd}\) [52]. Using a piecewise linear function approximation, the self-discharge current \(I_{sd}\) at 25\(^\circ\)C is assumed to be constant within each interval of the storage time [51]:

\[
I_{sd} = \frac{\Delta SOC}{100} \cdot \frac{C_n}{\Delta t}
\]  

(4.8)

where, \(\Delta t\) is the storage time interval which is equal to one month in this estimation, and \(\Delta SOC\) is a decrease in \(SOC\) in percent. Subsequently, \(R_{sd}\) can be defined as [51]:

Figure 4.2 Variation in \(E_h\) as a Function of the Battery SOC
The values of $R_{sd}$ are plotted against the SOC as shown in Figure 4.3, and using curve-fitting method, a quadratic polynomial function is chosen to express $R_{sd}$ in $k\Omega$ as:

$$R_{sd} = -0.039 \times (SOC)^2 + 4.27 \times (SOC) - 19.23$$  \hspace{1cm} (4.10)

Equation (4.10) is used to simulate the variation of self-discharge resistance $R_{sd}$ of a battery as a function of the battery SOC.

![Figure 4.3 Variation in $R_{sd}$ as a Function of the Battery SOC](image-url)
4.3.3 Discharge Polarization Resistance \((R_{dch})\)

The terminal voltage of the battery during discharge is given as [51]:

\[
V_{b, \text{Discharge}} = E_b - I_b R_{dch} \left[ 1 - \exp \left( -\frac{t}{R_{dch} C_{ov}} \right) \right]
\]  \hspace{1cm} (4.11)

The resistance \(R_{dch}\) can be divided into two components as [51]:

\[
R_{dch} = R_{bdi} + R_{bd}
\]  \hspace{1cm} (4.12)

The resistance \(R_{bdi}\) models the change in the terminal voltage from the battery emf during transient interval, and hence, depends on the discharge current. The resistance \(R_{bd}\) models the variation of \(R_{dch}\) with the battery SOC as the discharge proceeds [51].

![Figure 4.4 Discharge Characteristics of Yuasa NP4-12 Battery (From the manufacturer’s data sheet)](image_url)
The discharge characteristics of a *Yuasa NP4-12* battery from the manufacturer’s data sheet are shown in Figure 4.4 [52]. ‘C’ denotes the given capacity as stated on each battery in Ah. It can be observed that the first sample of the terminal voltage for each curve is taken, at one minute after the discharge has started. For each discharge rate, the resistance $R_{bdi}$ can be estimated as:

$$R_{bdi} = \frac{E_b - V_{bt}}{I_b} \bigg|_{t=1 \text{ min}}$$  \hspace{1cm} (4.13)

Hence, the values of $R_{bdi}$ are plotted in Figure 4.5. The mathematical expression in a form of two exponential functions is chosen to represent $R_{bdi}$ and given as [51]:

$$R_{bdi} = 1.01 \exp(-2.21I_b) + 0.24 \exp(-0.06I_b)$$  \hspace{1cm} (4.14)
After transients die away, the resistance $R_{bd}$ for specific discharge rate can be derived as [51]:

$$R_{bd} = \frac{E_h - V_{bt}}{I_b} - R_{bdi}$$  \hspace{1cm} (4.15)

The values of $R_{bd}$ are calculated and plotted in Figure 4.6. Using the curve fitting technique, a mathematical function is established for $R_{bd}$ as [51]:

$$R_{bd} = 2.926 \exp(-0.042 \cdot SOC)$$  \hspace{1cm} (4.16)

![Figure 4.6 Variation in $R_{bd}$ with the Battery SOC](image)

Figure 4.6 Variation in $R_{bd}$ with the Battery SOC
4.3.4 Polarization Capacitance \( (C_{ov}) \)

Based on the time constant and settling time of the terminal voltage response, the polarization capacitance \( C_{ov} \) can be estimated as [51]:

\[
C_{ov} = \frac{t_{ov}}{5R_{bdi}}
\]  \hspace{1cm} (4.17)

where, \( t_{ov} \) is the settling time. From the discharge characteristics of the Yuasa NP4-12 battery, given in Figure 4.4, it can be seen that the lower discharge rate curves have longer transient interval [51]-[52]. So, the capacitance \( C_{ov} \) is estimated according to the lowest discharge rate given in the data sheet. The settling time is considered to be one minute. As a result, for this battery, the overvoltage capacitance \( (C_{ov}) \) is obtained to be 40\( F \) [51].

4.3.5 Charging Polarization Resistance \( (R_{ch}) \)

The battery terminal voltage during the charging process is given by equation (4.4) as [51]:

\[
V_{b,Ch\,arg\,ing} = E_b + I_b R_{ch} \left[ 1 - \exp \left( -\frac{t}{R_{ch} C_{ov}} \right) \right]
\]  \hspace{1cm} (4.18)

The resistance \( (R_{ch}) \) during the charging process can be divided into two components as [51]:

\[
R_{ch} = R_{bci} + R_{bc}
\]  \hspace{1cm} (4.19)

The resistance \( R_{bci} \) models the change in the terminal voltage from the battery emf during the transient interval, and hence, depends on the charging rate. The resistance \( R_{bc} \)
models the variation of the internal resistance with the battery SOC. The resistance $R_{bc,i}$ can be estimated as [51]:

$$R_{bc,i} = \frac{V_{bt} - E_b}{I_b} \bigg|_{r=5\text{ min}}$$

(4.20)

With the above approximation, the value of $1.5 \ \Omega$ is obtained. After transients die away, the resistance $R_{bc}$ can be expressed as [51]:

$$R_{bc} = \frac{V_{bt} - E_b}{I_b} - R_{bc,i}$$

(4.21)

The variation of $R_{bc}$ with the battery SOC is shown in Figure 4.7.

![Figure 4.7 Variation in $R_{bc}$ with the Battery SOC](image)
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To use the curve fitting technique, a quadratic expression selected to describe the variation of $R_{bc}$ with the battery SOC is given as [51]:

$$R_{bc} = 9.32 \times 10^{-5}(SOC)^2 + 0.01(SOC) + 0.028$$

(4.22)

4.4 Validation of the Lead-Acid Battery Model

To validate the battery model, the model is simulated for two discharge rates – 0.2A and 0.4 A. The terminal voltage ($V_{br}$) of the model is obtained in each case. This terminal voltage ($V_{br}$) of the battery model is then compared with the discharge characteristics given in the manufacturing data sheet of the 12 V, 4 Ah Yuasa battery [52]. The validation results are shown in Figure 4.8. The ‘dotted line (---)’, shown in Figure 4.8, represents the discharge rates of the proposed battery model, while, the ‘solid line (—)’ represents the corresponding discharge rates from the manufacturer’s data sheet. The comparison shows a close match.
4.5 Discharge Characteristics of the Battery Model

After the battery model is validated, the discharge characteristics of the model are obtained for four more values of the discharge rates – $0.2A, 0.4A, 0.8A, 1.2A$. These discharge characteristics are shown in Figure 4.9. The corresponding change in the battery SOC during the discharge (from 100% to 0%), is plotted in Figure 4.10. It can be seen, from Figures 4.9 and 4.10, that for the discharge rate of $0.2A$, the battery SOC changes to 0% from 100% in 1200 minutes $\left( \frac{4Ah}{0.2A} = 20h = 20 \times 60 = 1200 \text{ min} \right)$. For the higher discharge rates ($0.4A, 0.8A, 1.2A$), the battery SOC takes lesser time to change to 0% from 100%. It is to be noted that the time-axis (x-axis) of Figures 4.8, 4.9 and 4.10 is in the logarithmic scale.
Figure 4.9  Discharge Characteristics of the Battery Model (12 V, 4Ah)

Figure 4.10  Variation in the Battery SOC for Different Discharge Currents
4.6 Scaling of the Battery Model for Different Battery Capacities

The parameters of the proposed battery model can be scaled to match with the other batteries with the different nominal capacities [51]. As all the batteries in the NP series (from Yuasa) have the same discharge characteristics for the discharge currents scaled in proportion to the nominal capacity, the fitting coefficients of the mathematical expressions of the proposed battery model can be scaled as [51]-[52]:

\[
\left[ R \text{ at } C_{n2} \right] = \frac{C_{n1}}{C_{n2}} \left[ R \text{ at } C_{n1} \right]
\]  

(4.23)

and

\[
\left[ C_{ov} \text{ at } C_{n2} \right] = \frac{C_{n2}}{C_{n1}} \left[ C_{ov} \text{ at } C_{n1} \right]
\]  

(4.24)

where, \( R \) refers to \( R_{sd}, R_{ch} \) and \( R_{dch} \) in the proposed battery model, \( C_{n1} \) is the nominal capacity of the battery modeled in this work (4Ah), and \( C_{n2} \) is the nominal capacity of any other battery required to be modeled. As the relationship between the battery emf \( (E_b) \) and battery SOC remains the same for all the batteries in the series, the coefficients of the emf equation (Equation 4.7) remain unchanged [51].

4.7 Design of the Battery Bank for the Fuel Cell-based DG System

For the PEM fuel cell-based DG system, the battery bank can be formed by connecting the individual lead-acid batteries together. The terminal voltage and capacity of the battery bank are determined based on requirements of the PEM fuel cell-based DG system considered in this research.
4.7.1 Determination of the Terminal Voltage of the Battery bank

To determine the terminal voltage of the battery bank, first, minimum dc bus voltage required for the proper operation of a three-phase dc/ac inverter is found. Equation (4.25) is used to determine the desired dc bus voltage [35], [53].

\[
\frac{\sqrt{3} m_a}{2\sqrt{2}} V_{dc} \geq \sqrt{(V_{ac,L-L})^2 + 3(\omega L_f I_{max})^2}
\]  

(4.25)

where, \( V_{ac,L-L} \) is the ac side line-to-line rms voltage, \( L_f \) is the inductance of the L-C filter, \( I_{max} \) is the rms value of maximum load current and \( m_a \) is the modulation index of the inverter. The linear PWM is used for the inverter, hence here \( m_a \leq 1 \).

The selected values of the parameters are:

\[
V_{ac,L-L} = 208 \, V \, (120V_{L-N}) , \quad L_f = 10.2 \, mH \quad , \quad I_{max} = 100 \, A \quad , \quad \omega = 2\pi f = 377 \, rad/\text{sec}
\]

Substituting the values of the parameters into equation (4.26), we get:

\[
V_{dc} \geq 390 \, V
\]

Therefore, the terminal voltage of the battery bank \( V_{dc,\text{min}} \geq 390 \, V \)

4.7.2 Determination of the Battery Bank Capacity

The capacity of the battery bank is determined based on the following specifications:

a) Rated nominal power demand <= 5 kW

b) Rated Peak Power demand <= 10 kW

c) When fully charged (SOC = 100%), the terminal voltage of the battery bank >=
d) The battery bank should be capable of providing the peak power demand continuously for 2 hrs.

Hence, the required energy capacity of the battery bank = 10 \( kW \times 2h = 20000 \) Wh

The minimum terminal voltage of the battery bank = 390V

Required Ampere-hour (Ah) of the battery bank \( \geq \frac{20000Wh}{390V} \geq 51.28Ah \)

To satisfy the terminal voltage and energy capacity requirements, the battery bank is formulated by connecting 38 lead-acid batteries in series. Each battery in the battery bank has the terminal voltage between $12.6 - 12.8V$, and 90Ah capacity. Hence, the terminal voltage of the battery bank at a fully charged state (SOC =100%) is $V_{bat} = 480 \) V, and the energy capacity is 90Ah.

4.8 Summary Specifications

<table>
<thead>
<tr>
<th>SOC (%)</th>
<th>$E_b$ (V)</th>
<th>$R_{sd}$ (kΩ)</th>
<th>$R_{dch} (Ω)$ @ $I_b = 0.2A$</th>
<th>$R_{ch} (Ω)$ @ $I_b = 0.2A$</th>
<th>$C_{ov}$ (F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>12.875</td>
<td>17.77</td>
<td>0.9302</td>
<td>3.4600</td>
<td>40</td>
</tr>
<tr>
<td>80</td>
<td>12.6</td>
<td>72.77</td>
<td>0.9879</td>
<td>2.9245</td>
<td>40</td>
</tr>
<tr>
<td>60</td>
<td>12.325</td>
<td>96.57</td>
<td>1.1217</td>
<td>2.4635</td>
<td>40</td>
</tr>
<tr>
<td>40</td>
<td>12.05</td>
<td>89.17</td>
<td>1.4316</td>
<td>2.0771</td>
<td>40</td>
</tr>
<tr>
<td>20</td>
<td>11.775</td>
<td>50.57</td>
<td>2.1495</td>
<td>1.7653</td>
<td>40</td>
</tr>
</tbody>
</table>

Table 4.1 Parameters of 12 V, 4Ah Battery Model
<table>
<thead>
<tr>
<th>$SOC$ (%)</th>
<th>$E_b$ (V)</th>
<th>$R_{cd}$ ($k\Omega$)</th>
<th>$R_{d,h}$ ($\Omega$) @ $I_b = 0.2A$</th>
<th>$R_{cd}$ ($\Omega$) @ $I_b = 0.2A$</th>
<th>$C_m$ ($F$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>12.875</td>
<td>17.77</td>
<td>0.9302</td>
<td>3.4600</td>
<td>40</td>
</tr>
<tr>
<td>80</td>
<td>12.6</td>
<td>72.77</td>
<td>0.9879</td>
<td>2.9245</td>
<td>40</td>
</tr>
<tr>
<td>60</td>
<td>12.325</td>
<td>96.57</td>
<td>1.1217</td>
<td>2.4635</td>
<td>40</td>
</tr>
<tr>
<td>40</td>
<td>12.05</td>
<td>89.17</td>
<td>1.4316</td>
<td>2.0771</td>
<td>40</td>
</tr>
<tr>
<td>20</td>
<td>11.775</td>
<td>50.57</td>
<td>2.1495</td>
<td>1.7653</td>
<td>40</td>
</tr>
</tbody>
</table>

Table 4.2  Parameters of 480 V, 90Ah Battery Bank

This section lists the summary specifications of a 12 V, 4Ah lead-acid battery along with the specifications of a 12V, 90Ah battery bank designed for the PEM fuel cell based DG system. The Table 4.1 summarizes the parameters of a 12 V, 4Ah battery model and Table 4.2 summarizes the parameters of an individual battery, with energy capacity 90 Ah, used in the battery bank.

4.9 Determination of the Discharge Characteristics of 480 V, 90 Ah Battery Bank

To analyze the response of a 480V, 90Ah battery bank to different loads, the discharge characteristics of the battery are determined by connecting a resistive load box to the battery bank terminals as shown in Figure 4.11. The six different values of resistive loads – $5\Omega$, $10\Omega$, $25\Omega$, $50\Omega$, $75\Omega$, $100\Omega$ – are used to obtain the characteristics. The corresponding values of the discharge currents are: $96A$, $48A$, $19.2A$, $9.6A$, $6.4A$, $4.8A$. These discharge characteristics are shown in Figure 4.13. The corresponding change in the battery bank’s SOC is shown in Figure 4.13.
Figure 4.11  Block Diagram for Determining the Discharge Characteristics of the Battery Bank

Figure 4.12  Discharge Characteristics of the Battery Bank
4.10 Control of the DC/DC Boost Converter

To perform charging of the battery bank, the output voltage of the PEM fuel cell array is stepped up using the dc/dc boost converter. The typical value of the output voltage of the PEM fuel cell array is between 45-75 V. This voltage is stepped up to $V_{bat} = 480$ V which is the desired dc bus voltage of the battery bank.

The topology of the dc/dc boost converter is shown in Figure 4.14 [35], [44], [53]. The inductor current $i_{L,bc}$ and capacitor voltage $v_{c,bc}$ are selected as state variables for the model. The input $u_{bc} = V_{fc}$ is the output of the PEM fuel cell array, and $u$ is the duty cycle of the boost converter.
The dynamic model of the boost converter based on the state space averaging technique can be given as [35], [44], [53]:

\[
\dot{x}_{1bc} = -(1-u) \frac{1}{L_{bc}} x_{2bc} + \frac{V_{fe}}{L_{bc}} \\
\dot{x}_{2bc} = (1-u) \frac{1}{C_{bc}} x_{1bc} - \frac{1}{R_{bc} C_{bc}} x_{2bc}
\]

(4.26)

where, \( x_{1bc} = i_{L, bc} \) and \( x_{2bc} = v_{C, bc} \)

\[
A_{bc} = \begin{bmatrix}
0 & -(1-u) \\
\frac{(1-u)}{C_{bc}} & \frac{-1}{R_{bc} C_{bc}}
\end{bmatrix}, \quad B_{bc} = \begin{bmatrix}
\frac{1}{L_{bc}} \\
0
\end{bmatrix}, \quad u_{bc} = V_{fe}
\]

The parameters of the dc/dc boost converter model are listed below:

\[
L_{bc} = 5 \text{ mH}, \quad C_{bc} = 300 \text{ } \mu\text{F}, \quad R_{bc} = 40 \text{ } \Omega, \quad V_{dc, ref} = 480 \text{ } V
\]
The control development is performed to regulate the output voltage of the dc/dc boost converter at \( V_{dc, \text{ref}} = 480 \text{ V} \). The block diagram of the proposed sliding mode control design is shown in Figure 4.15 [44]. The goal of the control design is to achieve a constant output voltage \( V_{dc, \text{ref}} \)

i.e. \( x_{2bc} = V_{dc, \text{ref}} \)

\[ \Rightarrow \dot{x}_{2bc} = \dot{V}_{dc, \text{ref}} = 0 \] (4.27)

To design the sliding mode control law, it is assumed that \( x_{lbc} \) in equation (4.26) can be handled as a control input. The control goal shown by equation (4.27) is substituted into the voltage loop equation. I.e. the second equation of (4.26), to yield the desired current as follows [44]:

\[ (1-u) \frac{1}{C_{bc}} x_{lbc}^* = \frac{1}{RC_{bc}} x_{2bc} \] (4.28)
To ensure that the actual current $x_{1bc}$ exactly tracks the desired current $x_{1bc}^*$, the sliding surface is chosen as [44]:

$$S = x_{1bc} - x_{1bc}^*$$

To enforce sliding mode in the manifold $s = 0$, the control $u$ can be defined as [44]:

$$u = \frac{1}{2} \left[ 1 - \text{sign}(s) \right]$$

The equivalent control of $u$ is derived by solving $\dot{s} = 0$:

$$\dot{s} = \dot{x}_{1bc} = 0$$

$$\Rightarrow \left( 1 - u_{eq} \right) \frac{1}{L_{bc}} x_{2bc} = \frac{V_{fc}}{L_{bc}}$$

$$\Rightarrow \left( 1 - u_{eq} \right) = \frac{V_{fc}}{x_{2bc}}$$

$$u_{eq} = 1 - \frac{V_{fc}}{x_{2bc}}$$

Substituting equation (4.35) into equation (4.28), we get the desired current as:

$$x_{1bc}^* = \frac{V_{dc,ref}^2}{(1 - u)R}$$

$x_{2bc}$ is the output voltage of the slow voltage loop. The motion equation of the outer voltage is obtained by substituting the equivalent control and desired current into the second equation of (4.26) [44]:

106
\[
\dot{x}_{2bc} = \left[ 1 - \left( \frac{V_{fc}}{x_{2bc}} \right) \right] \frac{1}{C_{bc}} (x_{1bc}^*) - \frac{1}{R_{bc} C_{bc}} x_{2bc}
\]

\[
\dot{x}_{2bc} = \left( \frac{V_{fc}}{x_{2bc}} \right) \frac{1}{C_{bc}} (x_{1bc}^*) - \frac{1}{R_{bc} C_{bc}} x_{2bc}
\]

\[
\dot{x}_{2bc} = -\frac{1}{R_{bc} C_{bc}} \left( x_{2bc} - \frac{V_{dc,ref}^2}{x_{2bc}} \right) \quad (4.37)
\]

As long as the output voltage of the dc/dc boost converter is higher than the input voltage of the converter, a sliding mode control law can be enforced. This is an imperative requirement to guarantee the convergence to \( s = 0 \) [44]. Since, in the PEM fuel cell based DG system, desired dc bus voltage \( (480V) \) is always higher than the output voltage of the PEM fuel cell, the sliding mode control law can always be enforced.

4.11 Simulation of the PEM Fuel Cell Array with the DC/DC Boost Converter

![Diagram of DC/DC Boost Converter with Sliding Mode Controller](image)

Figure 4.16 Simulation of the DC/DC Boost Converter in MATLAB/Simulink
The output voltage of the PEM fuel cell array is fed to the dc/dc boost converter and the system is simulated in MATLAB/Simulink. The block diagram of the simulation is shown in Figure 4.16. Figure 4.17 shows the implementation of the sliding mode control for dc/dc converter in MATLAB/Simulink.

Figure 4.17  DC/DC Boost Converter with the Sliding Mode Controller in MATLAB/Simulink
Figure 4.18  Output Voltage of the DC/DC Boost Converter

Figure 4.19  DC Output Current
Figure 4.20 Sliding Surface \( S = x_{1bc} - x_{1bc}^* = 0 \)

Figure 4.21 Sliding Mode (Equivalent Control \( u_{eq} \)) Control Switching Pattern
4.12 Charging of 480V, 90Ah Lead-Acid Battery Bank

The charging of the battery bank for three different charging currents (12A, 18A and 25.5A) is shown in Figures 4.22, 4.24 and 4.26, respectively. Variation in the corresponding battery SOC during charging is shown in Figures 4.23, 4.25 and 4.27, respectively. It can be observed that for the higher values of the charging currents, the charging time is lesser. For the charging current of a 12 A, the battery bank can be charged from 0-100% SOC in 450 minutes while, with the charging current of a 25.5 A, battery bank can be charged from 0-100% SOC in 212 minutes.

Figure 4.22  Charging Characteristics of the Battery Bank (with charging current = 12A, charging time = 450 minutes)
Figure 4.23 Variation in the SOC of the Battery Bank (Case I: charging current = 12A)

Figure 4.24 Charging Characteristics of the Battery Bank (with charging current = 18A, charging time = 300 minutes)
Figure 4.25  Variation in the SOC of the Battery Bank (Case II: charging current = 18A)

Figure 4.26  Charging Characteristics of the Battery Bank (with charging current = 25.5A, charging time = 212 minutes)
4.13 Chapter Summary

In this chapter, a lead-acid battery bank, for the DG system, is designed with the terminal voltage rating of 480 V, and the ampere-hour capacity of 90 Ah.

First, a model of 12 V, 4 Ah lead-acid battery is presented. All the parameters of the battery model are identified, using curve fitting technique, and the manufacturer’s data sheet for *NP4-12 YUASA* battery. The discharge characteristics of the battery model are studied. The dc bus voltage required for the proper operation of the dc/ac inverter is then determined, and the terminal voltage of the battery bank is determined.

A 12 V, 4 Ah battery model is then scaled to design the battery bank. The parameters of the 480 V, 90 Ah battery bank are then found and the discharge characteristics of the
battery bank are determined for the different values of discharge currents.

The sliding mode control law is designed for the dc/dc boost converter to control its output voltage. Using models of the PEM fuel cell array and dc/dc boost converter, charging of the battery bank is simulated in MATLAB/Simulink.
CHAPTER 5

CONTROL OF A SINGLE PHASE AND THREE-PHASE INVERTER

5.1 Introduction

In this chapter, the application of two different control strategies to a single-phase and three-phase is analyzed. The objective of the control design is to achieve low THD output voltage, fast transient response, and asymptotic tracking of the reference output voltage under linear and nonlinear loads, minimizing the effect of the harmonic frequencies. First, the proportional-integral-derivative (PID) control technique is used to design the voltage and current controllers for the single-phase and three-phase inverter. The second control technique – the robust servomechanism problem (RSP) voltage controller with the sliding mode current controller – is then designed. The performance of the single-phase and three-phase inverter under these control strategies is compared, and the results are shown.

The control design is performed in a discrete-time domain. For both techniques, the controller structure is defined, necessary controller parameters are determined, and the simulation of a closed-loop system is performed in MATLAB/Simulink.
5.2 Model of a Single-Phase Inverter

Figure 5.1 shows the schematic diagram of a single phase full-bridge inverter system with R-L load. The parameters of the system are given in Table 5.1.

![Single-Phase Full-Bridge Inverter Diagram](image)

**Figure 5.1  Single-Phase Full-Bridge Inverter**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_f$</td>
<td>25 mH</td>
</tr>
<tr>
<td>Modulation index</td>
<td>0.8</td>
</tr>
<tr>
<td>$C_f$</td>
<td>100 μF</td>
</tr>
<tr>
<td>$V_{dc}$</td>
<td>300 V</td>
</tr>
<tr>
<td>PWM (carrier) frequency</td>
<td>4 kHz</td>
</tr>
<tr>
<td>$R_i$</td>
<td>5.55 Ω</td>
</tr>
<tr>
<td>Fundamental frequency: $f_i$</td>
<td>60 Hz</td>
</tr>
<tr>
<td>$L_i$</td>
<td>15 mH</td>
</tr>
</tbody>
</table>

**Table 5.1 Parameters of the Single-Phase Full-Bridge Inverter**
The continuous-time state space model of the single-phase inverter, shown in Figure 5.1, can be given as:

\[ \dot{x}_p = A_p x_p + B_p u \]

\[ y = C_p x_p + D_p u \]  

(5.1)

Where,

\[
A_p = \begin{bmatrix}
0 & \left(\frac{1}{C_f}\right) & \left(\frac{-1}{C_f}\right)
\end{bmatrix},
B_p = \begin{bmatrix}
0
\end{bmatrix},
x_p = \begin{bmatrix}
V_c
L_{inv}
\end{bmatrix}
\]

\[
C_p = \begin{bmatrix}
1 & 0 & 0
0 & 1 & 0
0 & 0 & 1
\end{bmatrix},
\]

\[ u = V_{pwm}, \quad D_p = \begin{bmatrix}
0
0
\end{bmatrix}
\]

To discretize the model given by equation (5.1), the sampling time selected is the reciprocal of the PWM switching frequency [12]-[13].

\[ T_s = \frac{1}{\text{PWM Switching frequency}} = \frac{1}{4000} = 2.5 \times 10^{-4} \text{ sec} \]

The discrete-time state space model of the single-phase inverter, shown in Figure 5.1, can be given as:

\[ x_p(k+1) = A_{pd} x_p(k) + B_{pd} u(k) \]

\[ y(k) = C_{pd} x_p(k) + D_{pd} u(k) \]  

(5.2)

Where,  

\[ A_{pd} = e^{A_p T_s}, \quad B_{pd} = \int_0^{T_s} e^{A_p(T_s-\tau)} B_p d\tau, \quad C_{pd} = C_p, \quad D_{pd} = D_p, \quad u(k) = V_{pwm} \]

5.3. Control Development for the Single-Phase Inverter

In power inverter topologies, the rate of change of current is greater than the rate of change of voltage. It is shown in the literature that, for these type of systems, cascade
dual loop control structure (outer voltage loop and inner current loop) can be effectively designed [44]. First, the voltage error signal \(e_v = V_{ref} - V_{Load}\) is given to the outer voltage loop, which controls the load voltage \(V_{Load}\) by making it follow 60 Hz sinusoidal voltage reference \(V_{ref}\). This outer loop then generates the reference signal (inverter current reference \(I_{ref}\)) for the inner current loop. The inner current loop, subsequently, generates the PWM voltage command [12]-[13].

The main objectives of the control design are to achieve: (i) Low THD voltage output (< 2%), (ii) Low load and voltage regulation (<5%), (iii) Zero steady state error (iv) Fast transient response

5.4 Discrete-time PID Voltage and Current Control Design

First, the PID controller is used in the outer voltage loop, as well as in the inner current loop, and the control design is tested for different loading conditions. The advantage of using the PID controller, is its simplicity, and ease of implementation. The
control block diagram of the discrete-time PID voltage and current control design is shown in Figure 5.2.

The standard transfer function of the PID controller, in continuous-time domain, is given as [70]:

\[ u(s) = K_p + \frac{K_i}{s} + K_d s \quad \Rightarrow u(s) = \frac{K_d s^2 + K_p s + K_i}{s} \quad (5.3) \]

The controller has two zeros, and a single pole. In the discrete-time domain (z-domain), a transfer function of the PID controller can be given as [70]:

\[ u(z) = K_p z + K_i \frac{T_s}{2} \left( \frac{z+1}{z-1} \right) + K_d \frac{z-1}{T_s z} \]

\[ \Rightarrow u(z) = \frac{a_0 z^2 + a_1 z + a_2}{z(z-1)} \quad (5.4) \]

Where,

\[ a_0 = \left[ K_p + \frac{K_i T_s}{2} + \frac{K_d}{T_s} \right], \quad a_1 = \left[ -K_p + \frac{K_i T_s}{2} - \frac{2K_d}{T_s} \right], \quad a_2 = \left[ \frac{K_d}{T_s} \right] \]

The discrete-time PID voltage controller block and the discrete-time PID current controller block are shown by Figures 5.3 and 5.4, respectively.
Figure 5.3 Discrete-time PID Voltage Controller for the Single-Phase Inverter

Figure 5.4 Discrete-time PID Current Controller for the Single-Phase Inverter
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Figure 5.5 Control Block Diagram of the Discrete-time RSP Voltage Control and Discrete-time Sliding Mode Current Control for the Single-Phase Inverter

In the second control approach, the discrete-time robust servomechanism problem (RSP) voltage controller is used in the outer loop, and the discrete-time sliding mode current controller is used in the inner loop. The control block diagram of the proposed control strategy is shown in Figure 5.5 [12]-13.

5.5.1 Design Steps for the Discrete-time RSP Voltage Controller and Discrete-time Sliding Mode Current Controller

When control design is performed in a cascade dual loop control structure, always the inner-loop controller is designed first, and the outer-loop controller is designed later. The following steps are used to design these controllers[12]-[13]:

Step 1: First, the discrete-time sliding mode current controller is designed.

Step 2: The overall system for the RSP voltage controller is obtained by combining a true plant (single-phase inverter) model, with the discrete-time sliding mode current controller
designed in the first step. Since, the RSP voltage controller is in the outer loop, the overall system for the RSP voltage controller is the combination of a true plant (single-phase inverter), and the discrete-time sliding mode current controller [12]-[13].

Step 3: Finally, the discrete-time RSP voltage controller design is performed. The details of these design steps are explained below.

5.5.2 Step 1 - Design of the Discrete-time Sliding Mode Current Controller

To design the discrete-time sliding mode current controller, the single-phase inverter is considered without any load. The load current $I_L$ is treated as a disturbance [12]. Equation (5.5) gives the continuous-time single-phase inverter plant for the sliding mode current controller.

$$\dot{x}_{sm} = A_{sm} x_{sm} + B_{sm} u + E_{sm} d$$

$$y = C_{sm} x_{sm}$$

(5.5)

Where,

$$A_{sm} = \begin{bmatrix} 0 & \left( \frac{1}{C_f} \right) \\ \left( -\frac{1}{L_f} \right) & 0 \end{bmatrix}, \quad B_{sm} = \begin{bmatrix} 0 \\ \left( \frac{1}{L_f} \right) \end{bmatrix}, \quad x_{sm} = \begin{bmatrix} V_c \\ I_{inv} \end{bmatrix}$$

$$E_{sm} = \begin{bmatrix} -\frac{1}{C_f} \\ 0 \end{bmatrix}, \quad C_{sm} = [0 \quad 1], \quad d = I_L$$

Equation (5.5) can be discretized as :

$$x_{sm}(k+1) = A_{smd} x_{sm}(k) + B_{smd} u(k) + E_{smd} d(k)$$

(5.6)

$$y(k) = C_{sm}(k) x_{sm}(k)$$

Where,

$$A_{smd} = e^{A_{sm} T_s}$$,

$$B_{smd} = \int_0^{T_s} e^{A_{sm} (T_s - \tau)} B_{sm} d\tau$$,

$$E_{smd} = \int_0^{T_s} e^{A_{sm} (T_s - \tau)} E_{sm} d\tau$$
The inverter current \( I_{\text{inv}} \) is made to follow the current reference \( I_{\text{ref}} \) by selecting a sliding surface as [12], [44]:

\[
\ddot{s}(k) = y(k) - y_{\text{ref}}(k) \tag{5.7}
\]

\[
\therefore \ddot{s}(k) = C_{smd}(k)x_{smd}(k) - I_{\text{ref}}(k)
\]

\[
\Rightarrow \ddot{s}(k) = I_{\text{inv}}(k) - I_{\text{ref}}(k)
\]

The sliding surface \( \ddot{s}(k) \) is selected, such that when the sliding mode exists, we have,

\[
\ddot{s}(k) = 0 \quad \text{or} \quad I_{\text{inv}} = I_{\text{ref}} \tag{5.8}
\]

The sliding mode can be reached if the control input \( u(k) \) is designed to be the solution of

\[
\ddot{s}(k+1) = y(k+1) - y_{\text{ref}}(k+1) = 0 \tag{5.9}
\]

A control law that satisfies equation (5.9) is known as an equivalent control, and can be given as follows [12], [13], [44]:

\[
\ddot{s}(k+1) = y(k+1) - y_{\text{ref}}(k+1) = C_{smd}x_{smd}(k+1) - I_{\text{ref}} = 0
\]

Substituting \( x_{smd}(k+1) \) from equation (5.6), we get,

\[
u_{eq}(k) = (C_{smd}B_{smd})^{-1}[I_{\text{ref}} - C_{smd}A_{smd}x_{smd}(k) - C_{smd}E_{smd}d(k)] \tag{5.10}
\]

Thus, the discrete-time sliding mode control law, to be implemented in the inner control loop, is described by equation (5.10).

5.5.3 Step 2 - Formulation of the Plant for the Discrete-time RSP Voltage Controller

To design the RSP voltage controller, the system to be controlled by the RSP voltage controller needs to be known. Since, the RSP voltage controller is in the outer loop of the control structure, shown by Figure 5.5, the equivalent plant seen by the RSP voltage
controller is the combination of a true plant (single-phase inverter with load), with the
discrete-time sliding mode current controller [12]-[13].

Therefore, to formulate the equivalent plant seen by the RSP voltage controller,
equation (5.2), which represents single-phase inverter with load, and equation (5.6),
which represents the discrete-time sliding mode current controller, need to be combined.

The sliding mode control law, given by equation (5.10), is the control input for the
single-phase inverter given by equation (5.2). Hence, substituting equation (5.10) into
equation (5.2) we get,

\[
x_p(k+1) = A_{pd}x_p(k) - B_{pd}(C_{smd},B_{smd})^{-1}[(C_{smd},A_{smd},x_{sm}(k)) + (C_{smd},E_{smd},d(k))] + \nonumber
\]

\[
B_{pd}(C_{smd},B_{smd})^{-1}u_1(k)
\]

(5.11)

Where, \( u_1(k) = I_{ref} \)

Now, we define: \( C_{11} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix} \) and \( C_{22} = [0 \ 0 \ 1] \)

With \( C_{11} \) and \( C_{22} \) defined as above, we can write

\[
x_{sm}(k) = C_{11}x_p(k) \quad \text{And} \quad d(k) = C_{22}x_p(k)
\]

(5.12)

Where, \( x_{sm} = [V_C \ I_{inv}]^T \), \( x_p = [V_C \ I_{inv} \ I_L]^T \), \( d = I_L \)

Equation (5.11) can then be rewritten as,

\[
x_p(k+1) = \{A_{pd} - B_{pd}(C_{smd},B_{smd})^{-1}[(C_{smd},A_{smd},C_{11}) + (C_{smd},E_{smd},C_{22})] \}x_p(k) \nonumber
\]

\[
+ B_{pd}(C_{smd},B_{smd})^{-1}u_1(k)
\]

(5.13)

\[
\Rightarrow x_p(k+1) = A_d x_p(k) + B_d u_1(k)
\]

(5.14)

Where, \( A_d = A_{pd} - B_{pd}(C_{smd},B_{smd})^{-1}[(C_{smd},A_{smd},C_{11}) + (C_{smd},E_{smd},C_{22})] \)
Thus, equation (5.14) represents an equivalent plant, for which the discrete-time RSP voltage controller is to be designed.

**5.5.4 Step 3- Design of the Discrete-time RSP Voltage Controller**

In a single-phase inverter, the load voltage is required to follow 60 Hz sinusoidal reference \( V_{rms} = 120 \, V, V_{peak} = 120\sqrt{2} \, V \) in the presence of disturbances, which are currents drawn by the loads. Loads could be linear or nonlinear, and hence, can draw sinusoidal, as well as non-sinusoidal currents. Non-sinusoidal currents contain harmonic frequencies other than the fundamental frequency \( f_1 = 60 \, Hz \). Moreover, the switching action of the inverter can introduce high-frequency components into the system. The low-pass L-C filter, as shown in Figure 5.1, is used to suppress these high frequency harmonics arising from the switching action. However, low frequency harmonic components \( (3^{rd}, 5^{th}, 7^{th} \ldots \text{etc. multiple of fundamental frequency}) \) can be present in the inverter output, which can affect the overall system performance, by producing harmonic currents [12]-[13].

It is to be noted that the even frequency harmonic components \( (2^{nd}, 4^{th}, 6^{th}, 8^{th} \ldots \text{etc. multiple of fundamental frequency}) \) are absent in the single-phase inverter system. Out of the low frequency harmonic components \( (3^{rd}, 5^{th}, 7^{th} \ldots \text{etc. multiple of fundamental frequency}) \), which can be present in the single-phase inverter system, specifically, an elimination or a minimization of 3\text{rd} harmonic frequency component from the system output is more important, as it produces higher harmonic currents, compared
to those produced by other harmonic frequency components (5th, 7th etc. multiple of fundamental frequency) [12]-[13].

5.5.5 Necessary Conditions for the Existence of a Solution of the Robust Servomechanism Problem

A solution to the robust servomechanism problem, defined by equation (5.14), exists if and only if following conditions are satisfied [13], [40]-[43]:

(Condition 1): A system [equation (5.14)] is stabilizable (controllable) and detectable (observable).

A system described by equation (5.14) is said to be controllable, if and only if, its controllability matrix (co) has a full rank = 3.

i.e. \( \text{rank}(\text{co}) = 3 \)

\[
\text{co} = [B_d \quad A_d B_d \quad A_d^2 B_d \quad \cdots \quad A_d^{n-1} B_d]
\] (5.15)

Similarly, a system described by equation (5.14) is said to be observable, if and only if, its observability matrix (ob) has a full rank = 3.

i.e. \( \text{rank}(\text{ob}) = 3 \),

where, \( \text{ob} = [C_d \quad C_d A_d \quad C_d A_d^2 \quad \cdots \quad C_d A_d^{n-1}]^T \) (5.16)

(Condition 2): The dimension of the control must be greater than or equal to the dimension of the output. i.e. \( m \geq r \). For the single-phase inverter, output is the load voltage, and input is the PWM voltage signal. Hence, the dimensions of the output and input are same.

(Condition 3): The transmission zeros of the system must exclude poles of the reference input signals and disturbance signals of the system. As the RSP voltage
controller is designed to eliminate only 3rd harmonic frequency, this condition can be satisfactorily met.

(Condition 4): The system outputs must be physically measurable. In practice, the output voltage and current of the single-phase inverter, can be easily measured.

### 5.6 Internal Model Principle

The problem of tracking the fundamental frequency \( f_1 = 60 \text{ Hz} \) in the output voltage of the single-phase inverter, is known as the output regulation problem or the servomechanism problem [40]-[43].

When the reference fundamental frequency is to be tracked in the presence of other harmonic frequency \( f_3 = 3 \times f_1 \text{ Hz} = 180 \text{ Hz} \), which needs to be rejected, the problem is known as the robust servomechanism problem [40]-[43]. In order to address this problem, for the system given by equation (5.14), a feedback controller needs to be designed which can achieve:

i) Asymptotic tracking of the reference fundamental frequency \( f_1 = 60 \text{ Hz} \)

ii) Rejection or elimination of 3rd harmonic frequency \( f_3 = 3 \times f_1 \text{ Hz} = 180 \text{ Hz} \) (disturbance rejection) from the output voltage

Importantly, asymptotic tracking of the reference fundamental frequency and elimination of 3rd harmonic frequency from the system output voltage, should happen maintaining the closed-loop stability of the system. The solution to this problem exists, and known as the robust servomechanism problem (RSP) controller, which is based on the internal model principle and linear optimal control theory [40]-[43].
The internal model principle states that, a regulator or a controller is structurally stable, only if the controller utilizes feedback of the regulated variable, and incorporates in the feedback loop, a suitably reduplicated model of the dynamic structure of the exogenous signals, which the regulator is required to process [40]-[43]. I.e. the structurally-stable robust controller can be designed to solve the robust servomechanism problem, only if the dynamics of the reference and disturbance inputs are incorporated in the controller [40]-[43].

For the single-phase inverter, this means that to design the RSP voltage controller, to control the output voltage of the inverter, the fundamental frequency to be tracked \( (\omega_1 = 2\pi f_1 \text{ rad}/s) \) and the third harmonic frequency \( (\omega_3 = 2\pi f_3 \text{ rad}/s) \), which is to be rejected should be included in the controller structure. The linear optimal control theory is used to obtain the feedback gain, which satisfies well-defined performance criterion [12]. The detailed design steps of the RSP voltage controller are given below:

**5.7 Design Steps for the RSP Voltage Controller**

The RSP voltage controller consists of two parts: a) servocompensator b) stabilizing compensator [40] -[43]. Once, all the conditions for the existence of a solution of the robust servomechanism problem are satisfied, the RSP voltage controller is said to exist, for the system described by equation (5.14). The structure of the discrete-time RSP voltage controller is given as [12] -13, [40] –[43]:

\[
u(k) = K_i \eta(k) + K_0 x_p(k)
\]

(5.17)

Where, \( \eta \) is the output of the servocompensator, \( x_p \) are the system states, and \( K_i \) and \( K_0 \) are the gains of the servocompensator and stabilizing compensators, to be determined.
The design is performed in the following steps:

Step 1: Design the servo compensator for the system given by equation (5.14).

Step 2: Obtain the augmented system, by applying the servocompensator [designed in Step 1] to the system given by equation (5.14).

Step 3: Design the stabilizing compensator for the augmented system [formulated in Step 2], such that the augmented system has the closed-loop stability.

5.7.1 Step 1: The Servocompensator Design

The servocompensator is a feedback compensator, with a voltage error as its input [12]-[13]. In the continuous-time domain, equation of servocompensator is given as:

$$\dot{\eta} = A_{\text{con}} \eta + B_{\text{con}} e_v$$

(5.18)

Where, $e_v = V_{\text{ref}} - V_{\text{Load}}$ is the voltage error.

The dynamics of the servocompensator, given by equation (5.18), depends on the reference input to be tracked and the disturbance input to be minimized or eliminated. Hence, a formulation of the matrix $A_{\text{con}}$, in equation (5.18), depends on the reference and disturbance input in the system [12].

Therefore, a matrix $A_{\text{con}}$ must include the reference fundamental frequency ($\omega_1 = 2.\pi.f_1 \text{ rad} / s$), and the harmonic frequency ($\omega_3 = 2.\pi.f_3 \text{ rad} / s$). A formulation of $A_{\text{con}}$ is done by creating the block matrices $A_{\text{con1}}$ and $A_{\text{con3}}$ as follows:

$$A_{\text{con}} = \begin{bmatrix} A_{\text{con1}} & 0 \\ 0 & A_{\text{con3}} \end{bmatrix}$$

Where, $A_{\text{con1}} = \begin{bmatrix} 0 & 1 \\ -\omega_1^2 & 0 \end{bmatrix}$ and $\omega_1 = 2.\pi.f_1 \text{ rad} / s$, $f_1 = 60 \text{ Hz}$
The servocompensator in the discrete-time domain can be given as:

\[
A_{\text{con}3} = \begin{bmatrix} 0 \\ - (\omega_3)^2 \end{bmatrix} \quad \text{and} \quad \omega_3 = 2\pi f_3 \text{ rad/s}, \quad f_3 = 3 * f_1 \text{ Hz} = 180 \text{ Hz}
\]

The matrix \(B_{\text{con}}\) is given as,

\[
B_{\text{con}} = \begin{bmatrix} B_{\text{con1}} \\ B_{\text{con3}} \end{bmatrix}
\]

Where, \(B_{\text{con1}} = \begin{bmatrix} 0 \\ 1 \end{bmatrix}\), \(B_{\text{con3}} = \begin{bmatrix} 0 \\ 1 \end{bmatrix}\)

The servocompensator in the discrete-time domain can be given as:

\[
\eta(k+1) = A_{\text{con}_d} \eta(k) + B_{\text{con}_d} \epsilon_t(k) \tag{5.19}
\]

Where,

\[
A_{\text{con}_d} = e^{A_{\text{con}}T_s} \quad \text{and} \quad B_{\text{con}_d} = \int_0^{T_s} e^{A_{\text{con}}(T_s - \tau)} . B_{\text{con}}d\tau
\]

5.7.2 Step 2: Determination of the Augmented System

To design the stabilizing compensator, it is necessary to obtain the augmented system, by applying the servocompensator (designed in Step 1) to the system, given by equation (5.14).

The augmented system is obtained as follows:

We have from equation (5.14):

\[
x_p(k+1) = A_d x_p(k) + B_d u_1(k)
\]

From equation (5.19), we have:

\[
\eta(k+1) = A_{\text{con}_d} \eta(k) + B_{\text{con}_d} \epsilon_t(k)
\]

Substituting the voltage error, \(\epsilon_t = V_{\text{ref}} - V_{\text{Load}}\), in equation (5.19), we get,

\[
\eta(k+1) = A_{\text{con}_d} \eta(k) + (B_{\text{con}_d} V_{\text{ref}} - (B_{\text{con}_d} C_d x_p(k) - (B_{\text{con}_d} D_d) u(k))
\]

We can write equations (5.14) and (5.19) in the matrix form as:

\[
\begin{bmatrix} x_p(k+1) \\ \eta(k+1) \end{bmatrix} = \begin{bmatrix} A_d & 0 \\ -B_{\text{con}_d} C_d & A_{\text{con}_d} \end{bmatrix} \begin{bmatrix} x_p \\ \eta \end{bmatrix} + \begin{bmatrix} B_d \\ -B_{\text{con}_d} D_d \end{bmatrix} u + \begin{bmatrix} B_{\text{con}_d} \end{bmatrix} V_{\text{ref}} \tag{5.21}
\]
5.7.3 Step 3: Design of the Stabilizing Compensator

A linear optimal control theory is applied to design the stabilizing compensator. The augmented system, given by equation (5.21), is said to be stable, if the augmented closed-loop system obtained with \( V_{ref} = 0 \) is stable [40]-[43]. Hence, to design the optimal stabilizing compensator, \( V_{ref} = 0 \). The equation (5.21) then becomes,

\[
\begin{bmatrix}
    x_p(k+1) \\
    \eta(k+1)
\end{bmatrix} =
\begin{bmatrix}
    A_d & 0 \\
    -B_{con \_d} C_d & A_{con \_d}
\end{bmatrix}
\begin{bmatrix}
    x_p \\
    \eta
\end{bmatrix} +
\begin{bmatrix}
    B_d \\
    -B_{con \_d} D_d
\end{bmatrix} u
\]

Let \( A_{d\_aug} = \begin{bmatrix}
    A_d \\
    -B_{con \_d} C_d & A_{con \_d}
\end{bmatrix} \), \( B_{d\_aug} = \begin{bmatrix}
    B_d \\
    -B_{con \_d} D_d
\end{bmatrix} \), \( x_{d\_aug} = \begin{bmatrix}
    x_p \\
    \eta
\end{bmatrix} \)

\[
x_{d\_aug}(k+1) = A_{d\_aug} x_{d\_aug}(k) + B_{d\_aug} u(k) \quad (5.22)
\]

To find the optimal solution (using linear optimal control theory) for the augmented system, given by equation (5.22), we define the discrete-time linear quadratic performance index as follows [12] -[13]:

\[
J = \sum_{k=0}^{\infty} x_{d\_aug}(k)^T Q x_{d\_aug}(k) + \varepsilon u(k)^T u(k) \quad (5.23)
\]

Where, \( Q \) is the symmetrical positive definite matrix, and \( \varepsilon > 0 \) is a small number needed to reduce the weight of the control force in the optimization [12]-[13]. The value epsilon selected is \( \varepsilon = 10^{-5} \). The control performance of the single-phase inverter is dominated by the selection of the weight matrix \( Q \).

In the proposed control design, three different gains \( w_p, w_i, w_h \) are used as the weights for the plant states. The weight matrix \( Q \) is selected as follows [12]-[13]:

\[
Q = \begin{bmatrix}
    Q_1 & 0_{2 \times 2} \\
    0_{2 \times 2} & Q_2
\end{bmatrix}, \quad \text{Where,} \quad Q_1 = w_p \begin{bmatrix}
    1 & 0 \\
    0 & 1
\end{bmatrix} \quad \text{and} \quad Q_2 = \begin{bmatrix}
    w_i & 0 \\
    0 & w_h
\end{bmatrix} \quad (5.24)
\]
For the best control performance, the weight factors are selected as follows: $w_p$ is selected to be significantly smaller than $w_i$ and $w_h$. To ensure excellent tracking of the fundamental frequency, $w_i$ is set significantly greater than $w_h$ [12]-[13].

The values of the weight factors are: $w_p = 0.005$, $w_i = 5.10^4$, $w_h = 5$

The optimal control, which minimizes the discrete-time linear quadratic performance index, defined in equation (5.23), is given by [12]-[13]:

$$u(k) = K.x_{d\_aug}(k) = [K_0 \quad K_1] \begin{bmatrix} x_p(k) \\ \eta(k) \end{bmatrix} = K_0.x_p(k) + K_1.\eta(k)$$

(5.25)

Now, to obtain the optimal gain matrix $K = [K_0 \quad K_1]$, by minimizing the discrete-time linear quadratic performance index, requires solving of the discrete-time algebraic Riccatti equation [12]-[13], [40]-[43]:

$$[(A_{d\_aug})^T(P)] + [(P).A_{d\_aug})] + (Q) - \left[ \frac{1}{\varepsilon} \right](P).B_{d\_aug}.(B_{d\_aug})^T(P) = 0$$

(5.26)

for the unique positive definite solution $P$, such that

$$K = -\left[ \frac{1}{\varepsilon} \right].B_{d\_aug}^T.(P)$$

(5.27)

The discrete-time algebraic Riccatti equation, given by (5.26), is solved in MATLAB by command $dlqr()$.

The values of servocompensator gain $K_i$ and the stabilizing compensator gain $K_0$ obtained are: $K_i = [-0.78 \quad -0.68 \quad 1.58 \quad -67555.23]$, $K_0 = [988.95 \quad 3343.76 \quad 3.39]$

The block diagram of the discrete-time RSP voltage controller, with the servo compensator gain, and the stabilizing compensator gain is shown in Figure 5.6 [12].
5.8 Model of a Three-Phase Inverter

The schematic diagram of a three-phase inverter is shown in Figure 5.7 [12]-[13]. The system consists of a three-phase PWM inverter, an output L-C filter, and the transformer. The transformer is delta-wye connected, which provides isolation between the load side and the inverter side. The secondary side of the transformer, which is connected to the loads, is grounded. To develop the state space model of the three-phase inverter, shown in Figure 5.7, a model of the delta-wye transformer is required. Therefore, the transformer is modeled as an ideal transformer, with leakage inductance \( L_T \) and series resistance \( R_T \), on the secondary side of the transformer. The model of the delta-wye transformer is shown in Figure 5.8 [12].

Figure 5.6  Block Diagram of the Discrete-time RSP Voltage Controller
Figure 5.7 Three-Phase Inverter with a Low-pass L-C Filter and a Transformer

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{inv}$</td>
<td>10.2 mH</td>
</tr>
<tr>
<td>$V_{dc}$</td>
<td>480 V</td>
</tr>
<tr>
<td>$C_{inv}$</td>
<td>55 μF</td>
</tr>
<tr>
<td>$C_{Load}$</td>
<td>5 μF</td>
</tr>
<tr>
<td>$R_T$</td>
<td>0.001 pu</td>
</tr>
<tr>
<td>$L_T$</td>
<td>0.003 pu</td>
</tr>
</tbody>
</table>

Output Voltage: $V_{load} = 208 \, V_{L-L}, 120 \, V_{L-N}$

PWM switching frequency = 5.4 kHz

Fundamental frequency: $f_1 = 60 \, Hz$

Table 5.2 Parameters of Three-Phase Inverter System
From Figures 5.7 and 5.8, state space equations for the three-phase inverter, in $abc$ reference frame, can be given as [12]-[13]:

$$
\frac{d\ddot{v}_{ABC}}{dt} = \left( \frac{1}{3C_{\text{inv}}} \right) \ddot{i}_{ABC} - \left( \frac{1}{3C_{\text{inv}}} \right) T_{r} \ddot{i}_{sd}^{abc}
$$

$$
\frac{d\ddot{i}_{abc}}{dt} = \left( \frac{1}{L_{\text{inv}}} \right) \ddot{y}_{pwm}^{ABC} - \left( \frac{1}{L_{\text{inv}}} \right) \ddot{v}_{ABC}
$$

$$
\frac{d\ddot{v}_{Load}^{abc}}{dt} = \left( \frac{1}{C_{\text{Load}}} \right) \ddot{i}_{sd}^{abc} - \left( \frac{1}{C_{\text{Load}}} \right) \ddot{v}_{Load}^{abc}
$$

$$
\frac{d\ddot{i}_{sd}^{abc}}{dt} = \left( -\frac{R_{r}}{L_{r}} \right) \ddot{i}_{sd}^{abc} + \left( \frac{1}{L_{r}} \right) T_{r} \ddot{v}_{ABC} - \left( \frac{1}{L_{\text{inv}}} \right) \ddot{v}_{Load}^{abc}
$$

(5.28)

Where, $\ddot{v}_{ABC}$, $\ddot{i}_{ABC}$, $\ddot{v}_{Load}^{abc}$, $\ddot{i}_{sd}^{abc}$, are the state variables of the three-phase inverter, $\ddot{v}_{pwm}^{ABC}$ is the control input, and $\ddot{v}_{Load}^{abc}$ is the disturbance, which is the load current.
\[ T_r = tr \begin{bmatrix} 1 & -2 & 1 \\ 1 & 1 & -2 \\ -2 & 1 & 1 \end{bmatrix}, \quad Tr_v = tr \begin{bmatrix} 0 & 0 & -1 \\ -1 & 0 & 0 \\ 0 & -1 & 0 \end{bmatrix} \] are the current and voltage transformation matrices of the transformer, and \( tr = \frac{N_s}{N_p} \) is the transformer’s turns ratio [12].

These dynamic equations can be transformed into \( dq\)-axis stationary reference frame using the following voltage and current transformations [12]-[13]:

\[
\begin{align*}
\vec{V}_{qd0} &= K_s \vec{V}_{abc} \\
\vec{I}_{qd0} &= K_s \vec{I}_{abc}
\end{align*}
\] (5.29)

Where, \( \vec{V}_{abc} \) and \( \vec{I}_{abc} \) are the voltages and currents of three-phase inverter system in \( abc \) reference frame, while, \( \vec{V}_{qd0} \) and \( \vec{I}_{qd0} \) are the voltages and currents of three-phase inverter system in \( dq\)-axis reference frame, respectively. The transformation matrix \( K_s \) is given as [12]:

\[
K_s = \frac{2}{3} \begin{bmatrix} 1 & -\frac{1}{2} & -\frac{1}{2} \\ 0 & -\frac{\sqrt{3}}{2} & \frac{\sqrt{3}}{2} \\ \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \end{bmatrix}
\]

The state space equations of the three-phase inverter system, in \( dq\)-axis reference frame, can be given as [12]-[13]:

\[
\begin{align*}
\frac{d\vec{V}_{i_{qd}}}{dt} &= \frac{1}{3C_{inv}} \vec{I}_{i_{qd}} - \frac{1}{3C_{inv}} Tr_{i_{qd}} \vec{I}_{sd_{qd0}} \\
\frac{d\vec{I}_{i_{qd}}}{dt} &= \frac{1}{L_{inv}} \vec{V}_{pwm_{qd}} - \frac{1}{L_{inv}} \vec{V}_{i_{qd}} \\
\frac{d\vec{V}_{load_{qd0}}}{dt} &= \frac{1}{C_{Load}} \vec{I}_{sd_{qd0}} - \frac{1}{C_{Load}} \vec{I}_{Load_{qd0}}
\end{align*}
\]
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\[
\dot{I}_{sd,qd0} = -\frac{R_T}{L_T} \ddot{I}_{sd,qd0} + \frac{1}{L_T} \text{Trv}_{qd} \ddot{V}_{i,qd} - \frac{1}{L_T} \ddot{V}_{\text{Load},qd0}
\]  \tag{5.30}

Where,

\[
\text{Tri}_{qd} = [K_S \cdot Tr, K_S^{-1}]_{(\text{row1:2, col1:2})} = \frac{3}{2} \text{Tr} \begin{bmatrix} 1 & \sqrt{3} \\ -\sqrt{3} & 1 \end{bmatrix}
\]  \tag{5.31}

\[
\text{Trv}_{qd} = [K_S \cdot Tr, K_S^{-1}]_{(\text{row1:2, col1:2})}^T = \frac{1}{2} \text{Tr} \begin{bmatrix} 1 & -\sqrt{3} \\ \sqrt{3} & 1 \end{bmatrix}
\]  \tag{5.32}

Therefore, the continuous-time state space model of three-phase inverter, in dq-axis reference frame, is given as:

\[
\ddot{x}_{3p} = A_{3p} \dot{x}_{3p} + B_{3p} \ddot{u}
\]

\[
\dot{y} = C_{3p} \ddot{x}_{3p} + D_{3p} \ddot{u}
\]  \tag{5.33}

Where,

\[
A_{3p} = \begin{bmatrix}
0_{2x2} & \left(\frac{1}{3} C_{inv}\right) I_{2x2} & 0_{2x2} & \left(-\frac{1}{3} C_{inv}\right) \text{Tri}_{qd} \\
\left(-\frac{1}{L_{inv}}\right) I_{2x2} & 0_{2x2} & 0_{2x2} & 0_{2x2} \\
0_{2x2} & 0_{2x2} & 0_{2x2} & 0_{2x2} \\
\left(\frac{1}{L_T}\right) \text{Trv}_{qd} & 0_{2x2} & \left(-\frac{1}{L_T}\right) I_{2x2} & \left(-\frac{R_T}{L_T}\right) I_{2x2}
\end{bmatrix},
\]

\[
B_{3p} = \begin{bmatrix}
0_{2x2} \\
\left(\frac{1}{L_{inv}}\right) I_{2x2} \\
0_{2x2} \\
0_{2x2}
\end{bmatrix}, \quad \ddot{x}_{3p} = \begin{bmatrix}
\ddot{V}_{i,qd} \\
\ddot{I}_{i,qd} \\
\ddot{V}_{\text{Load},qd} \\
\ddot{I}_{sd,qd}
\end{bmatrix}, \quad \ddot{u} = \ddot{V}_{\text{pwm},qd} = \begin{bmatrix}
V_{pwm,q} \\
V_{pwm,d}
\end{bmatrix}, \quad \ddot{V} = \begin{bmatrix}
V_{i,q} \\
V_{i,d} \\
i_{i,q} \\
i_{i,d}
\end{bmatrix}
\]

\[
C_{3p} = \begin{bmatrix}
0_{2x2} & 0_{2x2} & I_{2x2} \\
0_{2x2} & 0_{2x2}
\end{bmatrix}, \quad D_{3p} = \begin{bmatrix}
0_{2x2}
\end{bmatrix}
\]

138
To discretize the continuous-time model, the sampling time selected is the reciprocal of the PWM switching frequency [12]-[13].

\[
T_s = \frac{1}{\text{PWM Switching frequency}} = \frac{1}{5400} = 1.85 \times 10^{-4} \text{ sec}
\]

Equation (5.33) can be given in the discrete-time domain as:

\[
\ddot{x}_{3p}(k+1) = A_{3pd}\cdot\ddot{x}_{3p}(k) + B_{3pd}\ddot{u}(k)
\]

\[
\ddot{y}(k) = C_{3pd}\cdot\ddot{x}_{3p}(k) + D_{3pd}\ddot{u}(k) \tag{5.34}
\]

Where,

\[
A_{3pd} = e^{A_{3p}T_s}, \quad B_{3pd} = \int_0^{T_s} e^{A_{3p}(T_s-\tau)}B_{3p}d\tau, \quad C_{3pd} = C_{3p}, \quad D_{3pd} = D_{3p}
\]

\[
\ddot{u}(k) = \dot{V}_{\text{PWM}} = \begin{bmatrix} V_{\text{PWM}}\dot{q} \\ V_{\text{PWM}}\dot{d} \end{bmatrix}
\]

### 5.9 Control Development for the Three-Phase Inverter

The control design procedure explained in Sections 5.2 to 5.7, for the single-phase inverter, is followed for the three-phase inverter, and the following control strategies are designed:

(i) The discrete-time PID voltage control and discrete-time PID current control

(ii) The discrete-time RSP voltage control with discrete-time sliding mode current control

The performance of the three-phase inverter, operating under balanced linear loads, unbalanced linear loads, and nonlinear loads under these control strategies is analyzed.

The control block diagram of the discrete-time PID voltage and discrete-time PID current controller for three-phase inverter, is shown in Figure 5.9. Figures 5.10 and 5.11 show the discrete-time PID voltage and the current control block, respectively.
Figure 5.9  Control Block Diagram of the Discrete-time PID Voltage and Current Control for the Three-Phase Inverter

Figure 5.10  Discrete-time PID Voltage Control Block for the Three-Phase Inverter
The control block diagram of the discrete-time RSP voltage controller and discrete-time sliding mode current controller, for the three-phase inverter, is shown in Figure 5.12. The RSP voltage controller is designed to minimize the presence of 5th and 7th harmonic frequencies from the system output, and the block diagram of the RSP voltage controller is shown in Figure 5.13.
Figure 5.12 Control Block Diagram of the Discrete-time RSP Voltage Control and Discrete-time Sliding Mode Current Control for the Three-Phase Inverter

Figure 5.13 Block Diagram of the Discrete-time RSP Voltage Controller for the Three-Phase Inverter
5.10 Simulation Results

The simulation of single-phase inverter, with designed voltage and current control strategies, is performed in MATLAB/Simulink. The single-phase bridge inverter, with four power switches, can be simulated in two ways as follows: The full-bridge inverter available in ‘Simpowersystems’ toolbox of MATLAB/Simulink can be directly used in the simulation or the simpler model of the bridge inverter can be derived, where, the full-bridge inverter is simulated as, ‘ma* Vdc’. [71] The dynamics of the single-phase full-bridge inverter can be represented in this way because [71]:

(i) the switching frequency of the inverter (4 kHz) is much higher than the fundamental frequency of the inverter (60 Hz).

(ii) The output voltage of the single-phase bridge inverter is proportional to the input dc voltage, and duty cycle of the inverter.

Both the approaches are used to perform the simulation.
5.10.1 Simulation Results of Single-Phase Inverter with Discrete-time PID Voltage Controller and Discrete-time PID Current Controller

<table>
<thead>
<tr>
<th>Type of Load</th>
<th>V_{Load} (rms) (V)</th>
<th>THD (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No-load</td>
<td>118.7</td>
<td>0.7268</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Linear Load</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>118.7</td>
<td>0.7268</td>
</tr>
<tr>
<td>R-L (pf : 0.7)</td>
<td>118.7</td>
<td>0.7268</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Nonlinear Load</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crest factor (3:1)</td>
<td>114.7</td>
<td>5.149</td>
</tr>
</tbody>
</table>

Table 5.3 Single-Phase Inverter: Results with the Discrete-time PID Voltage and Current Controller

Table 5.3 tabulates the simulation results of the application of the discrete-time PID voltage and current control design to the single-phase inverter operating under linear and nonlinear loads. The output voltage THD is less than 2% for linear loads. However, for nonlinear loads output voltage THD is more than 5%. Thus, it can be concluded that the PID control design works quite well for linear loads, but fails to achieve low THD output under nonlinear loads.

Figures 5.14 to 5.17 show the simulation plots of the application of the PID control design to the single-phase inverter.
Figure 5.14 Simulation Results of the Single-Phase Inverter under Linear (R-L) Load with Power Factor 0.7 (Top: Load Voltage, Middle: Load Current, Bottom: Load (RMS) Voltage )

Figure 5.15 Comparison of the Reference Voltage with the Actual Load Voltage of the Single-Phase Inverter under Linear (R-L) Load with Power Factor 0.7
Figure 5.16  Simulation Results of the Single-Phase Inverter under Nonlinear load (Top: Load Voltage, Middle: Load Current, Bottom: Load (RMS) Voltage)

Figure 5.17  Comparison of the Reference Voltage with the Actual Load Voltage of the Single-Phase Inverter under Nonlinear Load
5.10.2 Simulation Results of Single-Phase Inverter with Discrete-time RSP Voltage Controller and Discrete-time Sliding Mode Current Controller

<table>
<thead>
<tr>
<th>Type of Load</th>
<th>$V_{\text{Load}}$ (rms) (V)</th>
<th>THD (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No-load</td>
<td>120</td>
<td>0.1087</td>
</tr>
<tr>
<td><strong>Linear Load</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>120</td>
<td>0.1087</td>
</tr>
<tr>
<td>R-L (pf : 0.7)</td>
<td>120</td>
<td>0.1087</td>
</tr>
<tr>
<td><strong>Nonlinear Load</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crest factor (3:1)</td>
<td>120</td>
<td>0.1098</td>
</tr>
</tbody>
</table>

Table 5.4 Single-Phase Inverter: Results with the Discrete-time RSP Voltage Controller and Discrete-time Sliding Mode Current Controller

Table 5.4 tabulates the simulation results of the application of the discrete-time RSP voltage control and discrete-time sliding mode current control design, to the single-phase inverter operating under linear and nonlinear loads. The output voltage THD obtained under all loading conditions, is less than 1%. Thus, it can be concluded that the discrete-time RSP voltage control and discrete-time sliding mode current control design, is the effective control strategy for the single-phase inverter, which achieves the low THD voltage output under linear, as well as nonlinear loads.

Figures 5.18 to 5.21 show the simulation plots of the application of this control technique to the single-phase inverter.
Figure 5.18 Simulation Results of the Single-Phase Inverter under Linear (R-L) Load with Power Factor 0.7 (Top: Load Voltage, Middle: Load Current, Bottom: Load (RMS) Voltage)

Figure 5.19 Comparison of the Reference Voltage with the Actual Load Voltage of the Single-Phase Inverter under Linear (R-L) Load with Power Factor 0.7
Figure 5.20  Simulation Results of the Single-Phase Inverter under Nonlinear load (Top: Load Voltage, Middle: Load Current, Bottom: Load (RMS) Voltage )

Figure 5.21  Comparison of the Reference Voltage with the Actual Load Voltage of the Single-Phase Inverter under Nonlinear Load
5.10.3 Simulation Results of Three-Phase Inverter with Discrete-time PID Voltage Controller and Discrete-time PID Current Controller

### Table 5.5  Three-Phase Inverter: Results with the Discrete-time PID Voltage and Current Controller

<table>
<thead>
<tr>
<th>Linear Balanced Load</th>
<th>Full-Load condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(V_{\text{PhaseA (rms)}}) (V)</td>
<td>(V_{\text{PhaseB (rms)}}) (V)</td>
</tr>
<tr>
<td>119.6</td>
<td>119.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Linear Unbalanced Load</th>
<th>Case- I: Phase A: Fully Loaded, Phase B: 75% Loaded, Phase C: 75% Loaded</th>
</tr>
</thead>
<tbody>
<tr>
<td>(V_{\text{PhaseA (rms)}}) (V)</td>
<td>(V_{\text{PhaseB (rms)}}) (V)</td>
</tr>
<tr>
<td>105.6</td>
<td>115.5</td>
</tr>
</tbody>
</table>

| Case- II: Phase A: 75% Loaded, Phase B: 80% Loaded, Phase C: 90% Loaded |
|----------------------|-------------------------------------------------------------------|
| \(V_{\text{PhaseA (rms)}}\) (V) | \(V_{\text{PhaseB (rms)}}\) (V) | \(V_{\text{PhaseC (rms)}}\) (V) | THD (%) |
| 111.8 | 122.5 | 106.5 | 19.4% |

<table>
<thead>
<tr>
<th>Nonlinear Load: Crest factor (3:1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(V_{\text{PhaseA (rms)}}) (V)</td>
</tr>
<tr>
<td>113.1</td>
</tr>
</tbody>
</table>
Figure 5.22  Simulation Results of the Three-Phase Inverter under Balanced Linear Load  
(Top: Load Voltage,  Middle: Load Current,  Bottom: Load (RMS) Voltage )

It can be seen from Figure 5.22 that the discrete-time voltage and current PID controller work very well for linear balanced loads. The harmonic reduction achieved (output voltage THD = 0.62% ) is within the acceptable limit. Also, the RMS value of the load voltage obtained is 119.6 V.

The comparison of the reference voltage with the actual load voltage, in d-q axis reference frame, is shown in Figure 5.23. It can be seen that, under balanced linear load,
the discrete-time voltage and current PID controller provide a satisfactory output voltage regulation.

Figure 5.23  Comparison of the Reference Voltage with the Actual Load Voltage of the Three-Phase Inverter (in the d-q axis reference frame) under Balanced Linear Load
Figure 5.24  Simulation Results of the Three-Phase Inverter under Nonlinear Load  
(Top: Load Voltage, Middle: Load Current, Bottom: Load (RMS) Voltage)

It can be seen from Figure 5.24 that three-phase inverter system does not perform satisfactorily with the discrete-time voltage and current PID controller under nonlinear load condition.

It is observed that when the system is simulated with the nonlinear load, the output voltage THD obtained is 14.61 %, which is not within the acceptable limit. Also, the nonsinusoidal current drawn by the load, distorts the output voltage of the system.
Figure 5.25  Comparison of the Reference Voltage with the Actual Load Voltage of the Three-Phase Inverter (in the d-q axis reference frame) under Nonlinear Load

The comparison of the reference voltage with the actual load voltage, in d-q axis reference frame, is shown in Figure 5.25. It can be seen that, under nonlinear load condition, the discrete-time voltage and current PID controller cannot provide a satisfactory output voltage regulation.
### 5.10.4 Simulation Results with Discrete-time RSP Voltage Controller and Discrete-time Sliding Mode Current Controller

#### Linear Balanced Load

<table>
<thead>
<tr>
<th>V\textsubscript{PhaseA (rms)} (V)</th>
<th>V\textsubscript{PhaseB (rms)} (V)</th>
<th>V\textsubscript{PhaseC (rms)} (V)</th>
<th>THD (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>120</td>
<td>120</td>
<td>0.37%</td>
</tr>
</tbody>
</table>

#### Linear Unbalanced Loads

**Case- I: Phase A: Fully Loaded, Phase B: 75\% Loaded, Phase C: 75\% Loaded**

<table>
<thead>
<tr>
<th>V\textsubscript{PhaseA (rms)} (V)</th>
<th>V\textsubscript{PhaseB (rms)} (V)</th>
<th>V\textsubscript{PhaseC (rms)} (V)</th>
<th>THD (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>120.1</td>
<td>120</td>
<td>119.9</td>
<td>0.45%</td>
</tr>
</tbody>
</table>

**Case- II: Phase A: 75\% Loaded, Phase B: 80\% Loaded, Phase C: 90\% Loaded**

<table>
<thead>
<tr>
<th>V\textsubscript{PhaseA (rms)} (V)</th>
<th>V\textsubscript{PhaseB (rms)} (V)</th>
<th>V\textsubscript{PhaseC (rms)} (V)</th>
<th>THD (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>120.1</td>
<td>120</td>
<td>0.38%</td>
</tr>
</tbody>
</table>

#### Nonlinear Load: Crest factor (3:1)

<table>
<thead>
<tr>
<th>V\textsubscript{PhaseA (rms)} (V)</th>
<th>V\textsubscript{PhaseB (rms)} (V)</th>
<th>V\textsubscript{PhaseC (rms)} (V)</th>
<th>THD (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>120</td>
<td>120</td>
<td>0.40%</td>
</tr>
</tbody>
</table>

Table 5.6  Three-Phase Inverter: Results with the Discrete-time RSP Voltage Controller and Discrete-time Sliding Mode Current Controller
Table 5.6 tabulates the simulation results of the application of the discrete-time RSP voltage control and discrete-time sliding mode current control design, to the three-phase inverter. The output voltage THD obtained, under all loading conditions, is less than 1%. Thus, it can be concluded that the discrete-time RSP voltage control and discrete-time sliding mode current control design is an effective control strategy for the three-phase inverter.
Figures 5.26 to 5.33 show the simulation plots of the application of this control technique to the three-phase inverter.

Figure 5.27  Comparison of the Reference Voltage with the Actual Load Voltage of the Three-Phase Inverter (in the d-q axis reference frame) under Balanced Linear Load
Figure 5.28  Simulation Results of the Three-Phase Inverter under Unbalanced Linear Load Case I: Phase A: Fully Loaded, Phase B: 75% Loaded, Phase C: 75% Loaded (Top: Load Voltage, Middle: Load Current, Bottom: Load (RMS) Voltage)
Figure 5.29 Transient Response of the Three-Phase Inverter for 100% to 75% Load Change (Top: Load Current, Bottom: Load Voltage)
Figure 5.30  Transient Response of the Three-Phase Inverter for 50 % to 100% Load Change (Top: Load Current, Bottom: Load Voltage)
Figure 5.31  Simulation Results of the Three-Phase Inverter under Nonlinear Load  
(\textbf{Top:} Load Voltage, \textbf{Middle:} Load Current, \textbf{Bottom:} Load (RMS) Voltage)
Figure 5.32  Comparison of the Reference Voltage with the Actual Load Voltage of the Three-Phase Inverter (in the d-q axis reference frame) under Nonlinear Load
Figure 5.33 Simulation Results of the Three-Phase Inverter for Short-circuit Condition
(Top: Load Voltage, Bottom: Inverter Current)

5.11 Chapter Summary

In this chapter, a voltage and current control strategies for a single-phase and three-phase inverter are designed. Two different control strategies are applied to a single-phase and three-phase inverter operating under linear and nonlinear loads.

First, the discrete-time PID voltage and discrete-time PID current controller are used. For single-phase inverter, it is shown that the PID control technique works very well for
linear loads and achieves an acceptable level of harmonic reduction. However, with nonlinear loads the PID control technique fails to achieve a satisfactory level of harmonic suppression. This inability of the PID control technique, to suppress harmonic frequencies other than the fundamental, cannot be improved even if the PID controller gains are increased. For three-phase inverter, similar performance is observed with the PID control technique. The technique works very well for balanced linear loads, however, with unbalanced linear loads and nonlinear loads, the PID control technique does not achieve a satisfactory performance.

The second control technique – a discrete-time RSP voltage controller with a discrete-time sliding mode current controller – is then applied to the single-phase and three phase inverter.

For the single-phase inverter, it is found that this technique works very well under linear loads, as well as nonlinear loads, and achieves a satisfactory level of harmonic suppression in both cases.

A similar performance is observed for the three-phase inverter, and it is found that this technique works well under balanced linear loads, unbalanced linear loads, as well as nonlinear loads, and achieves an acceptable level of harmonic suppression.

For the single-phase inverter, reduction of $3^{rd}$ harmonic frequency component is demonstrated, while, for the three-phase inverter, minimization of $5^{th}$ and $7^{th}$ harmonic frequency components from the system output is demonstrated.
CHAPTER 6

CONCLUSIONS AND FUTURE WORK

6.1 Conclusions of the Dissertation

In this dissertation, an analysis of the fuel cell-based distributed generation (DG) system is performed. New approaches are proposed to model the behavior of the fuel cell. The models of the other units of the DG system are also presented. The behavior of the fuel cell-based DG system is studied, by performing mathematical analyses and simulation studies. Suitable control strategies are designed for the dc/dc boost converter as well as, for the single-phase and three-phase inverter, used in the DG system.

A PEM fuel cell is one of the potential candidates for DG applications. Research in this dissertation is focused on the proton exchange membrane (PEM) fuel cell. First, the behavior of the PEM fuel cell is understood by developing a novel state space model of 500-W PEM fuel cell. The important physical processes inside the PEM fuel cell system are modeled, and it is found that the transient response of the PEM fuel cell over a short-time period is mainly dominated by the capacitance of a charge double-layer formed on the surface of the cathode of the PEM fuel cell, while, the transient response of the PEM fuel cell over a long-time period mainly depends on the thermodynamic processes and flow delays inside the PEM fuel cell system. It is also found that the irreversible voltage
losses in the PEM fuel cell system can be reduced, by operating the PEM fuel cell at the higher values of input variables.

A novel state space model of the PEM fuel cell developed in this dissertation is well-suited for the PEM fuel cell control studies. The model can be used to design advanced control strategies to control the output voltage of the PEM fuel cell, by regulating the channel input pressures, and flow rates, of hydrogen and oxygen supplied to the PEM fuel cell.

The use of nonparametric modeling approach to model the behavior of the PEM fuel cell is also demonstrated. It is shown that the nonlinear dynamics of the PEM fuel cell can be effectively modeled using a two-layer recurrent neural network. The neural network modeling approach is extremely useful when the process parameters are unknown or difficult to determine. The training of the neural network model for the PEM fuel cell's output voltage and stack temperature values is shown and the analysis of the dynamic behavior of the PEM fuel cell, using the neural network model, is demonstrated.

The neural network modeling approach can be used to develop nonparametric models for other energy sources of the DG system, such as – microturbines, wind power generators, photovoltaic arrays, as well as other types of fuel cells used in DG applications, such as- phosphoric acid fuel cells (PAFC), solid oxide fuel cells (SOFC), molten carbonate fuel cells (MCFC).

The energy storage element is an important element in the DG system. In this dissertation, the sizing of the lead-acid battery bank is performed for the stand-alone 5-kW PEM fuel cell-based DG system feeding to the residential loads. Further, the
charging of the battery bank, using the PEM fuel cell array and dc/dc boost converter, is demonstrated. A sliding mode control law is designed, for the dc/dc boost converter, to control its output voltage.

Two different control strategies are designed for the single-phase and three-phase inverter. First, the PID control technique is used, and the discrete-time PID voltage controller and discrete-time PID current controller is designed. For the single-phase inverter, it is found that the PID control technique works very well for linear loads, and achieves an acceptable level of harmonic reduction. However, with nonlinear loads, the PID control technique performs poorly, and cannot achieve a satisfactory level of harmonic suppression. Total harmonic distortion (THD) in the output voltage is found to be more than 5% under nonlinear load with the crest factor 3:1.

For the three-phase inverter, a similar result is observed. The PID control technique performs satisfactorily with balanced linear loads. However, with unbalanced linear loads and nonlinear loads, it cannot achieve a satisfactory harmonic reduction. Total harmonic distortion (THD) in the output voltage, under unbalanced linear loads and nonlinear loads, is found to be more than 10%.

The second control technique – a discrete-time RSP voltage controller with a discrete-time sliding mode current controller – is then designed for the single-phase and three-phase inverter. It is found that this technique is quite effective under all the loading conditions, and achieves an acceptable level of harmonic suppression for balanced linear loads, unbalanced loads, as well as for nonlinear loads. Total harmonic distortion (THD)
in the output voltage is found to be less than 2% for all the loading conditions, for both single-phase, as well as three-phase inverter.

6.2 Future Work

The models and methods proposed, in this dissertation, to analyze the performance of the fuel cell-based DG system, can be used to perform future research as follows:

(i) A state space model of the PEM fuel cell, proposed in this dissertation, can be used to develop the advanced control strategies to control the output voltage of the PEM fuel cell. Also, models of other DG system technologies, such as – microturbines, photovoltaic cells, and other fuel cells such as, SOFC, MCFC, can be developed based on the proposed PEM fuel cell modeling approach presented in this dissertation.

(ii) This dissertation uses the lead-acid battery as the energy storage element. However, other energy storage devices, such as an ultracapacitor, which has different properties than the lead-acid battery, can be used to analyze the operation of the DG system.

(iii) In this dissertation, the energy storage element is placed on the high-voltage side of the dc/dc boost converter. This topology has certain advantages, as well as certain disadvantages. The performance of the DG system can also be assessed by connecting the energy storage element on the low-voltage side of the dc/dc boost converter.
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