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ABSTRACT

This dissertation provides a comprehensive analysis of the achievable point positioning accuracy of the state-of-the-art airborne mobile mapping systems supported by direct georeferencing. The discussion is concerned with airborne LiDAR and digital camera systems, medium- and large-format digital cameras, in particular. The effects of the error sources are analyzed both individually, and a comprehensive accuracy assessment tool is developed that considers all the major potential error sources, and consequently reliable assessment of the achievable point positioning accuracy can be obtained.

The purpose of the detailed individual analysis of the major error sources is to show the individual contribution of each error source to the overall error budget as a function of flight parameters. The impact of both bias errors and random errors are analyzed, and error formulas and figures illustrate the effect of each error source on the point positioning accuracy.

The comprehensive analysis of the achievable point positioning precision considers all the major error sources with full dispersion matrix of the errors (if available) via rigorous analytical derivations using the law of error propagation. For LiDAR systems the error propagation is based on the LiDAR equation. In the photogrammetric
community, space intersection based on overlapping images has typically been computed with least-squares adjustment based on the Gauss-Markov model, which only considers the errors in the image coordinate measurements. In this dissertation a more suitable model, the Gauss-Helmert model that allows the consideration of the full dispersion matrix of the various random error sources is implemented and compared with the usual Gauss-Markov model-based solution, and is shown to improve the precision of the intersected point coordinates.

Based on the derived formulas example accuracy plots are presented for both typical LiDAR and camera systems with various grade IMU systems. These plots can be used as guidelines for designing a multi-sensor system for data acquisition. Furthermore, other useful analysis tools are also developed, such as accuracy analysis bar charts and performance metrics to further help in system design and flight planning.

Besides the accuracy analysis, various methods are also introduced to improve the accuracy of specific components of the overall error budget, and consequently the point positioning accuracy. For example, a solution to a specific calibration problem, a LiDAR boresight misalignment calibration method is proposed and tested, and an optimal ground control target design and methodology for LiDAR data QA/QC is proposed. Furthermore, as a supporting component for the LiDAR boresight misalignment calibration method and for other tasks, a Fourier series-based surface modeling method is also implemented and tested.
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CHAPTER 1

INTRODUCTION

Due to the significant advances in navigation and image sensor technology (Schwarz and El-Sheimy, 2007), and the substantial increase in computing power over the last several years, mapping has gone through a paradigm shift (Grejner-Brzezinska et al., 2004). The general trend is that both aerial and land-based mapping systems are becoming increasingly complex and include more sensors. Early airborne systems traditionally consisted of only one single sensor, namely a large-format aerial film camera, and the exterior orientation parameters that are a prerequisite for reconstructing the object space from images were determined indirectly, performing an AT (Aerial Triangulation) using corresponding tie points between images and ground control points with known coordinates (Kraus, 1993). Although a lot of the tasks of AT have been automated, it still requires interaction and supervision of skilled operators. Furthermore, AT requires a sufficient number of ground control points, including surveying them and measuring their image coordinates, that accounts for a significant time of the mapping process. The number of required ground control points can be significantly reduced by GPS-supported AT (GPS-AT), however, this method still requires block structure of the acquired imagery for the determination of a substantial number of tie points between images.
The evolvement of GPS/INS (Global Positioning System/Inertial Navigation System) technology opened up the possibility for the development of Mobile Mapping Systems (MMS) that are based on direct sensor orientation through direct physical measurements of the platform. Using integrated GPS/INS systems, the sensor orientation parameters can be determined directly via Kalman filtering, without aerial triangulation. The concept of MMS dates back to the late 1980s, when The Ohio State University Center for Mapping initiated the GPSVan project, leading to the development of the first directly georeferenced and fully digital land-based mapping system in 1991 (Bossler et al., 1991; He and Novak, 1992; He et al., 1994; Bossler and Toth 1995). By the mid-1990s several similar land-based systems were developed worldwide (Schwarz et al., 1993; El-Sheimy et al., 1995), and following the advances in GPS/INS technology, the accuracy of direct georeferencing reached the level adequate for supporting airborne mapping. Consequently, by the late-90s several airborne digital imaging systems based on GPS/INS georeferencing were developed making the transition from traditional aerotriangulation-based analog camera systems to virtually ground control free multi-sensor systems including at least three sensors, GPS and INS navigation sensors, and an imaging sensor, such as a digital camera (Lithopoulos et al., 1996; Da, 1997; Grejner-Brzezinska, 1997; Grejner-Brzezinska and Phuyal, 1998; Toth, 1999). Subsequently, the evolvement of direct sensor orientation also opened up the possibility for other emerging technologies for which GPS/INS-based direct orientation is mandatory, such as line scanners like ADS40 (Airborne Digital Sensor) of Leica Geosystems, where each scanline has its own exterior orientation parameters, and LiDAR (Light Detection and Ranging) technology (Axelsson, 1999; Baltsavias, 1999), where each measured point has
its own orientation parameters. SAR (Synthetic Aperture Radar) also relies on direct orientation (Maune, 2007). Recently, LiDAR has become the primary tool for surface data acquisition, and state-of-the-art mapping systems typically consist of four sensors, the GPS/INS navigation sensors and two imaging sensors, a digital camera (usually medium-format) and a laser scanner.

Besides the obvious advantages of the modern multi-sensor systems, the complexity of the state-of-the-art imaging systems also presents several challenges. One of these challenges is the proper calibration of the complex sensor systems (Grejner-Brzezinska, 2001a and 2001b; Ip et al., 2007). Proper calibration is crucial in providing the required mapping accuracy since in contrast to indirect sensor orientation based on AT, no provision can be made for incorrect sensor models (Grejner-Brzezinska et al., 2004) when direct platform orientation is used. Many authors compared the behavior of indirect sensor orientation and direct sensor orientation techniques to the behavior of interpolation and extrapolation, respectively (Habib and Schenk, 2001; Cramer and Stallmann, 2002; Yastikli and Jacobsen, 2005). As a consequence of the complexity of mobile mapping systems, the reliable accuracy assessment and performance validation of the derived mapping products is also a very challenging task. For the early, single-sensor camera systems the accuracy of the derived mapping product (besides the accuracy of ground control points and tie point measurements and the distribution of the points) mainly depended on the accuracy of a single sensor model which was the result of the laboratory-performed camera calibration, namely the determination of the camera focal length, principal point shift and the distortion characteristics of the camera, and therefore was easily available. Furthermore, the method of obtaining the exterior orientation
parameters through indirect sensor orientation (AT), usually resulted in an improvement in the mapping accuracy through compensating to a certain extent for the errors present in the camera calibration parameters (Habib and Schenk, 2001). For the more complex camera systems, where direct orientation is used to determine the exterior orientation, accuracy assessment is a much more difficult task since the systems require not only the calibration of the individual sensors but also the determination of the inter-sensor relationships, as well as accurate time synchronization between the navigation and imaging sensor (Ip et al., 2007), and consequently the number of potential error sources significantly increases. Furthermore, since all listed system components contribute to the point positioning accuracy, the most accurate GPS/INS solution does not necessarily guarantee the best point positioning accuracy.

Individual sensor calibration includes the calibration of the digital camera (Stensaas, 2005; Stensaas, 2006), the calibration of the GPS antenna, namely determining the GPS antenna phase center shifts and the effects of the satellite elevation and azimuth angles, and the calibration of the INS, which is governed by a dynamic process. The geometric relationship between the different sensors also has to be known and maintained since the navigation sensors and the imaging sensor are spatially separated. Inter-sensor calibration involves the determination of the spatial relationships between the GPS antenna phase center and the INS body frame, and the INS body frame and the camera system. To relate the GPS measurements to the INS system, the lever arm (the vector between the GPS antenna phase center and the INS body frame origin) must be known. These three lever arm components (linear offsets) are usually measured precisely using traditional surveying techniques, but can also be determined by Kalman filtering using the GPS and
IMU (Inertial Measurement Unit) measurements. Since the navigation solution refers to the INS body frame and the orientation of the camera is needed, the spatial relationship between the INS body frame and the camera system also has to be determined. An offset vector and a rotation matrix between the two systems describe this relationship; the latter is called boresight. The critical component is the rotation since the effect of any angular inaccuracy depends greatly on the object distance, while the effect of any offset error does not depend on the flying height. The usual method of the determination of the boresight shifts and angles is to compare the GPS/INS position/orientation results with an independent AT solution (Mostafa, 2001; Grejner-Brzezinska, 2001a and 2001b). The boresight offset components can also be measured by surveying techniques. The boresight angles can also be computed as additional parameters in a GPS/IMU-assisted bundle adjustment. The calibrated boresight angles should remain constant as long as there is no relative movement between the two sensors.

For LiDAR systems that typically consist of at least four sensors, the calibration is even more complex and in addition they require the calibration of the laser scanner that includes the determination of the scan angle measurement error and the effect of target reflectance on the range measurement. Furthermore, the inter-sensor relationship between the INS body frame and the laser scanner system also has to be determined. This relationship can be described by a vector that can be accurately surveyed and three rotation angles. The approximate values of the three rotation angles between the INS body frame and the laser frame are known from the mechanical alignment. The difference (misalignment) between the nominal and the actual angles has to be determined. The boresight misalignment calibration of LiDAR systems is more difficult than that of an
aerial camera, mainly because point to point correspondence between measured LiDAR points and features on the ground is practically impossible to establish. Several methods have been suggested for boresight calibration, all of them are based on the discrepancies between overlapping LiDAR strips (Toth et al., 2002 a/b; Burman, 2002; Filin, 2003).

The quality and stability of the individual sensor calibration, the inter-sensor calibration and the time synchronization of the multi-sensor mapping systems is crucial in providing the required mapping accuracy, and especially important for airborne systems where the object distance is significantly larger than that of the land-based systems. Any error in these calibration parameters translates to an error in the computed ground point coordinates. Furthermore, besides errors in the calibration parameters, there are several other error sources that can degrade the accuracy of the derived ground coordinates, such as for example errors in the navigation solution (position and attitude errors), range measurement errors, timing errors, etc. This is especially the case for laser scanner systems, in which case the moving component (oscillating mirror) can cause further problems. In addition, the effect of the various errors is influenced by the various flight parameters (flying height, speed, turbulence, etc.), terrain characteristics, and system settings, and consequently, the dependency of point positioning accuracy on the various error sources is very complex.

There have been a few papers published discussing the effects of different error sources on the point positioning accuracy for both LiDAR and digital camera systems supported by direct georeferencing, but these papers typically focus on a single or a few error sources and do not discuss the combined effect of all error sources. For example, Baltsavias (1999) provides an overview of basic relations and error formulas concerning
airborne laser scanning. Schenk (2001) provides a summary of the major error sources for airborne laser scanners and error formulas focusing on the effect of systematic errors on point positioning. Mostafa et al. (2001) estimates the achievable accuracy for frame camera imagery supported by direct georeferencing for two cases: single photo with available DEM (Digital Elevation Model), and for space intersection using an overlapping image pair. However, this accuracy estimation only considers the errors in exterior orientation and image measurement; other errors such as for example errors in the camera model are not considered, and consequently the results are too optimistic. Burman (2000b) provides an analytical derivation for the propagation of random errors via the law of error propagation for intersected stereo points; however, the derivation is based on the approximate computation method (not adjustment). Furthermore, she only considers the errors in the exterior orientation parameters, and assumes zero attitude angles. A number of papers empirically evaluates the achieved accuracy of specific mapping projects, normally using ground control as reference (Flood and Satalich, 2001; Latypov, 2002; Hodgson and Bresnahan, 2004; Hodgson et al., 2005; Peng and Shih, 2006). Hardware and software vendors usually provide approximate accuracy specifications that can be expected from their systems or products. These values, however, are only valid under specific circumstances (for specific flying height intervals, GPS baseline length, etc.), and only consider a few error sources, and consequently are frequently either too optimistic or too pessimistic. Furthermore, some of the vendors do not clearly state what error sources are considered when they provide the accuracy specifications, which makes it difficult, and in some cases nearly impossible to compare the achievable accuracies of different systems from different vendors. For example, some
LiDAR vendors specify the achievable point accuracy considering the GPS errors, while others do not include this error in their accuracy specifications. In summary, no generally accepted, comprehensive and reliable accuracy assessment tool exists to support flight or project planning in order to achieve the desired accuracy of the final product of mobile mapping systems.

This dissertation is intended to fill the void by providing a comprehensive accuracy assessment of state-of-the-art airborne mobile mapping systems supported by direct georeferencing. The discussion is primarily concerned with airborne LiDAR and digital camera systems, medium- and large-format digital cameras, in particular. LiDAR systems can be based on several scanning techniques (Maune, 2007; Wehr and Lohr, 1999); this dissertation focuses on the most commonly used oscillating mirror (zig-zag scanning) systems. The performance analysis is executed via rigorous error propagation and considers all the major potential error sources, and consequently, a reliable assessment of the achievable point positioning accuracy for the state-of-the-art LiDAR (Lemmens, 2007) and digital camera systems (Schuckman and Toth, 2007) can be obtained.

In Chapter 2 the point positioning principles and major error sources are reviewed for both airborne LiDAR systems and stereo intersection-based point positioning using digital aerial camera systems. This is followed by the analysis of the major components of the overall error budget individually for both systems, showing the effect of each error source on point positioning, presented in Section 2.2 and 2.3. This is accomplished by providing analytical formulas and illustrating the effect of individual error sources. The third chapter discusses in detail the analytical derivations for the comprehensive assessment of the achievable point positioning accuracy for both airborne LiDAR and
digital camera systems. Based on the analytical derivations, examples of the typically achievable point positioning accuracies for state-of-the-art airborne LiDAR systems, and typical large-format and medium-format digital cameras are illustrated. In addition, other analysis tools, such as accuracy bar charts are derived. These bar charts provide a useful tool to analyze the relative influence of the various error sources on point positioning accuracy, which greatly depends on flying height and other flight parameters. These bar charts can be used to determine what error source should be minimized for a given flight in order to achieve the maximum improvement in point positioning accuracy. Furthermore, performance metrics are developed to facilitate the selection of the right system for any desired mapping accuracy and to support project planning, i.e., selecting the optimal flight parameters with a given system to achieve the desired point positioning accuracy. Finally in Chapter 4, various methods are proposed to improve the accuracy of specific components of the overall error budget, and consequently the point positioning accuracy. For example, a solution to a specific calibration problem, a LiDAR boresight misalignment calibration algorithm is discussed, and an optimal ground control target design and methodology for airborne LiDAR data for QA/QC (Quality Assurance/Quality Control) purposes is proposed. In addition, as a supporting component for the LiDAR boresight misalignment calibration algorithm and for other tasks, a Fourier series-based surface modeling method is discussed. In Chapter 5 the proposed methods are tested on real datasets. Chapter 6 provides conclusions and future recommendations.
CHAPTER 2

ANALYSIS OF POTENTIAL ERROR SOURCES OF MOBILE MAPPING SYSTEMS

2.1 Description of point positioning using airborne LiDAR and stereo imagery

Figures 2.1 and 2.2 illustrate the complexity of two typical airborne mobile mapping systems. The figures do not show the GPS base station on the ground although, to ensure the high accuracy of the navigation solution, obviously relative kinematic GPS positioning with at least one base station is essential. Figure 2.1 shows the usual sensor configuration of airborne LiDAR systems and the principle of point positioning with LiDAR technology, which is also described by equation (2.1). It should be mentioned here that typically together with a LiDAR system a digital camera is also mounted on the aircraft, but the case of digital cameras will be discussed separately in Section 2.1.
Figure 2.1. LiDAR system - system components and point positioning principle

\[ r_M = r_{M,INS} + R_{INS}^M (R_{INS}^{L} \cdot r_L + b_{INS}) \]  

(2.1)

where

- \( r_M \) — 3D coordinates of an object point in the mapping frame
- \( r_{M,INS} \) — Time dependent 3D INS coordinates in the mapping frame, provided by GPS/INS (refers to the origin of the INS body frame)
- \( R_{INS}^M \) — Time dependent rotation matrix between the INS body and mapping frame, measured by INS
- \( R_{INS}^{L} \) — Boresight matrix between the laser frame and INS body frame
- \( b_{INS} \) — Boresight offset vector in the INS body frame
- \( r_L \) — 3D object coordinates in the laser frame and has the form:

\[
\begin{bmatrix}
0 \\
-r \sin \beta \\
-r \cos \beta
\end{bmatrix}
\]

where \( r \) is the range and \( \beta \) denotes the scan angle.
Airborne LiDAR systems are complex multi-sensor systems and include at least three main sensors, namely GPS and INS navigation sensors, and the laser-scanning device. The two navigation sensors are separated the most since the GPS antenna is installed on the top of the fuselage while the INS sensor is attached to the LiDAR system, which is down in the aircraft. Besides the calibration of the individual sensors (calibration of GPS antenna and laser scanner), the spatial relationship between the sensors should also be known with high accuracy. In addition, maintaining a rigid connection between the sensors is also very important since modeling any changes in the sensor geometry in time would further increase the complexity of the system model and thus may add to the overall error budget. The spatial relationship between the GPS antenna and the INS body frame is described by the so-called lever arm, which is the vector between the GPS antenna phase center and the origin of the INS body frame. The spatial relationship between the laser scanner and the INS body frame is defined by the offset vector (3 shift parameters) and rotation (3 rotation angles) between the two systems. The critical component is the rotation since the effect of an angular inaccuracy greatly increases with the object distance, while the effect of an inaccuracy in the offset does not depend on the flying height.

During surveys the laser system determines the distances from the sensor to the ground points by measuring the time difference between signal emission and return. In addition, the scan angle of the laser beam is also recorded. The coordinates of a laser point are a function of the exterior orientation of the laser sensor and the laser range vector as described by the general LiDAR equation (2.1). To obtain the local object coordinates of a LiDAR point, the laser range vector has to be reduced to the INS system
by applying the shift and rotation between the two systems, which results in the coordinates of the LiDAR point in the INS system. Commonly, the navigation solution is performed in the local reference system (ENU or NED frame). Thus, using the position and orientation of the INS as a result of Kalman filtering, the mapping frame coordinates of the laser point can be subsequently derived.

Figure 2.2 depicts the usual sensor configuration and the principle of point positioning based on two overlapping images, frequently used in airborne mobile mapping systems. The point positioning principle is also described by equation (2.2). The figure assumes that one camera is mounted on the platform, and therefore point positioning based on the use of subsequent overlapping images, however, the same principle applies if two or more cameras are mounted on the platform.
Figure 2.2. Point positioning based on overlapping digital imagery - system components and point positioning principle

\[ r_M = r_{M,INS} + R_M^{INS} \left( s \cdot R_C^{INS} r_c + b_{INS} \right) \]  \hspace{1cm} (2.2)

where

- \( r_M \) — 3D coordinates of an object point in the mapping frame
- \( r_{M,INS} \) — Time dependent 3D INS coordinates in the mapping frame, provided by GPS/INS (refers to the origin of the INS body frame)
- \( R_M^{INS} \) — Time dependent rotation matrix between the INS body and mapping frame, measured by INS
- \( R_C^{INS} \) — Boresight matrix between the INS body and camera frame C
- \( r_c \) — Image coordinates of the object in camera frame C
- \( s \) — Scaling factor that varies for each point
- \( b_{INS} \) — Boresight offset vector in the INS body frame
If the mapping frame is the local NED frame, the $R_{INS}^M$ is defined as:

\[
R_{INS}^M = \begin{bmatrix}
\cos\kappa \cos\phi & -\sin\kappa \cos\omega + \cos\kappa \sin\phi \sin\omega & \sin\kappa \sin\omega + \cos\kappa \sin\phi \cos\omega \\
\sin\kappa \cos\phi & \cos\kappa \cos\omega + \sin\kappa \sin\phi \sin\omega & -\cos\kappa \sin\omega + \sin\kappa \sin\phi \cos\omega \\
-\sin\phi & \cos\phi \sin\omega & \cos\phi \cos\omega
\end{bmatrix}
\]  

(2.3)

Where $\omega$, $\phi$, $\kappa$ are the roll, pitch, heading angles, respectively, and they bring the NED frame into alignment with the IMU body frame.

The camera boresight angles can be defined different ways; if the boresight angles are defined as to bring the camera frame into alignment with the IMU body frame, and the sequence of rotations is defined as first $\omega_b$, second $\phi_b$, and third $\kappa_b$, then the boresight matrix is as follows (Manual of Photogrammetry, 2004):

\[
R_{INS}^{CR} = \begin{bmatrix}
\cos\phi_b \cos\kappa_b & \cos\omega_b \sin\kappa_b + \sin\omega_b \sin\phi_b \cos\kappa_b & \sin\omega_b \sin\kappa_b - \cos\omega_b \sin\phi_b \cos\kappa_b \\
-\cos\phi_b \sin\kappa_b & \cos\omega_b \cos\kappa_b - \sin\omega_b \sin\phi_b \sin\kappa_b & \sin\omega_b \cos\kappa_b + \cos\omega_b \sin\phi_b \sin\kappa_b \\
\sin\phi_b & -\sin\omega_b \cos\phi_b & \cos\omega_b \cos\phi_b
\end{bmatrix}
\]  

(2.4)

The majority of airborne mobile mapping systems typically consist of three sensors, the GPS and INS navigation sensors, and at least one medium or large-format digital camera. Besides the calibration of the individual sensors, the GPS antenna (www.ngs.noaa.gov/ANTCAL/) and the digital camera (Stensaas, 2005; Stensaas, 2006), the spatial relationship between the sensors has to be determined with high accuracy and rigid connection has to be maintained among the sensors. As for LiDAR systems, the relationship between the INS body frame and the GPS antenna is defined by a vector between the two and easily surveyed with typically cm-level accuracy. The spatial relationship between the camera frame and the INS body frame is described by a shift
with three components and a rotation (with three components). The determination of the camera boresight is relatively easy compared to the boresight calibration of LiDAR systems (Mostafa, 2001). The major difference is the ability to create point-to-point correspondence between imagery and ground objects, while for LiDAR data it is practically impossible due to the characteristics of the collected data.

For consistency, equation (2.2) shows the point positioning principle from imagery corresponding to the LiDAR equation. The main difference, however, is the scale factor which is typically varying point to point and is not known. Therefore, point positioning from imagery is based on the well-known collinearity equations (2.5) that can be derived from equation (2.2), and a minimum of two overlapping images or information about the terrain height is required.

\[
x = x_0 - c \frac{r_{11}(X - X_0) + r_{21}(Y - Y_0) + r_{31}(Z - Z_0)}{r_{13}(X - X_0) + r_{23}(Y - Y_0) + r_{33}(Z - Z_0)}
\]

\[
y = y_0 - c \frac{r_{12}(X - X_0) + r_{22}(Y - Y_0) + r_{32}(Z - Z_0)}{r_{13}(X - X_0) + r_{23}(Y - Y_0) + r_{33}(Z - Z_0)}
\]

(2.5)

where

- \(x, y\) — Image coordinates of a ground point
- \(x_0, y_0\) — Principal point shift parameters (from camera calibration)
- \(c\) — Camera focal length (from camera calibration)
- \(X_0, Y_0, Z_0\) — Coordinates of the camera perspective center in the mapping frame
- \(r_{ij}\) — Elements of the rotation matrix between the image and mapping frame
- \(X, Y, Z\) — Unknown coordinates of the object point in the mapping frame
The interior orientation parameters of the camera (principal point shifts, focal length, and the lens distortion parameters) are known from the camera calibration. The six exterior orientation parameters (position and attitude of the image at the time when the image was taken) are defined by the boresight-corrected navigation solution. If no information is available about the terrain height, the object point coordinates can be determined by intersecting two or more rays from two or more overlapping images. Mathematically, the solution is normally computed by Least-Squares adjustment, based on a Gauss Markov Model (Koch, 1999; Schaffrin, 2002) as shown in equation (2.6)); each measured image point gives two observation equations that have to be linearized. However, for two overlapping images an approximate solution without the adjustment method also exists. The method (2.6) assumes the exterior and interior orientation parameters to be known (error free); however, in reality they are not error free. A more suitable method would be to use the more general model of condition equations with parameters (Gauss-Helmert Model) (Schaffrin, 2003a) and compute the Least Squares Solution (LESS) based on this model. The advantage of this model is that it can also consider the randomness of all the observed variables (with known covariance matrix), as opposed to the usual Gauss-Markov Model that only considers the randomness of the image coordinate measurements. In this dissertation the Gauss-Helmert Model is implemented for the stereo intersection and its solution is compared to the Gauss Markov Model-based Least-Squares Solution for any improvement in the accuracy of the computed coordinates.
The Gauss-Markov Model as used for space intersection in a short form (without repeating the collinearity equation (2.5) is shown in equation (2.6).

\[ Y_{2n 	imes 1} = a(\Xi) + e_{2n 	imes 1}, \quad e \sim (0, \sigma_o^2 P^{-1}) \]

where

\[ a: R^2 \rightarrow R^{2n} \]

\[ Y \quad \text{— Vector of observed image coordinates} \]

\[ \Xi = \begin{bmatrix} X \\ Y \\ Z \end{bmatrix} \quad \text{— Vector of unknown ground coordinates} \]

\[ e \quad \text{— Vector of random errors in measured image coordinates} \]

\[ \sigma_o^2 \quad \text{— Variance component} \]

\[ P^{-1} \quad \text{— Cofactor matrix} \]

\[ n \quad \text{— Number of overlapping images (number or intersecting rays)} \]

After linearization:

\[ y = Y - a(\Xi_0) \approx A\xi + e \]

where

\[ A = \begin{bmatrix} \frac{\partial x_1}{\partial X} & \frac{\partial x_1}{\partial Y} & \frac{\partial x_1}{\partial Z} \\ \frac{\partial x_2}{\partial X} & \frac{\partial x_2}{\partial Y} & \frac{\partial x_2}{\partial Z} \\ \vdots & \vdots & \vdots \\ \frac{\partial y_n}{\partial X} & \frac{\partial y_n}{\partial Y} & \frac{\partial y_n}{\partial Z} \end{bmatrix} \]
The least-squares estimate of the ground coordinates is computed as shown in equation (2.8).

$$\hat{\xi} = N^{-1}c, \quad \hat{\Xi} = \Xi_0 + \hat{\xi}$$

where

$$N = A^T PA, \quad c = A^T Py$$

Due to the complexity of mobile mapping systems, several factors, such as errors in the calibration of the individual sensors, inter-sensor calibration errors, errors in the navigation solution and other errors from various sources affect the accuracy of point determination in object space.
The major potential error sources for both LiDAR and digital camera systems supported by direct georeferencing are summarized in Table 2.1. The error sources can be categorized into four main groups:

- Errors in the navigation solution
- Sensor calibration errors
- Inter-sensor calibration errors
- Miscellaneous errors

Any of the above error sources translates to an error in the determined ground point coordinates.

<table>
<thead>
<tr>
<th><strong>Navigation solution errors</strong></th>
<th><strong>LiDAR</strong></th>
<th><strong>Digital camera</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Errors in sensor platform position and attitude – shifts and attitude errors</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Sensor calibration errors</strong></th>
<th><strong>LiDAR</strong></th>
<th><strong>Digital camera</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Scan angle error</td>
<td></td>
<td>Errors in interior orientation parameters (focal length, principal point shifts, lens distortion parameters)</td>
</tr>
<tr>
<td>Range measurement error</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Error in reflectance-based calibration</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Inter-sensor calibration errors</strong></th>
<th><strong>LiDAR</strong></th>
<th><strong>Digital camera</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Boresight misalignment between the IMU body frame and sensor frames (laser sensor or camera) – shifts and angular errors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Error in measured lever arm (vector between GPS antenna and INS reference point)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Miscellaneous errors</strong></th>
<th><strong>LiDAR</strong></th>
<th><strong>Digital camera</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Effect of beam divergence – Footprint</td>
<td>Errors in image coordinate measurement</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Impact of camera window in pressurized cabin</td>
<td></td>
</tr>
<tr>
<td>Sensor and sensor mounting rigidity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time synchronization</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effect of atmospheric refraction</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1. Major error sources affecting the accuracy of point determination in object space for LiDAR and digital camera systems
The influence of the different errors on the accuracy of 3D object coordinates is analyzed in sections 2.2 and 2.3. The effect of both random errors and biases are discussed since the accuracy (MSE: Mean Squared Error) can be calculated as:

\[ \text{MSE} = \text{bias}^2 + \text{variance}. \]

The terms precision and accuracy are often confused and used inconsistently; therefore, in the following these two terms are defined as used in the dissertation. Precision is a measure of tendency of a set of values (measurements) to cluster about a number determined by the set (Maune, 2007). The measure of precision is the variance or its square root, the standard deviation. The accuracy is the ‘risk’ to be wrong; the measure of accuracy is the MSE. It should be mentioned that if there is no bias in the measurements, the MSE and the variance are equal. The bias is the measure of deviation of the expected value from the ‘true’ or ‘actual’ value.

In the mapping industry the terms IMU (Inertial Measurement Unit) and INS (Inertial Navigation System) are used interchangeably although, strictly speaking, IMU refers to the sensor itself and INS to the sensor together with the software to obtain the navigation solution. Throughout this dissertation both terms will be used; however, when the emphasis is on the sensor, IMU will be used, and when it is on the system, INS will be referred to.

Furthermore, in the example accuracy analysis results in Chapters 2 and 3, two IMU grades will be used; in they will be referred to as medium-range or high-end IMUs (Table 3.8), and their accuracies correspond to the accuracies achievable with the Applanix POS/AV\textsuperscript{TM} 410 and POS/AV\textsuperscript{TM} 610, respectively (www.applanix.com). The Applanix
family of georeferencing products is the most frequently used georeferencing system in airborne mapping.

2.2 Error analysis and effect of individual errors on point positioning with LiDAR

This section provides a comprehensive overview and analysis of the major potential error sources - listed above in Table 2.1 – that can affect the accuracy of the derived LiDAR points. The effect of the various error sources are analyzed individually, and error formulas showing the effect on the point positioning accuracy are derived for both bias errors and random errors.

2.2.1. Effect of bias errors

It should be emphasized that for the performance analysis via error propagation presented in Chapter 3, it is assumed that only random errors are present in the system, the systematic errors have been removed by frequently repeated, careful system calibration (both individual and inter-sensor calibration) as well as by proper planning and implementation of the airborne survey (for example, not using too long baselines for DGPS (Differential GPS) to avoid remaining bias errors due to residual atmospheric effect, or using a network-based approach to DGPS to compensate for distance-dependent differential errors). The effect of bias errors is analyzed here for completeness, and also to provide a reference in order to be able to identify the possible sources of any bias error in case some remained in the data.
In order to illustrate the effect of the various error sources on the point positioning accuracy and its dependence on flying height, scan angle, and magnitude of the bias, Tables 2.2 and 2.3 list approximate formulas for the effect of bias errors (Baltsavias, 1999). For the illustration of the effect of the various errors on point positioning accuracy, the coordinate system definition of (Baltsavias, 1999) as shown in Figure 2.3 is used.

Figure 2.3. Coordinate system definition for the illustration of the effect of bias errors for LiDAR

The $xyz$ coordinate system defines a local right-handed coordinate system centered in the laser’s firing point and $XYZ$ is a right-handed object coordinate system with the origin at the nadir of the origin of the local coordinate system. The positive $x$-axis is in the flight direction, $y$ is position starboard. In order to analyze the effect of the different errors, the following simplifying assumptions are used: the terrain is flat, scanning is performed in a
vertical plane perpendicular to the flight direction, and the flight line is horizontal \((\omega=0, \varphi=0)\), the \(\kappa\) rotation angle can have any value. \(\kappa\) is the rotation from the \(X\)-axis to the \(x\)-axis. Angular errors, \(d\omega\), \(d\varphi\) and \(d\kappa\) refer to the \(x\), \(y\), \(z\) axis of the local coordinate system, respectively; they can denote attitude errors or misalignment errors (assuming that the nominal boresight angles are zero). \(\beta\) is the scan angle, it has positive values for scans to the left of the flying direction, otherwise negative (this assumption is only relevant for the analysis of the effect of bias errors), and \(h\) denotes the flying height.

<table>
<thead>
<tr>
<th>Error type</th>
<th>Coordinate error in the local coordinate system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positioning error</td>
<td>(\Delta x) (\Delta y) (\Delta z)</td>
</tr>
<tr>
<td>(\Delta x_0)</td>
<td>(\Delta x_0) (\Delta y_0) (\Delta z_0)</td>
</tr>
<tr>
<td>(\Delta y_0)</td>
<td>0 (\Delta y_0) (\Delta z_0)</td>
</tr>
<tr>
<td>(\Delta z_0)</td>
<td>0 (\Delta z_0) 0</td>
</tr>
<tr>
<td>Angular error (attitude/boresight)</td>
<td>(\Delta \omega) (\Delta \varphi) (\Delta \kappa)</td>
</tr>
<tr>
<td>(\Delta \omega)</td>
<td>0 (h[\sin(\beta + \Delta \omega) - \sin(\beta)] / \cos(\beta)) (h[1 - \cos(\beta + \Delta \omega) / \cos(\beta)] - h\Delta \omega \tan(\beta))</td>
</tr>
<tr>
<td>(\Delta \varphi)</td>
<td>(-h \sin(\Delta \varphi)) (0) (h[1 - \cos(\Delta \varphi)] - 0)</td>
</tr>
<tr>
<td>(\Delta \kappa)</td>
<td>(-h \tan(\beta) \sin(\Delta \kappa)) (h \tan(\beta)[\cos(\Delta \kappa) - 1] \sim 0) (0)</td>
</tr>
<tr>
<td>Range measurement error</td>
<td>(\Delta r) (\Delta r \sin(\beta)) (\sim \Delta r \cos(\beta))</td>
</tr>
<tr>
<td>Scan angle error</td>
<td>(\Delta \beta) (0) (h[\sin(\beta + \Delta \beta) - \sin(\beta)] / \cos(\beta)) (h[1 - \cos(\beta + \Delta \beta) / \cos(\beta)] - h\Delta \beta \tan(\beta))</td>
</tr>
</tbody>
</table>

Table 2.2. Coordinate errors in the local coordinate system caused by different error sources
Table 2.3. Coordinate errors in the object coordinate system caused by different error sources

Rigorous formulas for the effect of different bias errors in the various components of the LiDAR equation (2.1.) can also be derived based on the LiDAR equation as shown in equation (2.10) considering that small bias errors propagate linearly (Detrekői, 1991). Note that this formula is valid assuming that the Taylor series is truncated after the first derivative terms. For larger biases the Taylor formula may have to be computed until the second partial derivative terms to get accurate results. The error formulas for each bias error were derived by equation (2.10) in an XYZ coordinate system that coincides with the local NED frame; however, due to the length of the derived equations, they are not shown here. Only an example formula is shown for the effect of a bias error in the roll attitude angle in equation (2.11).
\[
\begin{bmatrix}
X_{bias} \\
Y_{bias} \\
Z_{bias}
\end{bmatrix} = B \cdot b
\]

(2.10)

where

- \(X_{bias}, Y_{bias}, Z_{bias}\) — Bias in the \(X, Y,\) and \(Z\) LiDAR coordinates in the mapping frame
- \(B\) — Matrix of partial derivatives of the LiDAR equation with respect to the components with bias errors
- \(b\) — Bias errors in the LiDAR equation components
- \(m\) — Number of components in the LiDAR equation with bias errors

2.2.1.1. Effect of errors in the navigation solution: platform position and attitude errors

Sensor platform position and attitude errors are GPS/INS related errors. Positioning error is caused by errors related to the GPS measurements, which can be caused by, for example, atmospheric delay that has not been completely accounted for, a cycle slip, erroneous ambiguity resolution, or multipath. Positioning errors are directly transferred to the ground coordinates of the measured LiDAR points.

The attitude angles (the rotations of the aircraft) are measured by the IMU, which consists of accelerometers and gyros, which are affected by time dependent drift. The accuracy of the determined aircraft attitude depends on the quality and frequency of the IMU data, the combined GPS/INS post-processing method (Kalman filtering), and the GPS data quality. Under the assumptions listed in section 2.2.1 (horizontal flight line and zero nominal boresight angles), the effect of the boresight misalignment angles and any bias in the platform attitude angles are the same, and therefore, these two are explained here together as angular errors. Figure 2.4 illustrates the effect of angular biases (roll,
pitch, and heading errors) on the determined coordinates. The local coordinate system is as defined in Figure 2.3.

![Diagram](image1)

(a) roll

![Diagram](image2)

(b) pitch

![Diagram](image3)

(c) heading

Figure 2.4. Effect of angular biases on point positioning

Roll ($\omega$) error causes a horizontal displacement across the flying direction and an error in the vertical coordinates that increases with larger scan angles as illustrated in Figure 2.4 (a); it has no effect in the flying direction. As mentioned before, Table 2.2 and 2.3 show the approximate error formulas for the effect of the various bias errors. The rigorous error formulas derived by equation (2.10) are not shown here due to their length;
however, as an example, for the effect of bias error in the roll attitude angle, equation (2.11) shows the derived formulas.

\[ \Delta X = [(\sin(\kappa)\sin(\omega)+\cos(\kappa)\sin(\phi)\cos(\omega))((\cos(\omega_b)\cos(\kappa_b)-\sin(\omega_b)\sin(\phi_b)\sin(\kappa_b))\sin(\beta) + (\sin(\omega_b)\cos(\kappa_b)+\cos(\omega_b)\sin(\phi_b)\sin(\kappa_b))\cos(\beta) + b_2 + (\sin(\kappa)\cos(\omega)-\cos(\kappa)\sin(\phi)\sin(\omega))(-\sin(\omega_b)\cos(\phi_b)\sin(\beta)+\cos(\omega_b)\cos(\phi_b)\cos(\beta)+b_3)] \Delta \omega \]

\[ \Delta Y = [(-\cos(\kappa)\sin(\omega)+\sin(\kappa)\sin(\phi)\cos(\omega))((\cos(\omega_b)\cos(\kappa_b)-\sin(\omega_b)\sin(\phi_b)\sin(\kappa_b))\sin(\beta)+\sin(\omega_b)\cos(\kappa_b)+\cos(\omega_b)\sin(\phi_b)\sin(\kappa_b))\cos(\beta) + b_2 + (-\cos(\kappa)\cos(\omega)-\sin(\kappa)\sin(\phi)\sin(\omega))(-\sin(\omega_b)\cos(\phi_b)\sin(\beta)+\cos(\omega_b)\cos(\phi_b)\cos(\beta)+b_3)] \Delta \omega \]

\[ \Delta Z = [\cos(\phi)\cos(\omega)((\cos(\omega_b)\cos(\kappa_b)-\sin(\omega_b)\sin(\phi_b)\sin(\kappa_b))\sin(\beta)+\sin(\omega_b)\cos(\kappa_b)+\cos(\omega_b)\sin(\phi_b)\sin(\kappa_b))\cos(\beta)+b_2)\cos(\phi)\sin(\omega) + (-\sin(\omega_b)\cos(\phi_b)\sin(\beta)+\cos(\omega_b)\cos(\phi_b)\cos(\beta)+b_3)] \Delta \omega \]

where

\[ \Delta X, \Delta Y, \Delta Z \] — Bias in the X,Y,Z coordinate systems that coincides with the local NED frame

\[ \Delta \omega \] — Bias in the roll attitude angle

\[ \omega, \phi, \kappa \] — Attitude angles

\[ \omega_b, \phi_b, \kappa_b \] — Boresight angles

\[ r \] — Range

\[ \beta \] — Scan angle

\[ b_1, b_2, b_3 \] — Boresight offset components

Any error in the pitch (\( \phi \)) angle causes a constant shift along the flying direction; the vertical shift is typically (for small pitch error) negligibly small. A pitch angle error has no effect across the flying direction as shown in Figure 2.4 (b).
An error in heading (κ), shown in Figure 2.4 (c), causes a variable displacement along the flying direction. Under the flight line there is no shift, the farther the LiDAR point from the flight line, the larger the coordinate error. The sign of the shift is different at the opposite sides of the LiDAR strip. The shift across the flying direction is negligibly small, and this error has no effect on the vertical coordinates.

2.2.1.2. Effect of range measurement error

As shown in Figure 2.5 a range measurement error has the largest effect on the vertical point coordinates and it also affects the coordinate in the scan direction. A constant range bias deforms the surface. The formulas for the errors in the local and object coordinate systems can be found in Tables 2.2 and 2.3, respectively. The range error is one of the most complicated one among the major error sources. However, for a well-calibrated system, the contribution of range errors to the 3D coordinate errors is normally the smallest among the major error sources. More details about this error source can be found in (Baltsavias, 1999).
2.2.1.3. Effect of scan angle error

There is generally a deviation of the measured scan angle from the actual angle that varies sinusoidally with position (Roth, 2007), depending on the encoder design (the number of encoder heads used to read the optical disc). A single-headed encoder varies once cyclically per revolution of the shaft and since the shaft does not go through a full revolution (typically only +/- 20 degrees maximum), this sinusoidal fluctuation appears as a slope, and consequently causes the sides of the measured strip to bend up or down, and therefore, it is often called smiley error. This deviation is due to the eccentricity of the encoder grating to the rotational centerline of the mirror shaft. The smiley error can typically be accurately modeled during the LiDAR system calibration and compensated. As shown in Figure 2.6, a scan angle error (\( \Delta \beta \)) affects the coordinates in the vertical and in the scan direction; approximate formulas for the effect are shown in Tables 2.2 and 2.3.
2.2.1.4. Effect of reflectance dependent bias

It is a well-known phenomenon among LiDAR vendors that the reflectivity of the surface, measured to some extent in the intensity signal of the LiDAR points, affects the calculated range between the ground point and the laser scanner. This effect is related to the ranging technology. In general, targets with low reflectivity appear lower, while targets with high reflectivity appear higher in LiDAR data if intensity-based correction is not applied. LiDAR vendors provide intensity-based calibration tables that are routinely applied at LiDAR data processing in order to correct for this effect. Figure 2.7 illustrates an example of a reflectance-based correction table for the Optech ALTM 30/70 LiDAR system for 70 kHz pulse repetition frequency (PRF).
As an example, Figure 2.8 illustrates LiDAR points on a circular-shaped target with a black and white two-concentric circle coating (more details on the target design can be found in Section 4.2) before the intensity-based correction of the data. Figure 2.8 clearly shows that LiDAR points on the inner white circle of the target with high reflectivity have an about 7 cm higher mean elevation than the mean elevation of points fallen on the black outer ring with low reflectivity, even though the target has a flat surface. Figure 2.8 (a) illustrates the LiDAR points fallen on a target circle in top view; the four crosses in the middle are LiDAR points in the inner circle with white coating, and the stars denote the points on the outer black ring. Figure 2.8 (b) shows the same points in side view; to better illustrate the elevation difference, the average elevations of the inner circle points and the outer ring points are shown by two horizontal lines.
2.2.1.5. Effect of inter-sensor calibration errors

Inter-sensor calibration errors are the errors in the measured lever arms between the three sensors (GPS, INS, and laser sensors) and any angular misalignments between the INS body frame and laser frame, called the boresight misalignment. The angular misalignments are the more critical error sources since any angular inaccuracy, unlike linear offsets, is amplified by the flying height of the aircraft, and therefore, a small angular error can have a significant effect on the LiDAR point accuracy. The effect of boresight misalignment angle errors can be described similarly to the effect of attitude angle errors as shown in Figure 2.4. The effect of errors in the lever arms does usually not exceed a few mm or a cm, while coordinate errors caused by boresight misalignment could reach a meter or even 10 meter level depending on the flying height. The boresight misalignment angles are typically of a few arcminutes in magnitude and can be determined with a standard deviation of about 10-30 arcsec.
2.2.1.6. Effect of time synchronization error

Besides the individual calibration of the sensors and the inter-sensor calibration, accurate time synchronization between the navigation and laser sensors is also important. A time synchronization error will cause a variable error in the computed ground coordinates depending on how turbulent the flight is. For a relatively calm flight a time synchronization error will basically translate to a small position error in the flight direction, depending on the flying velocity; for a turbulent flight, however, it will also cause larger attitude angle errors, and therefore, it will translate into larger and more complex 3D errors on the ground. For example, the Crossbow IMU400CC MEMS (Micro Electromechanical System) IMU is externally GPS synchronized and the typical delay on the communication channel is 15 msec. If this is not compensated for, in case of a 60 m/sec aircraft velocity, this synchronization error results in an error of about 0.90 m on the ground in the flight direction. It should be mentioned that this IMU represents a consumer-grade IMU.

2.2.1.7. Effect of atmospheric refraction

The effect of atmosphere on a light ray is well understood; the atmosphere acts to distort the path of the laser pulse as it travels to the target and back again. This causes a range measurement error that needs to be corrected and these corrections could become critical at higher altitudes. These atmospheric affects are usually minimized by
incorporating an appropriate atmospheric model (Hoßen et al., 2000; Marini and Murray, 1973) in the post-processing of the LiDAR data.

2.2.2. Effect of random errors

In this section the effect of random errors are analyzed individually in order to better understand the individual effect of each error source on the point positioning accuracy. The propagation of random errors to the ground point coordinates is derived based on the LiDAR equation (2.1) via the law of error propagation, and described in more detail in Chapter 3. The derived formulas for the point positioning precision are not shown in the dissertation due to their complexity, instead, for practical use, figures are shown to individually illustrate the effect of each error source and its dependence on flying height, scan angle, and magnitude of the random error. The figures illustrate the effect in an XYZ right-handed coordinate system that coincides with the local NED coordinate system, where X is the flying direction.

2.2.2.1. Effect of errors in the navigation solution: platform position and attitude errors

2.2.2.1.1. Effect of platform position errors

Figure 2.9 shows the effect of random errors in the platform (INS body frame origin) position \((X_I, Y_I, Z_I)\) on the LiDAR point positioning precision. ‘\(\text{Sigma } X_I\)’, ‘\(\text{Sigma } Y_I\)’, ‘\(\text{Sigma } Z_I\)’ denote the platform position \((X_I, Y_I, Z_I)\) standard deviations, respectively. As the figure illustrates, errors in the platform position are directly transferred to the ground
coordinates, independently of the scan angle. Although it is not shown in Figure 2.9, the effect is also independent of the flying height.

![Figure 2.9](image)

Figure 2.9. Effect of random errors in platform position $X_I$ (a), $Y_I$ (b), $Z_I$ (c) on the point positioning precision

2.2.2.1.2. Effect of platform attitude errors

For the sake of simplicity the nominal attitude angles were assumed to be zero in the following figures. Figure 2.10 shows the effect of a random error in the roll angle on the point positioning precision as a function of the scan angle for flying height of 600 m (a),
and 1500 m (b). A random error in the roll attitude angle has the largest effect on the $Y$ coordinate precision (scan direction), which is practically independent of the scan angle. A random roll error also affects the vertical coordinate precision and the vertical precision degrades with larger scan angles. Obviously the effect is increasing with flying height, as illustrated in Figure 2.10.

Figure 2.10. Effect of a random error in roll on the point positioning precision as a function of the scan angle for $H=600$ m (a), and $H=1500$ m (b)

Figure 2.11 illustrates the effect of a random error in the pitch angle on the point positioning precision as a function of the scan angle for flying height of 600 m (a), and 1500 m (b). A random pitch angle error causes a random error in the $X$ coordinates (flying direction) of the determined LiDAR points, which is practically independent of the scan angle. The effect on the vertical coordinates is typically negligible and it has no effect at all in the scan direction.
Figure 2.11. Effect of a random error in pitch on the point positioning precision as a function of the scan angle for $H=600$ m (a), and $H=1500$ m (b)

Figure 2.12 shows the effect of a random error in the heading angle on the point positioning precision as a function of the scan angle for flying height of 600 m (a), and 1500 m (b). A random error in the heading causes a random error in the $X$ coordinates (flying direction); the standard deviation of the $X$ coordinate is zero in nadir and it increases with larger scan angles. The effect of the error is negligible in the $Y$ coordinates and there is no effect on the vertical coordinates.
Figure 2.12. Effect of a random error in heading on the point positioning precision as a function of the scan angle for H=600 m (a), and H=1500 m (b)

2.2.2.2. Effect of range measurement error

The contribution of the random range measurement error to the coordinate errors is typically the least significant among the major error sources; however, the relative importance of this error in the total error budget is increasing with lower flying heights. Depending on the laser scanning system, the range measurement precision is at the order of a few cm, for state-of-the-art LiDAR systems typically at 1-2 cm standard deviation. Figure 2.13 illustrates the effect of a random error in the range measurement on the point positioning precision as a function of the scan angle. The effect does not depend on the flying height. As the figure shows, the range measurement error has no effect on the LiDAR point coordinate precision in the flying direction, has a small effect on the scan direction coordinate, which is increasing with larger scan angles, and has the largest
effect on the vertical coordinate, but this effect slightly decreases for larger scan angles as can be seen in Figure 2.13.

![Effect of random error in range measurement on point positioning as a function of scan angle](image)

Figure 2.13. Effect of a random error in the range measurement on the point positioning as a function of the scan angle

### 2.2.2.3. Effect of scan angle error

After the smiley error has been compensated based on system calibration, there is still a random error in the scan angle measurement caused by quantization error which depends on the encoder used in the LiDAR system (Roth, 2007). For state-of-the-art LiDAR systems this error can typically be described by a 4-10 arcsec (1 sigma) standard deviation value.

Figure 2.14 illustrates the effect of a random scan angle error with $\sigma = 5$ arcsec standard deviation on the determined LiDAR point coordinates as a function of the nominal scan angle ($\beta$) for 1500 m flying height. A random error in the scan angle has the largest effect on the $Y$ coordinates (scan direction) of the LiDAR points, and this effect is
practically independent of the scan angle. The effect on the vertical point positioning precision is smaller, and the standard deviation of the vertical coordinates increase with larger scan angles.

Figure 2.14. Effect of a random error in the scan angle on the point positioning precision for H=1500 m

Figure 2.15 shows the effect of a random error in the scan angle with $\sigma = 5$ arcsec standard deviation on the LiDAR point coordinates in the scan direction (a) and in the vertical coordinate direction (b) for flying heights of 600 m, 1000 m, 1500 m, and 3000 m. As Figure 2.15 shows, both the $Y$ and $Z$ coordinate precisions decrease linearly with higher flying heights.
2.2.2.4. Effect of footprint size

The effect of the beam divergence in the scan direction is illustrated in Figure 2.16. (Beam divergence is denoted by $\gamma$.) The size of the footprint in the scan direction ($fp_y$) depends on the actual scan angle ($\beta$); the larger the scan angle (towards the sides of the strip), the bigger the size of the footprint. In the flying direction, the footprint size ($fp_x$) also increases with the scan angle, but less so than in the scan direction. Formulas for the size of the footprint in the flying direction and scan direction are shown in Equations 2.12 and 2.13, respectively. Formulas for inclined terrain can also be found in (Baltsavias, 1999).

$$fp_x = \frac{2h}{\cos \beta \tan(\frac{\gamma}{2})}$$ (2.12)

$$fp_y = h[\tan(\beta + \frac{\gamma}{2}) - \tan(\beta - \frac{\gamma}{2})]$$ (2.13)
The footprint in nadir (at zero scan angle) has circular shape, while towards the sides of the strip it becomes an ellipse.

![Figure 2.16. Effect of beam divergence ($\gamma$) on the point positioning precision](image)

The beam divergence of state-of-the-art LiDAR systems is typically in the range of 0.2-0.8 mrad. The effect of the footprint size is that depending on the reflectivity of the objects within the footprint, the actual return can come from anywhere within the footprint causing a random error in the determined horizontal position of the LiDAR point. If the terrain is not flat, the footprint size could also cause an error in the vertical coordinates depending on the surface gradient. The random error in the horizontal coordinates is typically characterized by a uniform distribution within the footprint. Table 2.4 shows the footprint size in the $X$ and $Y$ coordinate directions as a function of the scan angle for $H=600m$ (a), and for $H=1500 m$ (b) for a LiDAR system that has 0.3 mrad beam divergence.
<table>
<thead>
<tr>
<th>Scan Angle [deg]</th>
<th>fpX [m]</th>
<th>fpY [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.18</td>
<td>0.18</td>
</tr>
<tr>
<td>10</td>
<td>0.18</td>
<td>0.19</td>
</tr>
<tr>
<td>20</td>
<td>0.19</td>
<td>0.20</td>
</tr>
</tbody>
</table>

(a)

<table>
<thead>
<tr>
<th>Scan Angle [deg]</th>
<th>fpX [m]</th>
<th>fpY [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.45</td>
<td>0.45</td>
</tr>
<tr>
<td>10</td>
<td>0.46</td>
<td>0.46</td>
</tr>
<tr>
<td>20</td>
<td>0.48</td>
<td>0.51</td>
</tr>
</tbody>
</table>

(b)

Table 2.4. Footprint size along flying direction (X) and scan direction (Y) for H=600 m (a), and H=1500 m (b)

2.3. Error analysis and effect of individual errors on point positioning with stereo images

In this section the effect of the major potential error sources that can degrade the accuracy of the intersected stereo points is individually analyzed. The effects of both bias and random errors are discussed as a function of the typical magnitudes for the different errors, location on images, flying height, and camera type. For the two-ray-intersection case, the effect of errors on the intersected points at the six Gruber-point locations (shown in Figure 2.17) are shown assuming a 60 % forward overlap between images, unless otherwise stated.

Figure 2.17. Gruber point locations for the two-ray-intersection case
The effect of the various errors on the accuracy of intersected points is illustrated in a local right-handed $XYZ$ coordinate system that coincides with the local NED frame. It should be mentioned that obviously the orientation of the local NED frame in space depends on the actual geographical location, and therefore, varies with the movement of the platform. However, as it has been pointed out by (Skaloud and Schaer, 2003), over small to medium size mapping areas this change is very small, and for the following error analysis it is irrelevant and can be neglected. Furthermore, for the sake of simplicity, flat terrain was assumed, and all three aircraft attitude angles (roll, pitch, and heading) were assumed to be zero, and the $X$ direction was assumed to be the base direction; however, any other value could be used in the derived accuracy formulas as they are valid for the general case. In all plots the vertical ($Z$) accuracy is shown in red, the accuracy perpendicular to the base direction ($Y$) is marked with green color, and in the base direction ($X$) it is shown in blue.

Since the examples are intended to illustrate the achievable point positioning accuracies of state-of-the-art mobile mapping systems, the example figures consider two camera types, typical medium or large-format frame cameras with either medium-range or high-end IMUs. The achievable accuracies with these two systems, as it was explained before in this chapter, correspond to the achievable accuracies of the most frequently used navigation systems in airborne mapping, the Applanix POS/AV 410 and POS/AV 610 systems, respectively. The camera parameters used in the calculations are shown in Table 2.5.
<table>
<thead>
<tr>
<th>Camera Type</th>
<th>Medium-format</th>
<th>Large-format</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal Focal length</td>
<td>55 mm</td>
<td>100 mm</td>
</tr>
<tr>
<td>CCD size</td>
<td>4000 x 4000</td>
<td>10000 x 10000</td>
</tr>
<tr>
<td>Pixel size</td>
<td>9 µm</td>
<td>10 µm</td>
</tr>
</tbody>
</table>

Table 2.5. Camera parameters used in the illustrated examples

2.3.1. Effect of bias errors

In this section the effect of bias errors on the intersected stereo point coordinates are analyzed. To show the dependency on the location within the overlap area, the effect of errors is shown as a function of the location within the overlap area. The effect is shown in the local XYZ coordinate system that coincides with the local NED frame, and X is the base direction, as mentioned before.

2.3.1.1. Effect of bias errors in the navigation solution

2.3.1.1.1. Effect of bias errors in the platform positions

A common bias in the X coordinates, Y coordinates, or Z coordinates of the two projection centers directly transfers to the determined X, Y, or Z ground coordinates, respectively. The bias in the intersected point coordinates does not depend on the camera type or focal length, it is also independent of the flying height and the point location within the overlap area. It should be mentioned that in case the biases are different at the two perspective centers, their propagation to the ground coordinates is more complex (see details at the propagation of random errors).
2.3.1.1.2. Effect of bias errors in the platform attitude angles

Figure 2.18 illustrates the bias in the intersected point coordinates in the overlap area of the two images in case of a common bias in the two roll ((a) and (d)), pitch ((b) and (e)), or heading ((c) and (f)) attitude angles for medium- and large-format cameras, respectively. (Under the assumption of zero nominal platform attitude and boresight angles, these figures are equally valid for the effect of boresight misalignment angles, and for the case of a common bias in the two platforms’ attitude angles from the navigation solution.) The figures are shown for 1000 m flying height, assuming a common 10 arcmin attitude angle error for both platform locations. The bias in the intersected stereo point coordinates is independent of the camera focal length. Furthermore, it does not depend on the overlap between the two images, except for the effect of a bias in the pitch angle that is slightly dependent on the base/height ratio. The effect linearly increases with higher flying heights. The larger impact of bias errors at the sides of the overlap area in some cases for the large-format camera can be explained by the larger area coverage of the large-format camera imagery even in the case of the same image scale for both the medium- and large-format imagery (see Table 2.5 for details).

As Figure 2.18 (a) and (d) illustrate, a common bias in the roll attitude angles causes a shift in the $Y$ coordinate direction, and it also has a large effect on the vertical coordinates; the intersected points that represent a horizontal surface in reality become tilted. A common bias in the pitch attitude angles causes errors in all three coordinates. The error in the intersected stereo points is the largest in the $X$ coordinates (base direction) and reaches its maximum half way between the two perspective centers. It also causes a small error in the $Y$ coordinates of the intersected points, and has a large effect
on the vertical coordinates; the surface becomes tilted as shown in Figure 2.18 (b) and (e). A common bias in the heading has an effect on the $X$ and $Y$ coordinates of the intersected stereo points as shown in Figure 2.18 (c) and (f).
2.3.1.2. Effect of bias in the camera calibration parameters

2.3.1.2.1. Effect of bias in the calibrated focal length

A bias in the focal length of the camera only affects the vertical coordinates of the intersected stereo points, equally at every location in the overlap area. The bias in the vertical stereo point coordinates depends on the magnitude of the bias in the focal length and the image scale, and it does not depend on the overlap between images. For example, in case of a large-format camera \((c=100 \text{ mm})\) and 1000 m flying height, a 9 \(\mu\text{m}\) bias in the focal length causes a 9 cm vertical coordinate error in the intersected stereo point coordinates.
2.3.1.2.2. Effect of bias in the calibrated principal point shift

A bias in the calibrated $x_0$ principal point shift affects only the $X$ coordinates of the intersected stereo points, equally at every location in the overlap area. The bias in the $X$ coordinates of the stereo point depends on the magnitude of the bias in the $x_0$ principal point shift and the image scale, and it does not depend on the overlap between images. For example, in case of a large-format camera ($c=100$ mm) and 1000 m flying height, a 4.5 µm bias in the focal length causes a 4.5 cm coordinate error in the $X$ coordinates of the intersected stereo point. The effect of a bias in the calibrated $y_0$ principal point shift is the same, except that it only affects the $Y$ coordinates of the intersected stereo points.

2.3.2. Effect of random errors

The propagation of random errors to the intersected point coordinates is derived based on the Gauss-Helmert Model, and described in detail in Chapter 3. To analyze the effect of individual errors on the variance of the intersected point, the variances of all other observed values were set to negligibly small values in the Gauss-Helmert Model in order to avoid singularity problems. The formulas derived for the point positioning precision are not provided in the dissertation due to their length; instead, figures illustrate the individual effect of each error source on the point positioning precision and its dependence on flying height, magnitude of the random error, and point location in the overlap area.
2.3.2.1. Effect of errors in the navigation solution: platform position and attitude errors

2.3.2.1.1. Effect of platform position errors

Figure 2.19 shows the effect of random errors in the platform position on the standard deviation of the intersected point for a medium-format camera; for these figures zero correlation between the two platform position errors was assumed. Figure 2.19 (a), (b), and (c) show the effect of random errors in the $X_I$, $Y_I$, $Z_I$ coordinates of the platform, respectively. As the figure illustrates, random errors in the platform position are not directly transferred to the ground coordinates; the effect is more complex, but it is clearly independent of the flying height. The dominant factor among the $X_I$, $Y_I$, $Z_I$ platform position errors affecting the point positioning precision is the standard deviation of the $X_I$ coordinates of the platform; its effect on the determined point position is a magnitude larger than that of the same errors in the other two coordinate directions, and it affects all three coordinates of the intersected stereo points. As Figure 2.19 (a) shows, $X_I$ errors have no effect on the $Y$ coordinates of Gruber points 3 and 4 (nadir points).
Figure 2.19. Effect of random errors in platform positions individually; (a) effect of errors in XI positions, (b) effect of errors in YI positions, (c) effect of errors in ZI positions on the intersected stereo point precision.

Figure 2.20 illustrates the effect of the platform position standard deviation on the intersected points for both medium- and large-format cameras again in case of no correlation between the two platform positions. The ‘\(\text{Sigma XI \text{ YI}}\)’ axis of the figure shows the standard deviation value of the \(XI\) and \(YI\) positions assumed, to model the reality, the standard deviation of \(ZI\) was taken to be \(1.5 \cdot \text{Sigma XI (Sigma XI}=\text{Sigma YI)}\). The ‘\(\text{Sigma Y3-4}\)’ in magenta color shows that the \(Y\) coordinate error in the nadir points
(Gruber points 3 and 4 as shown in Figure 2.17) is smaller than the Y coordinate error in other parts of the overlap area. The effect on the vertical position of the intersected stereo points is larger for the medium-format camera than for the large-format camera; this ratio approximately corresponds to the inverse ratio of the two base/height ratios to achieve the 60 % forward overlap. Similarly, if the base/height ratio decreases, and therefore the overlap increases between consecutive images, that results in a decreased vertical point positioning precision, this is due to the smaller angles of the two intersecting rays.

Figure 2.20. Effect of random errors in platform position (XI, YI, ZI) on the intersected stereo point precision in case of no temporal correlation for medium-format camera (a), and large-format camera (b)

In case there is a temporal correlation between the platform positions for the consecutive images, it will decrease the standard deviations of the intersected stereo point coordinates, especially that of the Z coordinate. Figure 2.21 illustrates the case of 0.5 temporal correlations.
Figure 2.21. Effect of random errors in platform position (XI, YI, ZI) on the intersected stereo point precision in case of 0.5 temporal correlations for medium-format camera (a), and large-format camera (b)

2.3.2.1.2. Effect of platform attitude angle errors

Figure 2.22 illustrates the effect of the platform attitude standard deviation on the intersected points for both medium- and large-format cameras in case of no correlation between the attitude angles of the two platforms. The ‘Sigma Omega Phi’ axis of the figure shows the assumed standard deviation value of the roll and pitch attitude angles; for a realistic model, the standard deviation of the heading was taken to be $\Sigma \Omega = \Sigma \Phi$. As the figures illustrate, random errors in the platform attitude angles have the largest effect on the vertical coordinates of the intersected stereo points, a smaller effect in the $Y$ coordinate direction, and the smallest effect on the $X$ coordinates. The effect on all three coordinates linearly increases with higher flying heights. It is independent of the focal length; it depends on the base/height ratio (the angle of the two rays), and therefore, increases with larger overlap between images. As the figures illustrate, the effect for large-format cameras at the same flying
height and same 60 % overlap is smaller than for the medium-format camera. The reason for this is the better base/height ratio for the large-format camera.

![Image](image-url)

**Figure 2.22.** Effect of random errors in platform attitude on the intersected stereo point precision in case of no temporal correlations for medium-format camera (a), and large-format camera (b)

In case of a temporal correlation between the platform attitude angles for the consecutive images, the standard deviations of the intersected stereo point coordinates decrease, especially that of the vertical coordinates. Figure 2.23 illustrates the case of 0.5 temporal correlations.
2.3.2.2. Effect of errors in the camera calibration parameters

2.3.2.2.1. Effect of error in focal length

Figure 2.24 shows the effect of the focal length precision on the standard deviation of the intersected stereo point for medium- and large-format cameras for flying heights of 300 m, 600 m, 1000 m, 1500 m, and 3000 m. As the figure illustrates, the effect linearly increases with higher flying heights (smaller image scales) and only affects the vertical coordinates. For identical flying heights the effect of the same error is less for large-format cameras, the ratio of the two values is the inverse ratio of the two focal length values. The effect is independent of the overlap between consecutive images; it only depends on the image scale.
Figure 2.24. Effect of random error in focal length on the intersected stereo point precision for medium-format (a) and large-format cameras (b) for various flying heights.

2.3.2.2.2. Effect of error in principal point shift

Figure 2.25 shows the effect of the precision of the principal point shifts on the standard deviation of the intersected stereo point for medium- and large-format cameras for flying heights of 300 m, 600 m, 1000 m, 1500 m, and 3000 m. As the figure illustrates, the effect linearly increases with higher flying heights (smaller image scales) and only affects the horizontal coordinates, both $X$ and $Y$ equally. For identical flying heights the effect of the same error is less for large-format cameras, the ratio of the two values is the inverse ratio of the two focal length values. The effect is independent of the overlap between consecutive images; it only depends on the image scale.
2.3.2.3. Effect of image coordinate measurement error

Figure 2.26 shows the effect of the precision of the image coordinate measurements on the standard deviation of the intersected stereo point coordinates as a function of flying height for medium-format and large-format cameras. The figure assumes an image coordinate measurement standard deviation of 5 µm and no correlation between the measurements. The effect of the image coordinate measurement error is linearly increasing with flying height (smaller image scale) and it is the largest on the vertical coordinates. In case of identical flying heights the effect is obviously larger for the medium-format camera.
Figure 2.26. Effect of random errors in the image coordinate measurements on the intersected stereo point precisions for medium-format (a) and large-format cameras (b) for various flying heights

As Figure 2.27 illustrates, the effect of image coordinate measurement error linearly increases with increasing standard deviation of the image coordinate measurements. The effect also depends on the base/height ratio; the vertical coordinate precision linearly decreases with smaller base/height ratio.
2.3.2.4. Effect of errors in the calibrated boresight angles

Figure 2.28 illustrates the effect of the standard deviation of the calibrated boresight angles on the intersected stereo point precision for medium-format camera (a) and large-format camera (b) as a function of flying height. The ‘Sigma Bo Bp’ axis of the figure shows the standard deviation value of the calibrated $\omega$ and $\phi$ boresight angles assumed, and to model reality, the standard deviation of the calibrated $\kappa$ boresight angle was assumed to be $2 \cdot Sigma Bo$ ($Sigma Bo=Sigma Bp$). As the figures illustrate, the effect is the smallest on the vertical coordinates and linearly increases in all three coordinate directions with higher flying heights. The effect on the precision of intersected point coordinates does not depend on the focal length.
Figure 2.28. Effect of random errors in the calibrated boresight angles on the intersected stereo point precision for medium-format (a) and large-format cameras (b) as a function of the standard deviation of the calibrated boresight angles and flying height
CHAPTER 3

COMPREHENSIVE ACCURACY ASSESSMENT OF POINT POSITIONING

3.1. Comprehensive accuracy assessment for LiDAR points

A comprehensive accuracy assessment tool to assess the achievable point positioning accuracy of LiDAR systems, considering most of the potential error sources and flight parameters that influence the final positioning accuracy has not yet been developed. In this dissertation, analytical derivation of error formulas is performed via rigorous error propagation for a reliable accuracy assessment. The derivation is based on the LiDAR equation (2.1). The derived formulas can also provide help in project planning, selecting the optimal flying height and other parameters to achieve the desired mapping accuracy.

To reliably determine the achievable point positioning accuracy of airborne LiDAR systems, all the major potential error sources that influence the point positioning accuracy have to be considered in the analytical derivation. It should be emphasized again that for this analysis a well-calibrated LiDAR system was assumed with known precisions of the calibration results; thus, it is assumed that only random errors are present in the system. The random errors listed in Table 3.1 were considered during the analytical derivation. The 2nd column of Table 3.1 also shows the symbols for the respective standard deviation values as used in this dissertation; the laser beam divergence (γ) itself is obviously not an...
error term, however, its effect, the finite footprint size represents an additional random
error source.

<table>
<thead>
<tr>
<th>Error source</th>
<th>Symbols used for std (or magnitude)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Navigation solution errors</td>
<td>$\sigma_X$, $\sigma_Y$, $\sigma_Z$</td>
</tr>
<tr>
<td>Position errors</td>
<td>$\sigma_{\theta}$, $\sigma_{\phi}$, $\sigma_k$</td>
</tr>
<tr>
<td>Attitude angle errors</td>
<td>$\sigma_{\theta b}$, $\sigma_{\phi b}$, $\sigma_{k b}$</td>
</tr>
<tr>
<td>Errors in the calibrated boresight</td>
<td>$\sigma_r$</td>
</tr>
<tr>
<td>misalignment angles</td>
<td></td>
</tr>
<tr>
<td>Range measurement error</td>
<td></td>
</tr>
<tr>
<td>Scan angle error</td>
<td>$\sigma_{\beta}$</td>
</tr>
<tr>
<td>Laser beam divergence</td>
<td>$\gamma$</td>
</tr>
</tbody>
</table>

Table 3.1. Considered error sources

The error formulas for point positioning precision were derived based on the LiDAR
equation (2.1) via rigorous error propagation. Applying the law of error propagation to
the covariance matrix of the error sources listed in Table 3.1, the covariance matrix of the
3D LiDAR positions was derived as described in equation (3.1).

$$C_{LiDAR} = ACA^T$$

(3.1)

where

- $C_{LiDAR}$ \([3 \times 3]\) — Covariance matrix of the LiDAR point coordinates
- $C$ \([11 \times 11]\) — Covariance matrix of the INS position, INS attitude angles,
  boresight angles, measured range, and the scan angle
- $A$ \([3 \times 11]\) — Jacobian matrix containing the partial derivatives of the $X, Y, Z$
  LiDAR coordinates with respect to the different random variables
  in the LiDAR equation
To illustrate the complexity of the derived formulas, equation (3.2) shows one of the simplest partial derivative elements in the A matrix, where all the symbols are as used in equation (2.11).

\[
\frac{\partial Z}{\partial \omega} = \cos \varphi \cos \omega (\cos \omega_b \cos \kappa_b - \sin \omega_b \sin \varphi_b \sin \kappa_b) r \sin \beta + \\
(\sin \omega_b \cos \kappa_b + \cos \omega_b \sin \varphi_b \sin \kappa_b) r \cos \beta + b_2 - \\
\cos \varphi \sin \omega (\sin \omega_b \cos \varphi_b r \sin \beta + \cos \omega_b \cos \varphi_b r \cos \beta + b_3)
\]

The assumptions explained in the following were made during the analytical derivations. Flat terrain was assumed, sloping terrain will cause additional errors in the vertical coordinates, as compared to the error propagation results; however, this effect can easily be considered and accounted for separately (Baltsavias, 1999). The error formulas were developed considering that the scanning is performed in a vertical plane perpendicular to the flight direction. The range measurement precision is assumed to be independent of the flying height and the scan angle, which for earlier systems was not exactly the case, since a longer range due to higher flying height and larger scan angle means weaker signal response, and consequently, less accurate range measurement. However, according to LiDAR vendors, for the state-of-the-art systems, the range measurement accuracy does not noticeably degrade in case of longer ranges. Time synchronization was assumed to be correct since its effect would be insignificant, as
compared to the effect of errors in the navigation solution. Furthermore, the boresight offset component was assumed to be error free since its effect is negligible, as compared to the effects of other errors.

All analytical derivations were implemented in Matlab environment; due to their size, the derived formulas are not shown in the dissertation, however, some of the Matlab programs are listed in Appendix B. The effect of laser beam divergence was considered separately from the error propagation (and later combined with the effect of all other error sources) since the horizontal error due to the footprint size is typically characterized by uniform distribution instead of the normal distribution as discussed in Section 2.2.2. In the following the details of how the results of the error propagation and the effect of the footprint size were combined are described.

If \( x \) and \( y \) are two random variables with known probability density functions (pdf), \( f_x(x) \) and \( f_y(y) \), and \( x \) and \( y \) are independent from each other, then the pdf of a random variable \( z=x+y \) can be expressed (Schnell, 1985) as shown in equation (3.3).

\[
    f_z(z) = \int_{-\infty}^{\infty} f_x(z-y) f_y(y) dy = \int_{-\infty}^{\infty} f_x(x) f_y(z-x) dx \tag{3.3}
\]

This can be extended to two-dimensional random variables \((x_1, y_1)\) and \((x_2, y_2)\). If \((x_1, y_1)\) and \((x_2, y_2)\) are independent from each other, then the pdf of the two-dimensional random variable \((z_1, z_2) = (x_1+x_2, y_1+y_2)\) can be expressed as shown in equation (3.4).

\[
    f_{z_1,z_2}(z_1, z_2) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_{x_1,y_1}(z_1-x_2, z_2+y_2) f_{x_2,y_2}(x_2, y_2) d x_2 d y_2 = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_{x_1,y_1}(x_1, y_1) f_{x_2,y_2}(z_1-x_1, z_2-y_1) d x_1 d y_1 \tag{3.4}
\]
In our case, we consider a two-dimensional random variable having normal distribution with known parameters (from the error propagation) and a two-dimensional uniform distribution with known parameters (from the footprint). In the following, the effect of the footprint is considered in nadir where the footprint is a circle. For non-zero scan angles the footprint becomes an ellipse (but is still close to circular shape). In these cases, the calculation is very similar to those with a circular footprint.

The pdf of the random errors of the horizontal coordinates of the computed LiDAR point \((x_1, y_1)\), assuming normal distribution with expected values zero (due to unbiasedness) and zero correlation between \(x_1\) and \(y_1\) can be expressed as shown in equation (3.5).

\[
f(x_1, y_1) = \frac{1}{2\pi\sigma_{x_1}\sigma_{y_1}} \exp\left( -\frac{1}{2} \frac{x_1^2}{\sigma_{x_1}^2} + \frac{y_1^2}{\sigma_{y_1}^2} \right)
\]

(3.5)

where \(\sigma_{x_1}\) and \(\sigma_{y_1}\) are the standard deviations of \(x_1\) and \(y_1\), respectively.

The pdf of the random errors \((x_2, y_2)\) with uniform distribution due to footprint size can be expressed as shown in equation (3.6).

\[
\text{If } \left(-\frac{fp}{2} \leq y_2 \leq \frac{fp}{2}\right) \text{ and } \left(-\sqrt{\left(\frac{fp}{2}\right)^2 - y_2^2} \leq x_2 \leq \sqrt{\left(\frac{fp}{2}\right)^2 - y_2^2}\right),
\]

then \(f(x_2, y_2) = \frac{4}{\pi(fp)^2}\),

otherwise \(f(x_2, y_2) = 0\).

(3.6)

Where \(fp\) denotes the footprint size (diameter of the footprint circle). Consequently, the pdf of \((z_1, z_2) = (x_1 + x_2, y_1 + y_2)\), the combined horizontal error of the computed LiDAR point position as a result of the combined effect of the footprint size and all the other
errors (listed in Table 3.1) from the error propagation can be expressed as shown in equation (3.7).

\[
\int \int f_{z_1,z_2} (z_1, z_2) = \frac{fp}{2} \left[ \frac{fp}{2} - y_2^2 \right] \frac{1}{2\pi \sigma_{x_1} \sigma_{y_1}} \exp \left\{ -\frac{1}{2} \left( \frac{(z_1 - x_1)^2}{\sigma_{x_1}^2} + \frac{(z_2 - y_2)^2}{\sigma_{y_1}^2} \right) \right\} \frac{4}{\pi fp^2} \, dx_1 \, dy_2 \tag{3.7}
\]

Since the analytical integration of the \( e^{-x^2} \) function is not possible, numerical integration was performed instead in order to derive the pdf of the combined error \((z_1, z_2)\).

When the pdf of the two-dimensional random variable \((z_1, z_2)\) is available, the standard deviations \(\sigma_{z_1}\) and \(\sigma_{z_2}\) can be computed as shown in equation (3.8).

\[
\sigma_{z_1}^2 = \int \int z_1^2 f_{z_1,z_2} (z_1, z_2) \, dz_1 \, dz_2
\]

\[
\sigma_{z_2}^2 = \int \int z_2^2 f_{z_1,z_2} (z_1, z_2) \, dz_1 \, dz_2
\]

(3.8)

Note that the expected values of both \(z_1\) and \(z_2\) are zero (due to unbiasedness). Furthermore, since \(\sigma_{x_1, y_1} = 0\) and \(\sigma_{x_2, y_2} = 0\), \((z_1, z_2)\) will also be uncorrelated, \(\sigma_{z_1,z_2} = 0\).

Figures 3.1-3.2-3.3 illustrate an example of the results for a case of \(\sigma_{x_1} = \sigma_{y_1} = 10\) cm with zero correlation (from the error propagation) and 30 cm footprint size as an effect of the beam divergence. Figure 3.1 shows the pdf of the random errors in the horizontal LiDAR coordinates as an effect of all error sources listed in Table 3.1, except for the effect of footprint size. Figure 3.2 shows the pdf of the horizontal coordinates as an effect of the footprint size only. Figure 3.3 illustrates the pdf of the combined effect of all random errors (including the effect of footprint size) on the horizontal LiDAR coordinates.
as a result of the above mentioned numerical integration. The resulting pdf has a shape close to a normal distribution pdf, however, it is less elongated and somewhat ‘compressed’.

Figure 3.1. The pdf of the random errors in the horizontal LiDAR point coordinates as an effect of all error sources except for the effect of footprint size

Figure 3.2. The pdf of the random errors in the horizontal LiDAR point coordinates as an effect of the footprint size only
The results of the numerical integration were also compared with the results of simulations (not shown here) and the two have shown good agreement confirming the implementation of the numerical integration.

Using the derived error formulas from the law of error propagation and the numerical integration to also consider the effect of footprint size, the achievable point positioning precision can be computed for any given LiDAR system operated at different flying heights and maximum scan angle. In the next section, example accuracy figures are shown that illustrate the typically achievable point positioning precisions with state-of-the-art LiDAR systems.
3.1.1. LiDAR accuracy figures

Figures illustrating the achievable point positioning precision are shown in this section. The example figures were generated by using typical precision values for the various error sources that represent state-of-the-art LiDAR systems. For the flight parameters, such as the flying height and the maximum scan angle, values (or in some figures, value ranges) that are frequently used in LiDAR mapping, were considered.

The precision of the navigation parameters, the position and attitude angle standard deviation values used in these examples are chosen based on the post-processed accuracy specifications of the Applanix POS/AV™ systems (the most widely used georeferencing system for LiDAR). Since the examples are intended to illustrate the performance that can be expected from state-of-the-art systems, only medium-range and high-end systems, such as POS/AV™ 410-610, (www.applanix.com) were considered for the examples. Consequently, for the generation of the following accuracy plots, the standard deviation value ranges listed in Table 3.2 were used. For the precision of the calibrated boresight misalignment angles, typically achievable standard deviations of the calibrated boresight misalignment angles were considered (Burman, 2000 b; Skaloud and Lichti, 2006). Table 3.2 contains the values that were used in the generated examples. The range measurement was assumed to have a 1 cm standard deviation (1σ); this value is based on the system specifications of state-of-the-art LiDAR systems. It should be emphasized that the example plots assume hard surfaces; the ranging accuracy used in the computations is obviously not valid in vegetated areas. The precision of the scan angle measurement is typically not addressed in the literature or in the system specifications provided by LiDAR vendors. In the examples below, a quantization error with 5 arcsec standard
deviation (1σ) was assumed, which is a typical value for state-of-the-art systems (Campbell et al., 2003). Finally, a laser beam divergence (γ) of 0.3 mrad was considered based on LiDAR system specifications of modern LiDAR systems.

<table>
<thead>
<tr>
<th>Error Source</th>
<th>Value (1σ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>σx, σy</td>
<td>5-15 cm</td>
</tr>
<tr>
<td>σz</td>
<td>7.5-22.5 cm (1.5σx, σx=σy)</td>
</tr>
<tr>
<td>σθ, σφ</td>
<td>10-30 arcsec</td>
</tr>
<tr>
<td>σv</td>
<td>20-60 arcsec (2σv, σv=σφ)</td>
</tr>
<tr>
<td>σv,b, σφ,b</td>
<td>10 arcsec</td>
</tr>
<tr>
<td>σv,b</td>
<td>30 arcsec</td>
</tr>
<tr>
<td>σr</td>
<td>1 cm</td>
</tr>
<tr>
<td>σβ</td>
<td>5 arcsec</td>
</tr>
</tbody>
</table>

Table 3.2. Standard deviation values of the various errors assumed for the illustrated examples

For the sake of simplicity, the plots below illustrate the precision of the LiDAR point coordinates in a local right-handed XYZ coordinate system that coincides with the local NED system. Furthermore, for the generation of these plots all three aircraft attitude angles (roll, pitch, and heading) were assumed to be zero for the same reason, but any other value could be used in the derived accuracy formulas, as the formulas are valid for the general case. In all plots the vertical (Z) precision is shown in red, the precision in the scan direction (Y) is marked with green color, and in the flying direction (X) it is shown in blue.

3.1.1.1. Effect of attitude angle errors

Figure 3.4 illustrates the effect of attitude angle errors on the achievable point positioning precision as a function of the scan angle for 600 m and 1500 m flying height. To better show the effects of the attitude angle errors, in these figures all other variables
are considered to be error free. The ‘Sigma Omega Phi’-axis of these figures show the $\sigma_{v\theta}$, $\sigma_\phi$ values, the $\sigma_\kappa$ value was taken according to the ratio shown in Table 3.2. As the figures show, the attitude angle errors have a stronger effect on the horizontal positions than on the vertical one, and errors in all three coordinate directions increase with higher flying heights. Furthermore, the effect of attitude angle errors on the coordinate precision in the scan direction does not change with the scan angle, while the precision in both the flying direction and the vertical coordinate direction degrades with increasing scan angles (towards the sides of the LiDAR strips). This increasing effect of attitude angle errors in the flying direction is caused by the $\kappa$ angle error that has an increasing effect for larger scan angles, while the accuracy degradation of the vertical coordinates towards the sides of the strip is due to the $\omega$ attitude angle error that also has an increasing effect with larger scan angles.

![Figure 3.4](image)

**Figure 3.4.** Effect of attitude angle errors on the point positioning precision as a function of the scan angle for $H=600$ m (a), and $H=1500$ m (b)
3.1.1.2. Effect of all navigation errors

To illustrate the effect of the precision of all the navigation parameters, Figure 3.5 illustrates the achievable point positioning precision as a function of the standard deviation of the aircraft position and attitude angles for 600 m and 1500 m flying height, respectively. To better show the effects of navigation errors, in these figures all other variables are considered to be error free. The figures illustrate the point positioning precisions at 10° scan angle. In order to also show the effect of aircraft position and the attitude errors separately from each other; the point positioning precisions were computed starting at zero navigation errors, but the realistic values are in the ranges shown in Table 3.2. As Figure 3.5 illustrates, for lower flying heights, the accuracy of the aircraft position has a relatively larger effect on the point positioning as compared to the angular errors (in particular, on the vertical coordinates); thus, for lower flying heights the GPS positioning errors dominate the error budget. Note that the higher positioning errors in the vertical coordinates for larger aircraft position errors in this figure are caused by the 1.5 ratio of $\sigma_Z/\sigma_{X,Y}$ (which is rather realistic) used in the computation. This might be a bit surprising, since LiDAR vertical accuracy is known to be better than the horizontal one; this, as the other figures show, is normally true due to the other errors that affect the horizontal position more (especially the beam divergence and attitude errors). As Figure 3.5 shows, as the flying height increases, the attitude angle errors have larger effect on the point positioning precision, while the effect of aircraft position errors does not increase.
Figure 3.5. Effect of navigation errors on the point positioning precision for H=600 m (a), and H=1500 m (b) at 10º scan angle.

3.1.1.3. All errors considered

Figure 3.6 illustrates the point positioning precisions for the same cases as Figure 3.5, but in this figure all other error sources with standard deviations listed in Table 3.2 were also considered. The zero aircraft position error and zero attitude error (which is obviously not a realistic case) is only intended to show the effect of all other error sources, excluding the navigation errors. As these plots show, these other error sources have a stronger effect on the horizontal position, as compared to the vertical, and especially for higher flying heights, the vertical LiDAR point precision is indeed better, as compared to the horizontal one (except for some unrealistic cases when the precision of the aircraft position is much worse than that of the attitude angles.)

The achievable point positioning precisions with typical state-of-the-art LiDAR systems as a function of the navigation solution precision in case of various flying heights are also shown in the tables in Appendix A. For the generation of these tables the other
error sources were considered with the standard deviation values shown in Table 3.2. Table 3.3 illustrates an example of these tables for a flying height of 1500 m and scan angles 0° and 15°.

![Figure 3.6](image)

Figure 3.6. Standard deviation of point positioning for H=600 m (a), and H=1500 m (b) at 10° scan angle as a function of navigation errors, all errors considered.
Table 3.3. LiDAR accuracy table for H=1500 m

Figure 3.7 illustrates the point positioning precisions achievable as a function of flying height and scan angle. This plot is intended to show the case of a state-of-the-art LiDAR system including a highly accurate navigation solution (that is for example achievable with the Optech ALTM Gemini system which includes a POS/AV 610 system). For this figure the following standard deviations were considered: $\sigma_X = \sigma_Y = 5$ cm, $\sigma_Z = 7.5$ cm, $\sigma_{\omega} = \sigma_{\phi} = 15$ arcsec, $\sigma_\kappa = 30$ arcsec; the precisions of the other parameters were assumed as shown in Table 3.2. As the figure illustrates, with higher flying heights, the precision of the vertical coordinates does not significantly decrease (especially for
smaller scan angles), while the horizontal point positioning precision does. Towards the LiDAR strip edges (with higher scan angles) all three coordinates show a degrading precision; in the scan direction this degradation is small, while in the flying and vertical directions the errors increase more. The higher degradation in precision in the flying direction, as compared to the scan direction – that is noticeable in the figure – can be explained by the fact that errors in heading (as was shown in Figure 2.4) and in the boresight angle affect the accuracy in the flying direction, and this effect significantly increases with larger scan angles. As can be seen from the figure, the vertical coordinate precision close to nadir does not significantly degrade with higher flying heights.

Figure 3.7. Standard deviation of point positioning as a function of flying height and scan angle, all errors considered

The accuracy plots and tables that were generated using the derived accuracy formulas can be used as a tool for choosing the right system for given application requirements, and once the LiDAR system is selected for the project, to help with flight planning to decide on the optimal flying height as well as the maximum scan angle in
order to achieve the desired point positioning accuracy. In the next two sections two other useful analysis tools that can also be derived based on the accuracy formulas, namely, accuracy bar charts and performance metrics are shown to help in the selection of the right system and in project planning.

3.1.2. LiDAR accuracy bar charts

For flight planning, it is important to know which of the error sources influence the point positioning accuracy the most, i.e. which error source is the dominant factor in determining the point positioning accuracy. Determining the dominant error source is important in order to decide what error sources should be minimized to achieve the largest improvement in the point positioning accuracy. To analyze the relative influence of the various error sources on point positioning accuracy, accuracy analysis bar charts are very useful. The relative influence of the various error sources significantly depends on the flying height and also on the scan angle. Figures 3.8 (a)-(d) show the accuracy bar charts for 10º scan angle and flying heights of 300 m, 600 m, 1500 m, and 3000 m, respectively, for a system that has $\sigma_X = \sigma_Y = 5$ cm, $\sigma_Z = 7.5$ cm, $\sigma_{\omega} = \sigma_{\phi} = 15$ arcsec, $\sigma_{\kappa} = 30$ arcsec, with other precisions as stated in Table 3.2. The height of the bars gives an indication of the percentage change in the point positioning precision in the three coordinate directions when the precision of each random variable increases by 10 %. As the Figures indicate the relative importance of the various error sources changes with the flying height. For lower flying heights, the precision of the aircraft position is the dominant factor determining the point positioning precision. For example for 300 m flying height, a 10 % change in $X, Y, Z$ position standard deviation results in an about 6.5
6.5 %, and 9.8 % change in the precision of the determined $X$, $Y$, $Z$ point coordinates on the ground, respectively; while the same change in the aircraft attitude angle standard deviation results only in about 1 % or less change in the point positioning precision. For 3000 m flying height, the aircraft position precision change has only a very small effect on the positioning precision (except for the vertical aircraft position accuracy change that still has a more than 7 % effect on the vertical coordinate precision), while the attitude precision change has a much larger effect on the point positioning precision.

Figure 3.8. Accuracy analysis bar chart for $H=300$ m (a), $H=600$ m (b), $H=1500$ m (c), and $H=3000$ m (d)
3.1.3. LiDAR performance metrics

Table 3.4 illustrates the LiDAR performance metrics for medium-range or high-end IMUs, combined with a typical state-of-the-art laser system. The performance metrics indicate the maximum flying height and scan angle for a given system to achieve the desired point positioning precision. For the generation of the performance metrics the following precision values were considered: aircraft position precision (GPS precision): \( \sigma_x = 5 \text{ cm}, \sigma_y = 5 \text{ cm}, \sigma_z = 7.5 \text{ cm} \); aircraft attitude angle precision: medium-range IMU: \( \sigma_{\phi} = 30 \text{ arcsec}, \sigma_{\kappa} = 60 \text{ arcsec} \), high-end IMU: \( \sigma_{\phi} = 10 \text{ arcsec}, \sigma_{\kappa} = 20 \text{ arcsec} \); std of determined boresight angles: \( \sigma_{\phi} = 10 \text{ arcsec}, \sigma_{\kappa} = 30 \text{ arcsec} \); range measurement precision: \( \sigma_r = 1 \text{ cm} \); scan angle precision: \( \sigma_\beta = 5 \text{ arcsec} \); laser beam divergence of 0.3 mrad.

![Table 3.4. LiDAR performance metrics](image)

For better visualization, Figure 3.9 also shows the maximum flying height values to achieve the desired horizontal precision, depending on IMU grade and maximum scan...
angle. The bars on the left correspond to the medium-range IMU, the bars to right represent the high-end IMU.

![Figure 3.9. Maximum flying height depending on IMU grade and maximum scan angle to achieve the desired horizontal precision](image)

3.2. Comprehensive accuracy assessment for intersected points

To reliably determine the achievable point positioning accuracy of intersected stereo points, all the major potential error sources that influence the point positioning accuracy have to be considered. It should be emphasized again that for this analysis as for the analysis of LiDAR systems, it is assumed that only random errors are present in the system, the systematic errors have been removed by frequently repeated, careful system calibration (both individual and inter-sensor calibration) as well as proper planning and implementation of the airborne survey (for example avoiding excessively long baselines for DGPS to avoid remaining bias errors due to residual atmospheric effects, etc.).
Furthermore, it is also assumed that besides the laboratory camera calibration, an in-situ calibration of the camera over a test range at flying height and under conditions similar to those of the survey was also performed to refine the camera calibration parameters obtained by the laboratory calibration. The random errors listed in Table 3.5 were considered during the analytical derivations. The 2nd column of Table 3.5 also shows the symbols for the respective standard deviations as used in this dissertation.

<table>
<thead>
<tr>
<th>Error source</th>
<th>Symbols used for std</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Navigation solution errors</strong></td>
<td></td>
</tr>
<tr>
<td>Position errors</td>
<td>$\sigma_{X_01}$, $\sigma_{Y_01}$, $\sigma_{Z_01}$</td>
</tr>
<tr>
<td></td>
<td>$\sigma_{X_02}$, $\sigma_{Y_02}$, $\sigma_{Z_02}$</td>
</tr>
<tr>
<td>Attitude angle errors</td>
<td>$\sigma_{\alpha_1}$, $\sigma_{\phi_1}$, $\sigma_{k_1}$</td>
</tr>
<tr>
<td></td>
<td>$\sigma_{\alpha_2}$, $\sigma_{\phi_2}$, $\sigma_{k_2}$</td>
</tr>
<tr>
<td><strong>Camera calibration errors</strong></td>
<td>$\sigma_c$</td>
</tr>
<tr>
<td>Focal length error</td>
<td></td>
</tr>
<tr>
<td>Principal point shift error</td>
<td>$\sigma_{x_0}$, $\sigma_{y_0}$</td>
</tr>
<tr>
<td>Errors in the determined boresight misalignment angles</td>
<td>$\sigma_{\alpha_b}$, $\sigma_{\phi_b}$, $\sigma_{k_b}$</td>
</tr>
<tr>
<td><strong>Image coordinate measurement errors</strong></td>
<td>$\sigma_{x_1}$, $\sigma_{y_1}$</td>
</tr>
<tr>
<td></td>
<td>$\sigma_{x_2}$, $\sigma_{y_2}$</td>
</tr>
</tbody>
</table>

Table 3.5. Error sources considered in the analysis

The assumptions explained in the following were made during the analytical derivations. For the sake of simplicity, flat terrain was assumed; sloping terrain will slightly change the results due to the varying scale, depending on the location on the ground. Furthermore, the boresight offset component was assumed to be error free since its effect is negligible, as compared to the effects of other errors. The imagery is assumed to be compensated for motion blur either on the platform or at sensor level. Time synchronization was assumed to be correct since its effect would be insignificant, as compared to the effect of errors in the navigation solution. Calibrated radial distortion
parameters were assumed to be error free since their effect is also negligible compared to the effect of other errors.

All formulas were derived assuming the availability of the general covariance matrix of the random variables; however, in the examples, the errors were assumed to be uncorrelated with each other unless otherwise stated. The reasoning behind this is the following: In practice, it generally holds that the difference between the exposure times of two overlapping images is not less than 1 second. Furthermore, a typical GPS measurement update in the Kalman filter is 1 second or higher. An epoch-by-epoch GPS solution is generally accepted to be temporally uncorrelated; thus, it de-correlates the final navigation solution at GPS sampling rate, and the assumption stated above that the errors are considered uncorrelated is acceptable. In addition, as it has been shown above, when analyzing the effect of temporal correlation in the navigation solution on the intersected stereo point precision, temporal correlation would improve the precision of the intersected stereo point coordinates, and therefore, neglecting it if it existed would only result in a too pessimistic accuracy assessment rather than underestimate the errors.

If no information is available about the terrain height, the three unknown object point coordinates can be determined by intersecting two or more rays from two or more overlapping images. Mathematically, the solution is normally computed by Least-Squares Adjustment within a Gauss-Markov Model (equation (2.6)); each measured image point gives two observation equations that have to be linearized. This model, however, can only consider the random errors in the image coordinate measurements, and any information on the other error sources listed in Table 3.5 cannot be included in the adjustment as both the exterior and interior orientation parameters are assumed to be known, i.e. error free.
Furthermore, as a consequence of this model, to properly propagate all the random errors with known standard deviation values is a complex and computationally intensive problem since the solution is not readily obtained from this model, proper propagation of the random errors has to be done separately as shown below for the case of two overlapping images.

From the Gauss-Markov Model we can get the solution as shown in equations (3.9)-(3.12).

\[ \hat{\xi} = N^{-1} c, \quad (3.9) \]
\[ \hat{\Xi} = \Xi_0 + \hat{\xi} \quad (3.10) \]

where
\[ N = A^T P A \quad (3.11) \]
\[ c = A^T P y \quad (3.12) \]

Then to properly propagate all the random errors (not only the image coordinate measurement errors), we can apply the law of error propagation separately as described in equation (3.13).

\[ D \left[ \hat{\xi} \right] = D \left[ \hat{\Xi} \right] = B \sum [22 \times 22] B^T \quad (3.13) \]

where
\[ \sum [22 \times 22] \quad \text{Dispersion matrix of all random variables in the collinearity equations listed above in Table 3.5.} \]
\[ B [3 \times 22] \quad \text{Jacobian matrix containing the partial derivatives of } \hat{\xi} \text{ with respect to all random variables listed in Table 3.5 above} \]

In order to utilize the available information about the covariance matrix of the error sources in the calculation of the intersected stereo points, a more suitable method would be to use the more general model of condition equations with parameters (Gauss-Helmert Model) and compute the Least-Squares Solution based on this model. Another advantage of using this model is that due to the fact that all available information about the error
sources is utilized in the adjustment, the covariance matrix of the intersected stereo point
coordinates (considering all the error sources) is readily obtained from this model, at least
a good approximation of it. The model is described in equation (3.14).

\[
b(Y_{obs} - e, \Xi) = 0, \quad e \sim (0, \sigma_0^2 P^{-1}), \quad b: R^{n+m} \rightarrow R^{r+m} \text{ (non linear)}
\]

where
- \(Y_{obs}\) — Vector of observations
- \(e\) — Vector of random errors
- \(\Xi\) — Unknown parameter vector
- \(\sigma_0^2\) — Variance component
- \(P^t\) — Cofactor matrix
- \(n\) — Number of observed variables
- \(m\) — Number of parameters

After linearization:

\[
w = A \xi + B e, \quad e \sim (0, \sigma_0^2 P^{-1}) = (0, \Sigma), \quad rkA=m, \ rkB=r+m \leq n
\]

where
- \(w = b(Y_{obs}, \Xi_0)\)
- \(A = \left(\frac{\partial b(Y, \Xi)}{\partial \Xi^t}\right)\) \(\bigg|_0\)
- \(B = \left(\frac{\partial b(Y, \Xi)}{\partial Y^t}\right)\) \(\bigg|_0\)
- \(\xi = \Xi - \Xi_0\)

The least-squares estimate of the incremental ground coordinates in the vector \(\xi\) is
computed, as shown in equation (3.16) and (3.17), along with its dispersion matrix in
equation (3.18).
\[ \hat{\xi} = [A^T (BP^{-1}B^T)^{-1} A]^{-1} A^T (BP^{-1}B^T)^{-1} w \]  
\[ \hat{\Xi} = \Xi_0 + \hat{\xi} \]  
\[ D_{\hat{\xi}^2} = \sigma_0^2 [A^T (BP^{-1}B^T)^{-1} A]^{-1} \]  
\[ b(Y_{\text{obs}} - e, \Xi) = 0, \quad e \sim (0, \sigma_0^{-2} P^{-1}) = (0, \Sigma) \]  
\[ w = A \hat{\xi} + B e \]  
\[ \Xi = \begin{bmatrix} Xg \\ Yg \\ Zg \end{bmatrix} \]  
\[ \xi = \Xi - \Xi_0 = \begin{bmatrix} dX \\ dY \\ dZ \end{bmatrix} = \begin{bmatrix} Xg \\ Yg \\ Zg \end{bmatrix} - \begin{bmatrix} X_0 \\ Y_0 \\ Z_0 \end{bmatrix} \]  

In the case of space intersection of two rays from two overlapping images the four collinearity equations give:

\[ b(Y_{\text{obs}} - e, \Xi) = 0, \quad e \sim (0, \sigma_0^{-2} P^{-1}) = (0, \Sigma) \]  
\[ w = A \hat{\xi} + B e \]  
\[ \Xi = \begin{bmatrix} Xg \\ Yg \\ Zg \end{bmatrix} \]  
\[ \xi = \Xi - \Xi_0 = \begin{bmatrix} dX \\ dY \\ dZ \end{bmatrix} = \begin{bmatrix} Xg \\ Yg \\ Zg \end{bmatrix} - \begin{bmatrix} X_0 \\ Y_0 \\ Z_0 \end{bmatrix} \]
The symbols are used as in Table 3.5.

dispersion matrix of the observations:

\[ \sigma_o^2 P^{-1} = \Sigma \]
In this dissertation, the effect of using the Gauss-Helmert Model for the stereo intersection solution was analyzed to determine whether that method results in a significant improvement in the precision of the computed coordinates, as compared to the Gauss-Markov Model-based Least-Squares Solution. To evaluate the performance of the Gauss-Helmert Model for the intersection calculation, as compared to that of the usual Gauss-Markov Model, both models were implemented for space intersection and tested for various scenarios. To compare the estimated ground coordinates from the two models, as well as for an independent check of the error propagation results, extensive simulations were also performed. For this, the following approach was followed: random errors were simulated multiple times by following the Gaussian normal distribution and based on the typical magnitudes of each error source, and the RMSE values were computed at the six Gruber point locations from both the Gauss-Markov and the Gauss-Helmert models. This was done for both medium- and large-format cameras. The RMSE results from the simulations showed a good agreement with the error propagation results. For general cases, when the precisions of the various observed values are not very different from each other, the difference between the two solutions based on the two models was found to be in the range of few mm to 1-2 cm for the RMSE of the intersected stereo point coordinates, with the Gauss-Helmert Model providing smaller RMSE results. However, the tests showed that in more extreme cases, when the standard deviation values of the various observed values vary significantly, the difference in the RMSE of the estimated ground coordinates is more significant. One example is shown in Table 3.7 below for a two-ray intersection case with 60 % forward overlap between the images of a medium-format camera at 300 m flying height. The precisions of the various observations
considered in this simulation are shown in Table 3.6; the symbols used for the various precision measures were explained before in Table 3.5.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\sigma_{x_0}), (\sigma_{y_0}), (\sigma_{z_0})</td>
<td>5, 5, 7.5 cm</td>
<td>(\sigma_{\theta}), (\sigma_{\phi}), (\sigma_{\kappa})</td>
<td>20, 20, 30 cm</td>
</tr>
<tr>
<td>(\sigma_{x_b}), (\sigma_{y_b}), (\sigma_{z_b})</td>
<td>10, 10, 20 arcsec</td>
<td>(\sigma_{\theta_b}), (\sigma_{\phi_b}), (\sigma_{\kappa_b})</td>
<td>20, 20, 40 arcsec</td>
</tr>
<tr>
<td>(\sigma_e)</td>
<td>9 (\mu m)</td>
<td>(\sigma_{x_0}), (\sigma_{y_0})</td>
<td>4.5, 4.5 (\mu m)</td>
</tr>
<tr>
<td>(\sigma_x), (\sigma_y)</td>
<td>5, 5 (\mu m)</td>
<td>(\sigma_{x_0}), (\sigma_{y_0})</td>
<td>4.5, 4.5 (\mu m)</td>
</tr>
<tr>
<td>(\sigma_{x_0}), (\sigma_{y_0})</td>
<td>4.5, 4.5 (\mu m)</td>
<td>(\sigma_{x_0}), (\sigma_{y_0})</td>
<td>4.5, 4.5 (\mu m)</td>
</tr>
<tr>
<td>(\sigma_{x_0}), (\sigma_{y_0})</td>
<td>4.5, 4.5 (\mu m)</td>
<td>(\sigma_{x_0}), (\sigma_{y_0})</td>
<td>4.5, 4.5 (\mu m)</td>
</tr>
<tr>
<td>(\sigma_{x_0}), (\sigma_{y_0})</td>
<td>4.5, 4.5 (\mu m)</td>
<td>(\sigma_{x_0}), (\sigma_{y_0})</td>
<td>4.5, 4.5 (\mu m)</td>
</tr>
</tbody>
</table>

Table 3.6. Precision values considered in the example simulation

Table 3.7 shows the RMSE values for the three estimated coordinates for Gruber point #2 and #3 (see Figure 2.17.) as a result of the simulation within the Gauss-Markov and the Gauss-Helmert Model. As Table 3.7 shows, the biggest improvement using the Gauss-Helmert Model instead of the Gauss-Markov Model was found in the estimated \(Y\)-coordinate at Gruber point #3 (and #4); the apparent improvement in RMSE was 43.6 % as compared to the Gauss-Markov Model-based solution.

<table>
<thead>
<tr>
<th>Point</th>
<th>RMSE</th>
<th>Gauss-Markov Model</th>
<th>Gauss-Helmert Model</th>
<th>RMSE Difference [m]</th>
<th>Improvement [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Point #2&lt;br&gt;RMSEX [m]</td>
<td>0.066</td>
<td>0.066</td>
<td>0.000</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>RMSEY [m]</td>
<td>0.244</td>
<td>0.233</td>
<td>0.011</td>
<td>4.5</td>
<td></td>
</tr>
<tr>
<td>RMSEZ [m]</td>
<td>0.873</td>
<td>0.867</td>
<td>0.006</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>Point #3&lt;br&gt;RMSEX [m]</td>
<td>0.065</td>
<td>0.065</td>
<td>0.000</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>RMSEY [m]</td>
<td>0.110</td>
<td>0.062</td>
<td>0.048</td>
<td>43.6</td>
<td></td>
</tr>
<tr>
<td>RMSEZ [m]</td>
<td>0.869</td>
<td>0.869</td>
<td>0.000</td>
<td>0.0</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.7. Example simulation results to compare the performance of the Gauss-Markov and the Gauss-Helmert Model
It has to be mentioned that when implementing the Gauss-Helmert Model for space intersection, at the iteration steps extreme caution has to be exercised due to the linearization of the equations. As Pope (1972) has already shown, generally the iteration steps for the linearized Gauss-Helmert Model are not properly done, which can lead to inadequate solutions. Here, the proper linearization and iteration is briefly presented; more details can be found in (Pope, 1972).

The Taylor series expansion of \( b(Y_{obs} - e, \Xi) = 0 \) about \( \Xi_0 \) and \( Y_0 \) neglecting the higher order terms, gives

\[
\frac{\partial b(Y, \Xi)}{\partial \Xi^T} \bigg|_{\Xi_0, Y_0} (\Xi - \Xi_0) + \frac{\partial b(Y, \Xi)}{\partial Y^T} \bigg|_{\Xi_0, Y_0} (Y - Y_0) + b(\Xi_0, Y_0) = 0
\]

(3.21)

For \( Y \) as ‘expected’ observation vector, denote \(-e = Y - Y_{obs}\); then

\( Y - Y_0 = -e + (Y_{obs} - Y_0) \)

Thus, we can rewrite the above expansion as

\[
\frac{\partial b(Y, \Xi)}{\partial \Xi^T} \bigg|_{\Xi_0, Y_0} (\Xi - \Xi_0) + \frac{\partial b(Y, \Xi)}{\partial Y^T} \bigg|_{\Xi_0, Y_0} (Y - Y_{obs}) + b(\Xi_0, Y_0) + \frac{\partial b(Y, \Xi)}{\partial Y^T} \bigg|_{\Xi_0, Y_0} (Y_{obs} - Y_0) = 0
\]

(3.22)

or

\[-A\xi + B(-e) + w = 0\]

(3.23)

with

\[w = b(\Xi_0, Y_0) + B(Y_{obs} - Y_0) \approx b(\Xi_0, Y_{obs})\]

(3.24)

At the first iteration we start with \( Y_0 = Y_{obs} \) and therefore \( Y_{obs} - Y_0 = 0 \); thus

\[w = b(\Xi_0, Y_0) = b(\Xi_0, Y_{obs})\]

The least-squares solution gives

\[
\hat{\xi} = [A^T(BP^{-1}B^T)^{-1}A]^{-1}A^T(BP^{-1}B^T)^{-1}w
\]

(3.25)

\[
\hat{e} = P^{-1}B^T(BP^{-1}B^T)^{-1}(w - A\hat{\xi})
\]

(3.26)
Then, for the next iteration the initial values are numerically defined by $\Xi_1 = \Xi_0 + \hat{\xi}$, $Y_1 = Y_{obs} - \tilde{e}$, and

$$-A = \frac{\partial b(Y, \Xi)}{\partial \Xi^T} \bigg|_{\Xi_1, Y_1}, \quad B = \frac{\partial b(Y, \Xi)}{\partial Y^T} \bigg|_{\Xi_1, Y_1}$$

For the calculation of $w$ extra caution has to be exercised due to the extra term in it as shown in equation (3.27).

$$w = b(\Xi_1, Y_1) + \frac{\partial b}{\partial Y} \bigg|_{\Xi_1, Y_1} (Y_{obs} - Y_1) \approx b(\Xi_1, Y_{obs})$$

(3.27)

Then, the updates continue similarly for later iterations until the convergence criteria are fulfilled, which requires that $\tilde{e}$ becomes stable and $\hat{\xi}$ goes to zero.

All analytical derivations were implemented in Matlab environment; due to the size of the derived formulas, they are not shown in the dissertation. Some of the Matlab programs are, however, provided in Appendix B. Using the derived error formulas, based on the covariance matrix of the random variables listed in Table 3.5, the achievable point positioning precision can be computed for any given system with different system components and flight parameters, by simply applying equation (3.18) with the matrices $A$ and $B$ taken from the last iteration step:

$$A_{last} = \frac{\partial b(Y, \Xi)}{\partial \Xi^T} \bigg|_{\Xi, Y_{obs} - \tilde{e}}, \quad B_{last} = \frac{\partial b(Y, \Xi)}{\partial Y^T} \bigg|_{\Xi, Y_{obs} - \tilde{e}}.$$ In the next section, some example accuracy plots are shown illustrating the typically achievable point positioning precisions with typical medium-format or large-format cameras integrated with different grade IMUs.
3.2.1. Two-ray intersection accuracy figures

Figures of the achievable point positioning precision with typical medium- and large-format cameras are shown in this section. The camera parameters used in the calculations were listed in Table 2.5. Since the examples are intended to illustrate the achievable point positioning precisions for state-of-the-art mobile mapping systems, the example figures consider either medium-range or high-end IMUs. The precisions of the navigation parameters, the position and attitude angle standard deviations used in these examples are chosen based on the post-processed accuracy specifications of the Applanix POS/AV™ systems, POS/AV™ 410-610, (www.applanix.com). Consequently, for the generation of the following plots, the standard deviation ranges listed in Table 3.8 were used. For the precision of the boresight misalignment angles, typically achievable standard deviation values of the calibrated boresight misalignment angles were considered, depending on the IMU category (Skaloud and Schaer, 2003; Smith et al., 2006). Table 3.8 contains the values that were used in the generated examples (unless otherwise stated in some of the examples).
Error source | Symbol used for std | For Medium-Range IMU | For High-End IMU
---|---|---|---
Navigation solution errors | \( \sigma_{X_{01}}, \sigma_{Y_{01}}, \sigma_{Z_{01}}, \sigma_{X_{02}}, \sigma_{Y_{02}}, \sigma_{Z_{02}} \) | 5-30 cm | 5-30 cm
Attitude angle (Roll, Pitch, Heading) | \( \sigma_{v1}, \sigma_{\phi1}, \sigma_{k1}, \sigma_{v2}, \sigma_{\phi2}, \sigma_{k2} \) | 30, 30, 60 arcsec | 10, 10, 20 arcsec
Errors in the determined boresight misalignment angles (Omega, Phi, Kappa) | \( \sigma_{v_{b}}, \sigma_{\phi_{b}}, \sigma_{k_{b}} \) | 15, 15, 30 arcsec | 7.5, 7.5, 15 arcsec
Errors in the interior orientation parameters | Focal length | \( \sigma_{c} \) | 9 \( \mu \)m | 9 \( \mu \)m
Principal point shift | \( \sigma_{x_0}, \sigma_{y_0} \) | 4.5 \( \mu \)m | 4.5 \( \mu \)m
Distortion parameters | N/A | N/A | N/A
Errors in image coordinate measurements | \( \sigma_{x_1}, \sigma_{y_1}, \sigma_{x_2}, \sigma_{y_2} \) | 5 \( \mu \)m | 5 \( \mu \)m

Table 3.8. Standard deviation values of the random variables used in the illustrated examples

3.2.1.1. Effect of navigation errors

To illustrate the effect of the accuracy of the navigation solution, Figure 3.10 illustrates the achievable point positioning precision for a typical medium-format camera (Table 2.5) as a function of the standard deviation of the aircraft position and attitude angles for 600 m and 1500 m flying height, respectively. The ‘Sigma Omega Phi’-axis of these figures shows the \( \sigma_{v}\) \( \sigma_{\phi}\) values, while the \( \sigma_{k}\) value was taken according to a 1:2 ratio as explained before; similarly the ‘Sigma XI YI’-axis shows the \( \sigma_{X_{0}}\) \( \sigma_{Y_{0}}\) values, while the \( \sigma_{Z_{0}}\) value was taken according to a 1:1.5 ratio. Figure 3.11 shows the corresponding plots for a large-format camera (Table 2.5). To better show the effects of navigation errors, in these figures all other variables are considered to be error free.
By looking at the gradients along the ‘\( \Sigma XI \ YI \)’ and ‘\( \Sigma Omega \ Phi \)’ axes of Figures 3.10 and 3.11, it is obvious that for lower flying heights, the accuracy of the aircraft position has a relatively larger effect on the point positioning as compared to the
angular errors, in particular on the vertical coordinates. As the flying height increases, the attitude angle errors have a larger effect on the point positioning precision, while the effect of the aircraft position errors does not increase. At the same flying height navigation errors have smaller effects on the point positioning precision with large-format cameras as compared to medium-format cameras, as was explained in detail in Section 2.3.2.

3.2.1.2. All errors considered

Figure 3.12 illustrates the point positioning precisions achievable with a typical medium-format camera integrated with a medium-range IMU (a) or a high-end IMU (b) as a function of the flying height. Figure 3.13 shows the corresponding plot for a typical large-format camera. For the generation of these figures all the major error sources were considered with the standard deviation values shown in Table 3.8; for the platform position 5 cm horizontal and 7.5 cm vertical precision was assumed. The covariance matrix of the observed values was taken as diagonal matrix for these figures; however, if other information is available for a specific case, then a full covariance matrix can be used in the error propagation.

The achievable point positioning precision with two-ray intersection and 60% forward overlap of typical medium- and large-format camera imagery as a function of the navigation solution precision in case of various flying heights are also shown in tables in Appendix A. For the generation of these tables the other error sources were considered with the standard deviation values shown in Table 3.8.
Figure 3.12. Standard deviation of intersected stereo points as a function of flying height for medium-format camera with medium-range IMU (a), and high-end IMU (b)

Figure 3.13. Standard deviation of intersected stereo points as a function of flying height for large-format camera with medium-range IMU (a), and high-end IMU (b)

Using the developed software toolbox, these figures and tables can be generated for any multi-sensor system to determine the achievable point positioning accuracy at different flying heights, and therefore can be used to help designing a multi-sensor
system for data acquisition as well as to select the maximum flying height for a given system to achieve the desired point positioning accuracy.

3.2.2. Two-ray intersection bar charts

Determining the dominant error source is important in order to decide what error sources should be minimized to achieve the largest improvement in the point positioning accuracy. To analyze the relative influence of the various error sources on point positioning accuracy, the accuracy analysis bar charts are very useful. Figure 3.14 shows accuracy bar charts for flying heights of 300 m, 600 m, 1500 m, and 3000 m, respectively for a typical large-format camera system with high-end IMU. The height of the bars gives an indication of the percentage change in the point positioning precision in the three coordinate directions when the precision of each random variable increases by 10 % with respect to the reference values that were considered above for the generation of the respective accuracy plots. Table 3.9 lists the six groups of variables that’s effect has been analyzed. The bar charts consider the typical 60 % overlap between the consecutive images.

<table>
<thead>
<tr>
<th>Group</th>
<th>Values Changed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\sigma_{x1}$, $\sigma_{y1}$, $\sigma_{x2}$, $\sigma_{y2}$</td>
</tr>
<tr>
<td>2</td>
<td>$\sigma_{x0}$, $\sigma_{y0}$</td>
</tr>
<tr>
<td>3</td>
<td>$\sigma_{c}$</td>
</tr>
<tr>
<td>4</td>
<td>$\sigma_{x01}$, $\sigma_{y01}$, $\sigma_{z01}$, $\sigma_{x02}$, $\sigma_{y02}$, $\sigma_{z02}$</td>
</tr>
<tr>
<td>5</td>
<td>$\sigma_{v0}$, $\sigma_{\varphi0}$, $\sigma_{k0}$</td>
</tr>
<tr>
<td>6</td>
<td>$\sigma_{v1}$, $\sigma_{\varphi1}$, $\sigma_{k1}$, $\sigma_{v2}$, $\sigma_{\varphi2}$, $\sigma_{k2}$</td>
</tr>
</tbody>
</table>

Table 3.9. Analyzed groups of variables
As the Figures 3.14 (a)-(d) indicate, the relative importance of the various error sources changes with the flying height. In general, for lower flying heights the precision of the aircraft position is the dominant factor determining the point positioning precision, while for higher flying heights the platform attitude angle precision, followed by the image coordinate measurement standard deviation, dominates the error budget. However, the relative contribution of the various factors also depends greatly on the camera and IMU type of the system as discussed in the following.

Figure 3.14. Accuracy analysis bar chart, for large-format camera with high-end IMU for H=300 m (a), H=600 m (b), H=1500 m (c), and H=3000 m (d)
For a typical large-format camera with a high-end IMU at 300 m flying height, a 10 \% change in the platform position standard deviation results in an about 3.6-4.0 \% change in precision of the determined $X$, $Y$, $Z$ point coordinates on the ground, while the same change in aircraft attitude angle standard deviation only results in about 0.5-0.6 \% change in the point positioning precision. Therefore, to effectively increase the point positioning precision achievable with these types of systems, the emphasis has to be put on the improvement of the GPS positioning accuracy. For larger flying heights the relative importance of other error sources, especially the attitude angle errors and image coordinate measurement errors is increasing, while the effect of platform position errors is decreasing. For 3000 m flying height, the aircraft position precision change has a very small effect on the positioning precision, while the attitude precision change has a much higher effect, and the effect of image coordinate measurement errors is also significant.

Figure 3.15 shows the accuracy bar charts for a typical large-format camera system with a medium-range IMU for the same flying heights of 300 m, 600 m, 1500 m, and 3000 m, respectively.
For the same large-format camera with a medium-range IMU at 300 m flying height, the effect of a 10 % change in the platform attitude angle precision is already the largest among the effects of other error sources, although the effect of a change in platform position accuracy is also comparable. This can be explained by the larger standard deviation values of the attitude angles as compared to the case of the high-end IMU; a 10 % change in the relatively large values results in a more significant improvement in point
positioning precision. At a 600 m flying height the effect of a 10 % change in precision of the platform attitude angles has already a significantly larger effect on point positioning precision than a similar change in platform position precision does. For higher flying heights, this relative effect in comparison to other error sources becomes even larger; however, after a certain flying height the relative effect of the same percentage change in the precision of various error sources does not change significantly. Consequently, above this flying height, the only effective way to increase the point positioning precision is to improve the precision of the platform attitude angles.

Figure 3.16 shows the accuracy bar charts for a typical medium-format camera system with a medium-range IMU for the same flying heights of 300 m, 600 m, 1500 m, and 3000 m, respectively.
For a typical medium-format camera supported with a medium-range IMU, at a low flying height of 300 m, the effect of platform position error still has the largest contribution to the error budget, although its effect is comparable to the effect of attitude errors. However, the relative effect of position errors, as compared to that of image coordinate measurement errors and other errors, is smaller than in the case of the large-format cameras for the same flying height. The reason for this is the smaller image scale.
for medium-format cameras at the same flying height. The relative importance of attitude angle precision significantly increases with the flying height, but as opposed to the large-format cameras, for medium-format cameras the effect of precision improvement in the image coordinate measurements is not negligible compared to the attitude improvement. This is also due to the smaller image scale for the same flying height. The effect of precision improvement in the camera calibration parameters is also increasing with higher flying heights as expected, but not that significantly.

3.2.3. Two-ray intersection performance metrics

Table 3.10 illustrates a two-ray intersection performance metrics with 60 % overlap for large and medium-format cameras supported by a medium-range or a high-end IMU. The performance metrics show what the maximum flying height is for a given system to achieve the desired point positioning precision. For the generation of the performance metrics the precision values listed in Table 3.8 were considered, and the standard deviation of the platform position (GPS precision) was assumed to be 5 cm for the horizontal positions and 7.5 cm for the vertical position. It has to be emphasized that the performance metrics shown in Table 3.10 are valid for the specified precisions shown in Table 3.8; the point positioning precisions that are not feasible in these cases, may be feasible when, for example, the GPS precision is higher.
## Table 3.10. Two-ray intersection performance metrics

For better visualization, Figure 3.17 also shows the maximum flying height values to achieve the desired vertical precision, depending on both the IMU grade and camera format. The bars on the left correspond to the medium-range IMU, while the bars to right represent the high-end IMU.

![Figure 3.17. Maximum flying height depending on IMU grade and camera format (medium or large) to achieve the desired vertical precision](image)

<table>
<thead>
<tr>
<th>Std of stereo point [m]</th>
<th>Camera Type</th>
<th>IMU Category</th>
<th>Medium-Range (σ = 30, 30, 60 arcsec)</th>
<th>High-End (σ = 10, 10, 20 arcsec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>σx, y = 0.05, σz = 0.10</td>
<td>Medium-format</td>
<td>Large-format</td>
<td>Not feasible</td>
<td>Not feasible</td>
</tr>
<tr>
<td>σx, y = 0.15, σz = 0.30</td>
<td>Medium-format</td>
<td>Large-format</td>
<td>Not feasible for vertical</td>
<td>300 m (σz = 33 cm)</td>
</tr>
<tr>
<td>σx, y = 0.30, σz = 0.60</td>
<td>Medium-format</td>
<td>Large-format</td>
<td>500 m</td>
<td>850 m</td>
</tr>
<tr>
<td>σx, y = 0.50, σz = 1.00</td>
<td>Medium-format</td>
<td>Large-format</td>
<td>900 m</td>
<td>1600 m</td>
</tr>
<tr>
<td>σx, y = 1.00, σz = 2.00</td>
<td>Medium-format</td>
<td>Large-format</td>
<td>1850 m</td>
<td>3250 m</td>
</tr>
<tr>
<td>σx, y = 1.50, σz = 3.00</td>
<td>Medium-format</td>
<td>Large-format</td>
<td>2850 m</td>
<td>4950 m</td>
</tr>
<tr>
<td>σx, y = 3.00, σz = 6.00</td>
<td>Medium-format</td>
<td>Large-format</td>
<td>4050 m</td>
<td>9800 m</td>
</tr>
</tbody>
</table>
3.2.4. Multi-ray intersection

In this section the effect of multi-ray intersection on the point positioning precision is analyzed. Two cases are shown here, the 60 % forward overlap case resulting in up to three overlapping images as illustrated in Figure 3.18, and the 80 % forward overlap case resulting in up to five overlapping images, as illustrated in Figure 3.19.

![Figure 3.18. Multi-ray intersection, 60 % forward overlap](image1.png)

![Figure 3.19. Multi-ray intersection, 80 % forward overlap](image2.png)

Table 3.11 and 3.12 illustrate the point positioning precision in case of a large-format camera with a high-end IMU for three different scenarios, depending on the overlapping images in case of the 60 % forward overlap, and a flying height of 600 m or 3000 m, respectively. The standard deviation of the points shown in Figure 3.18 has been computed in all three scenarios. For the generation of these tables the standard deviation values shown in Table 3.8 were considered, for the platform position 5 cm horizontal and 7.5 cm vertical precision was assumed. The tables also illustrate the percentage of improvement in the three coordinates in case of the three-ray intersection, as compared to the two-ray intersection of images 1-2 or 1-3.
As illustrated in Tables 3.11 and 3.12, as compared to the two-ray intersection of images 1-2, the three-ray intersection results in a significant improvement in the precision of the intersected point coordinates, especially in the vertical coordinate (44.5 % for H=600 m). However, as compared to the two-ray intersection of images 1-3, the three-ray intersection results in only very little improvement in the precision of the intersected point coordinates, for example, the improvement in the vertical coordinate precision is only 0.2 %. This difference can be easily explained by looking at the location of the intersected point in Figure 3.18, and considering the angle of the intersecting rays in the different scenarios. In this case, the major advantage of multi-ray intersection is not so much the achieved precision improvement in the intersected point coordinates, but the increased robustness of the solution due to the redundancy. Furthermore, multi-ray intersection can provide a solution in occluded areas that may not be seen from only two images. As the tables illustrate, the percentage of improvement in the case of multi-ray intersection is slightly smaller for higher flying heights.
Tables 3.13 and 3.14 illustrate the point positioning precision for a large-format camera with a high-end IMU in case of the 80% forward overlap for five different scenarios, depending on the overlapping images, and a flying height of 600 m or 3000 m, respectively. The standard deviation of the points shown in Figure 3.19 has been computed in five different scenarios. For the generation of these tables, as in the 60% overlap case, the standard deviation values shown in Table 3.8 were considered; for the platform position 5 cm horizontal and 7.5 cm vertical precision was assumed. The tables also illustrate the percentage improvement in the three coordinates in case of the three-ray intersection of images 1-2-3, as compared to the two-ray intersection of images 1-2; in the case of four-ray intersection of images 1-2-3-4, as compared to three-ray intersection of images 1-2-3; in the case of five-ray intersection of images 1-2-3-4-5, as compared to four-ray intersection of images 1-2-3-4; and finally in the case of five-ray intersection of images 1-2-3-4-5, as compared to two-ray intersection of images 1-5, respectively.

<table>
<thead>
<tr>
<th>Images</th>
<th>Std [m]</th>
<th>Improvement [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X</td>
<td>Y</td>
</tr>
<tr>
<td>1-2</td>
<td>0.166</td>
<td>0.218</td>
</tr>
<tr>
<td>1-2-3</td>
<td>0.074</td>
<td>0.116</td>
</tr>
<tr>
<td>1-2-3-4</td>
<td>0.055</td>
<td>0.082</td>
</tr>
<tr>
<td>1-5</td>
<td>0.068</td>
<td>0.081</td>
</tr>
<tr>
<td>1-2-3-4-5</td>
<td>0.051</td>
<td>0.066</td>
</tr>
</tbody>
</table>

Table 3.13. Effect of multi-ray intersection for 80% forward overlap and H=600 m
Table 3.14. Effect of multi-ray intersection for 80% forward overlap and H=3000 m

<table>
<thead>
<tr>
<th>Images</th>
<th>Std [m]</th>
<th>Improvement [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X</td>
<td>Y</td>
</tr>
<tr>
<td>1-2</td>
<td>0.593</td>
<td>0.766</td>
</tr>
<tr>
<td>1-2-3</td>
<td>0.296</td>
<td>0.427</td>
</tr>
<tr>
<td>1-2-3-4</td>
<td>0.237</td>
<td>0.315</td>
</tr>
<tr>
<td>1-5</td>
<td>0.273</td>
<td>0.322</td>
</tr>
<tr>
<td>1-2-3-4-5</td>
<td>0.226</td>
<td>0.266</td>
</tr>
</tbody>
</table>

As the tables illustrate, as compared to the two-ray intersection of images 1-2, the three-ray intersection of images 1-2-3 results in a significant improvement in the precision of all three coordinates of the intersected points. Adding one or two more images (four-ray or five-ray intersection) results in further improvement in the intersected points, but the improvement is decreasing when adding more images, as expected. Compared with the two-ray intersection of images 1-5, the five-ray intersection results in some improvement in the precision of the intersected point coordinates (10.5 % improvement in the vertical coordinate for H=600 m); however, this improvement after adding three more images is much less than the improvement achieved by the three-ray intersection of images 1-2-3, as compared to the two-ray intersection of images 1-2 (49.9 % improvement in the vertical coordinate for H=600 m). This difference again can be easily explained by looking at the location of the intersected point in Figure 3.19 and considering the angle of the intersecting rays in the different scenarios.
CHAPTER 4

TECHNIQUES TO IMPROVE THE ACCURACY OF SPECIFIC COMPONENTS OF THE ERROR BUDGET

As discussed in detail in the previous chapters, due to the complexity of airborne mobile mapping systems, the achieved accuracy of the collected spatial data depends on numerous factors. To ensure the highest possible accuracy, the systems have to be frequently re-calibrated, including the individual calibration of each system component and also the inter-sensor calibration of the whole system to determine the spatial relationships of the navigation and imaging sensors. Besides the proper calibration of the multi-sensor systems, proper planning and implementation of the airborne survey is also essential to ensure the highest accuracy. This also includes QA/QC of the collected data to validate that the required accuracy has indeed been achieved and to correct for any remaining bias errors in the data. For the evaluation of the achieved accuracy (QA/QC) of mapping projects, there are several national accuracy standards that can be applied. For details about the various horizontal and vertical standards refer to (Maune, 2007). The various standards require ground control information in the project area, normally a minimum of 20 points that are well distributed in the area. The ground control points have to be surveyed with an independent source of higher accuracy.

Photogrammetry, as a technology, has been practiced and researched for several decades and a large selection of books and other publications are available. Methods for
camera calibration and inter-sensor calibration of GPS/INS supported camera systems are well-established. Airborne LiDAR as a mapping technology, however, emerged around the mid/late 90’s, and even though it has been intensively researched in recent years and several algorithms have been suggested by various researchers for system calibration and filtering as well as other tasks, there are still no generally accepted well-established methods for many of these tasks. Furthermore, the accuracy standards for LiDAR QA/QC are still under development; the first LiDAR-specific vertical accuracy guidelines and reporting standards were published in 2004 by ASPRS (ASPRS Guidelines, Vertical Accuracy Reporting for Lidar Data, Version 1.0, 2004). The Horizontal Accuracy Reporting and Sensor Calibration guidelines are still under development by ASPRS.

Therefore, this dissertation focuses on LiDAR inter-sensor calibration and QA/QC issues. A flexible LiDAR boresight misalignment calibration method based on observed discrepancies between overlapping LiDAR strips is proposed and tested. Furthermore, since in contrast to photogrammetry, there was no generally accepted LiDAR-specific ground control target design for QA/QC purposes available, therefore, research at The Ohio State University was directed to study the optimal LiDAR-specific target design. Initial results were shown in (Csanyi et al., 2005). This dissertation discusses a target design that is optimal for LiDAR data, together with algorithms for target identification and processing. The proposed targets can also support the LiDAR boresight method. In addition, for modeling of irregularly distributed surface data, and to support the LiDAR boresight misalignment calibration method, a Fourier series-based surface modeling method is also implemented and tested for LiDAR data profile and surface modeling.
4.1. An automated and flexible method for LiDAR boresight misalignment calibration

The determination of the boresight misalignment angles (the discrepancy between the nominal and actual rotation between the INS body frame and the laser scanner system) is crucial in achieving high point positioning accuracy of a LiDAR system. The high accuracy of the determined boresight misalignment angles is especially important for surveys with high flying altitudes. The boresight misalignment calibration for LiDAR systems is much more difficult than that of the camera systems. This is due to the fact that practically no point-to-point correspondence can be established between ground control and LiDAR data. Furthermore, in contrast to imagery data, each LiDAR point has its own exterior orientation parameters, which further complicates the problem. In practice, the most common method is a simple trial and error approach, where the operator interactively changes the angles to reach some fit of the LIDAR point cloud with respect to some known surface. Several semi-automated methods have also been developed for boresight misalignment calibration (Burman, 2002; Filin, 2003), and they typically depend on observed discrepancies between overlapping LiDAR strips and ground control information in the data. In this dissertation a more flexible boresight misalignment determination method is proposed that does not require any ground control, it is based on two, three or more overlapping LiDAR strips flown in different directions (Toth et al., 2002a-b).

4.1.1. The proposed method

The proposed method is concerned only with the rotation angles between the IMU body frame and the laser system; the system is assumed to be already calibrated for
smiley error. Furthermore, the boresight offset components are assumed to be error free, since they can be determined with high accuracy, and therefore, the effect of any error in the boresight offset components on the LiDAR point accuracy is negligible in comparison to the effect of any angular misalignment between the two systems. The concept of the proposed method is illustrated in Figure 4.1, and more details can be found in (Toth et al., 2002 a-b).

Figure 4.1. Concept of the proposed method for boresight misalignment determination

The method requires overlapping LiDAR strips, and the observed horizontal and vertical discrepancies between the strips are used to determine the unknown boresight misalignment angles. It should be mentioned that due to the different characteristics of the errors in the ground coordinates caused by the three boresight misalignment angles
(see Chapter 2.2.1), different overlap configurations are advantageous for the determination of each angle. The effect of the roll boresight misalignment angle is best seen in overlapping strips, flown in opposite directions, since this way the magnitude of the errors is doubled in both across track and vertical directions, and therefore easy to detect. The effect of a pitch boresight misalignment angle is also best seen in overlapping strips, flown in opposite directions, since this way the magnitude of errors is doubled in flight direction. The heading error is the most difficult to determine among the three angular errors and due to its characteristics its effect is best seen in two parallel flight lines with edge overlap.

The discrepancies between LiDAR strips can be determined either by manual or automatic processing. Without going into the details, the automatic processing starts with segmentation of the LiDAR data. Segmentation is the process of selecting appropriate areas for obtaining reliable surface difference values; for example forested areas, densely built-up areas, and any moving objects are to be avoided. Since the coordinate discrepancies are bigger farther from the flight line (for more details see Chapter 2.2.1), the ideal areas for boresight calibration purpose are near the borders of the overlapping area, where the coordinate discrepancies are the most significant (except for the determination of the pitch). Comparing different surfaces formed by randomly scattered points is a non-trivial task, and the effectiveness of this process depends on the point density of the LiDAR data as well as on the overall terrain characteristics of the overlapping area. A frequently used technique is interpolation into a regular grid. The discrepancies then can be determined by surface matching of selected segments, or by profile matching of man-made objects performed between the different strips.
Furthermore, in some cases when there is not enough pattern in the elevation data, intensity data can provide excellent support for determining discrepancies between different strips. Once the surface differences are determined at regions of the overlapping area, a least-squares adjustment can be performed to determine the unknown misalignment angles as described in the following.

The proposed method is based on the LiDAR Equation (2.1). Consequently, it requires the orientation of the data acquisition platform, including position and attitude angles from the navigation solution; furthermore, measured scan angle and range information, and the coarse boresight angles if they are different from zero. The coordinate discrepancies found between the different strips at overlapping areas are considered as pseudo-observations, and the Least-Squares Solution based on a Gauss-Markov model is computed to estimate the boresight misalignment angles. The adjustment is performed with the observed discrepancies between the overlapping strips, expressed in terms matched virtual LiDAR points as shown in equation (4.1), where the subscripts 1 and 2 denote the respective matched points. The term ‘virtual’ here refers to the fact that in most cases for one point in one LiDAR strip there is no equivalent point measured in the second strip, and therefore interpolation is needed. Each matched virtual point pair between two overlapping strips gives three new observation equations of type (4.1) for the unknown three parameters (boresight misalignment angles). The concept is to eliminate the surface differences as much as possible by estimating the correct rotation angles between the INS and the laser systems. The developed technique is based on the availability of multiple overlapping LiDAR strips over an unknown surface, although

114
ground control information, for example, the LiDAR targets introduced in Chapter 4.2, can also be included, if available.

$$0 = R^M_{INS} R^L_{INS} \begin{bmatrix} X^L_g \\ Y^L_g \\ Z^L_g \end{bmatrix}_{1} + R^M_{INS} R^L_{INS} \begin{bmatrix} X^M_a \\ Y^M_a \\ Z^M_a \end{bmatrix}_{2} - R^M_{INS} R^L_{INS} \begin{bmatrix} X^M_a \\ Y^M_a \\ Z^M_a \end{bmatrix}_{2} + e \sim (0, \sigma_0^2 P^{-1}) \quad (4.1)$$

where

- \( R^M_{INS} \) — Rotation matrix between the INS body frame and the mapping frame denoted by \( M \)
- \( \begin{bmatrix} X^L_g \\ Y^L_g \\ Z^L_g \end{bmatrix}_{1,2} \) — Laser range vector in the laser system denoted by \( L \) of a matched point (or virtual point) in strip 1 or 2, respectively
- \( \begin{bmatrix} X^M_a \\ Y^M_a \\ Z^M_a \end{bmatrix}_{1,2} \) — Coordinates of the laser frame origin in the mapping frame at the time of measuring the matched point (or virtual point) in strip 1 or 2, respectively
- \( R^L_{INS} \) — Boresight matrix between the laser frame and the INS body frame. It contains the three unknown parameters (three rotation angles). If the coarse boresight angles are zero, the \( R^L_{INS} \) matrix only contains the unknown boresight misalignment angles. Since the boresight misalignment angles are infinitesimally small angles, the rotation matrix can be written in the usual incremental form:

$$R^L_{INS} = \begin{bmatrix} 1 & -d\kappa & d\varphi \\ d\kappa & 1 & -d\omega \\ -d\varphi & d\omega & 1 \end{bmatrix}$$

In Chapter 5.2, test results with a real dataset are shown, proving the good agreement between the misalignment angles determined with the proposed method and the values determined by an operator from the trial and error method.
4.2. Development of a LiDAR-specific ground control target design and methodology for QA/QC purposes

For applications with high mapping accuracy requirements, such as, for example, transportation corridor mapping (Csanyi, 2006), or detailed high accuracy terrain modeling to support tectonic plate movement monitoring (Csanyi et al., 2007; Toth et al., 2007) QA/QC are essential to ensure the required accuracy by detecting any biases that are left in the data, and correcting for them. This requires 3D absolute ground control information in the data. Furthermore, targets that are identifiable in LiDAR data with high accuracy are also desirable for LiDAR boresight calibration. Due to the characteristics of LiDAR data, identifying ground control information in the LiDAR data is a very difficult task. This is due to the fact that in contrast to photogrammetry, establishing point-to-point correspondence between the LiDAR data and the control information is practically impossible, and therefore, the ground control information typically used in conventional photogrammetry, such as signalized targets, is not suitable for LiDAR. Consequently, area- or feature-based, rather than point-based algorithms have to be used. Since the use of LiDAR-specific ground control targets represents a novel idea, this dissertation describes the results of the investigation aimed at developing the optimal LiDAR-specific target design that facilitates accurate identification in airborne LiDAR data. The parameters include optimal target size, shape, signal response, and coating pattern. Algorithms for high accuracy target positioning in LiDAR data are also developed and the achievable accuracy is assessed.
4.2.1. Target design and positioning accuracy

The objective was to find a design that facilitates easy identification of the target in LiDAR data and provides high positioning accuracy in both horizontal and vertical directions. The target positioning accuracy is crucial since it determines the lower boundary of errors in the data that can be detected and corrected based on the LiDAR targets. Analyzing the characteristics of LiDAR data and reviewing the literature on the experiences with establishing correspondence between LiDAR strips (Behan, 2000; Vosselman, 2002a), and considering the experiences with the typically available control information in LiDAR (Maas, 2000; Maas, 2001; Vosselman, 2002b), it was found that due to the different possible scan directions and different point densities depending on the directions, the optimal LiDAR target ought to be rotation invariant, circular, and the target should be elevated from the ground in order to reliably identify targets in elevation data. Furthermore, since newer LiDAR systems are capable of collecting intensity information along with the elevation data, automatic target identification can further be facilitated if the targets have a coating that provides a substantially different reflectance than its surroundings.

Since the proposed LiDAR-specific targets are mobile targets, placed in the surveyed area and surveyed before or after the airborne survey, for economical and practical reasons their size should be as small as possible. However, larger target size obviously allows more points falling on the target surface which could result in a better accuracy of the determined target position. Therefore, to determine the optimal target size and coating pattern, extensive simulations were carried out (Csanyi et al., 2005). LiDAR points on the target circle were simulated in the case of different assumed circle radii and different
coating patterns, such as one- or two-concentric-circle designs with different signal response coatings. The achievable accuracy of the determined target positions from a LiDAR dataset mainly depends on the LiDAR point density with respect to the target size, the LiDAR footprint size, and the vertical accuracy of the LiDAR points. Therefore, the simulations were carried out with three different point spacing values, namely $0.25m \cdot 0.25m$, $0.50m \cdot 0.50m$, and $0.75m \cdot 0.75m$, (corresponding to 16, 4, and 1.8 pts/m² point densities). LiDAR points were simulated according to typical planimetric and vertical standard deviations, and distribution. For the simulations, $0.10m$ (1 $\sigma$) vertical accuracy and $0.25m$ footprint size of the LiDAR points were assumed. Noise was added to the vertical coordinates according to a normal distribution with a $0.10m$ standard deviation, while for the planimetric coordinates a uniform distribution was assumed. To assess the achievable accuracy of the determined target center position in the LiDAR data, points were simulated multiple times and the RMSE (Root Mean Square Error) was calculated. The developed target positioning algorithms are discussed in the next section. Based on the simulation results with different target designs, the major findings are the following: (1) as expected, the larger size results in better positioning accuracy, however, the results have shown that from about 5 pts/m² point density, a 1-m circle radius can already provide sufficient accuracy and further increasing the target size will not lead to significant improvements, (2) the two-concentric-circle design (the inner circle having half the radius of the outer circle) with different coatings results in significant accuracy improvements in the determined horizontal position since it provides an additional geometric constraint in contrast to the one-circle design, and (3) the optimal
coating pattern is a special white (high intensity return) coating for the inner circle and black (low intensity return) for the outer ring.

Based on the simulation results, Table 4.1 contains the typically achievable positioning accuracies for three different LiDAR point densities. For the horizontal positioning accuracy a range is given instead of one value due to the fact that the achievable positioning accuracy depends greatly on the actual distribution of the LiDAR points on the target circle, whether there are points near the target circle sides or not. The results suggest that at a 4 pts/m² LiDAR point density, horizontal errors in LiDAR data larger than 10 cm, and vertical errors larger than 2.5 cm can be detected using the LiDAR-specific targets.

<table>
<thead>
<tr>
<th>LiDAR Point Density [pts/m²]</th>
<th>LiDAR Point Spacing [m]</th>
<th>Accuracy of Horizontal Position of Target Circle [cm]</th>
<th>Accuracy of Vertical Position of Target Circle [cm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>0.25-0.25</td>
<td>2-3</td>
<td>1.3</td>
</tr>
<tr>
<td>4</td>
<td>0.50-0.50</td>
<td>5-10</td>
<td>2.5</td>
</tr>
<tr>
<td>1.78</td>
<td>0.75-0.75</td>
<td>10-15</td>
<td>4.0</td>
</tr>
</tbody>
</table>

Table 4.1. Typically achievable positioning accuracies based on simulation results

To support performance validation experiments targets were fabricated by the Ohio Department of Transportation (ODOT). Figure 4.2 shows the optical as well as the LiDAR image of a target pair placed on the two sides of a road for a LiDAR survey; the developed LiDAR targets are equally useful control points for imagery data.
4.2.2. Target positioning algorithms

The selected target design greatly facilitates the automatic identification in LiDAR data based on the known (surveyed) position of the targets and the expected maximum errors in the data. After the LiDAR points on the target circle are identified using both elevation and intensity data, the horizontal and vertical target positions are determined by separate algorithms. Since the targets are leveled, the vertical position of the target can be determined by fitting a horizontal plane to the LiDAR points on the target. The accuracy of the computed target height can be determined by error propagation based on the standard deviation of the vertical coordinates of the LiDAR points: $\sigma_{\text{vertical, pos}} = \sigma_z / \sqrt{n}$, where $n$ is the number of points on the target, and $\sigma_z$ is the standard deviation of the vertical coordinate of the LiDAR points (assumed to be identical for all the points).

The horizontal target position is found by an algorithm that is similar to the Hough-transform (Hough, 1959 and 1962; Duda and Hart, 1972). The search for the target center is based on the known radius of the target circle; the process finds all the possible
locations of the target circle center as the intersection region of circles around the LiDAR points on the target. Considering a one-circle-design, the principle of the algorithm is the following: for a LiDAR point on the circular target, the target circle center must be within the circle with known radius (equal to the radius of the target) that has the LiDAR point as its center. Applying the same principle to all LiDAR points on the target, the intersection region of all circles around the points defines all possible locations of the target circle center. The implementation of the algorithm uses a 1 cm resolution accumulator array to find the intersection region of these circles, and after incrementing the cell values by the point-by-point process, the cells with the highest value will provide all the possible locations of the target center, and finally the center of gravity of this region is accepted as the target center position. The precision of the determined position is also computed for each target. Figure 4.3 (a) illustrates the accumulator array and Figure 4.3 (b) depicts the fitted circle with the center location area and the point in the center of gravity in an example with about 5 pts/m² point density. The yellow patch shows all the possible locations of the circle center, the dark blue circles are the corresponding circle positions, and the light blue circle is the final accepted target circle position.
Obviously, in the case of the two-concentric-circle design the algorithm is more complex, but the principle is the same. Figure 4.4 illustrates the advantage of the two-concentric-circle design as compared to the one-circle design on two examples. The two-concentric-circle design, using intensity information, can clearly provide the horizontal center position with improved accuracy. The numbers next to the LiDAR points in the middle figures show the LiDAR intensity values; the comparison of the intensity values between the two cases clearly illustrates the relative nature of the intensity data (Ahokas et al., 2006). In the implementation, an intensity histogram-based adaptive thresholding scheme is used to separate points on the inner circle and the outer ring, marked with red and green colors, respectively in Figure 4.4. The standard deviations of the determined horizontal target center coordinates are noticeably smaller for the two-concentric-circle design; the actual numbers are 10 cm vs. 5 cm and 14 cm vs. 3 cm for Figures 4.4 (a) and 4.4 (b), respectively. The vertical accuracy is invariant with respect to the design and is 2 cm. Figure 4.4 (a) can be considered as a typical case, while Figure 4.4 (b) shows an extreme case where the accuracy improvement in the determined horizontal position
using the two-concentric-circle design is very significant. It should be mentioned that sometimes in practice the footprint captures intensity information from the boundary of the inner circle and outer ring and in such cases the point in the reflectance image has mixed intensity value and cannot be included in the algorithm for the horizontal coordinate determination of the target.

Figure 4.4. Advantage of the two-concentric-circle design; (a) typical case, and (b) extreme case
4.2.3. Processing flow

To automate the processing of the target-based LiDAR data quality check and correction, a software toolbox was developed. The main modules include the initial batch processing, which is followed by an interactive analysis, and then the actual batch correction of the LiDAR data takes place. In the first phase, the program without human intervention selects the target areas from the LiDAR strips, finds the LiDAR points on the targets, and determines the target positions. The extraction of the points falling on the LiDAR targets is accomplished in two steps. First, LiDAR points in the vicinity of the targets are windowed out based on the known (surveyed) target coordinates and the maximum expected errors in the LiDAR data. In the second step, the points falling on targets are extracted based on vertical elevation differences and intensity information, and subsequently the remaining target candidate points are checked for geometry. Next, target positions are determined using the algorithms described in the previous section.

The target identification and positioning is followed by an interactive analysis of the LiDAR data accuracy. If errors are detected in the data at the target locations, the data can be corrected based on the targets by applying a transformation to the LiDAR strip. If a LiDAR strip adjustment is performed using observed discrepancies between overlapping LiDAR strips (Burman, 2000a & 2002; Crombaghs et al., 2000; Filin, 2001 & 2003; Kager and Kraus, 2001; Kilian et al., 1996; Vosselman and Maas, 2001), the LiDAR targets can either be used in the adjustment as additional absolute control information or after the strip adjustment to correct for any remaining absolute errors in the data. By analyzing the errors at the target locations, and the residual errors in the case of different transformation types, the user can interactively select the optimal
transformation type for the LiDAR strip and decide whether to include all targets in the adjustment or exclude some of them. Depending on the complexity of the detected errors and the number of targets in the data, three different types of transformation can be applied to correct the LiDAR data. The simplest transformation represents a vertical shift, requiring at least one target. If errors are more complex than just a vertical shift, a 3-dimensional similarity transformation (requiring a minimum of three targets) or a 3-dimensional affine transformation (requiring a minimum of four targets) can be applied to the LiDAR strip based on the known and measured target positions within the LiDAR dataset.

4.3. Fourier series – based surface modeling (supporting component)

In this section, a Fourier series-based method to model terrain data of irregular point distribution, and to support LiDAR matching for the developed boresight misalignment calibration algorithm is proposed. Surface modeling is essential for a variety of applications; orthophoto production, engineering design, floodplain mapping, telecommunication, etc., all require surface data with different level of detail and accuracy. There are currently three main technologies that deliver surface data with a high level of accuracy and detail. The traditional method has been photogrammetry, using stereo image pairs. Recently, LiDAR technology has become the primary source of surface data (Renslow, 2005; Toth, 2004) while IfSAR (Maune, 2007) is also an important source for global coverage. Surface data created by these technologies come with various point densities, point distributions and error characteristics.
There are three commonly used data structures to store digital elevation data: Triangulated Irregular Networks (TIN), regular grid structure, and lines of equal elevation (contours). All representation methods have their advantages and disadvantages, depending on the terrain characteristics and the intended applications. Grid structure is the ultimate format for analysis purposes as it makes the comparison of different datasets very simple. In addition, most of the visualization tools and processing techniques are based on a grid structure. Consequently, the grid structure has become the most common discrete representation of terrain surface.

The point distribution, accuracy and density of the terrain data can vary greatly, depending mostly on the sensor type and the data acquisition method used. Most of the data acquisition technologies deliver elevation data in an irregular point distribution, and therefore, the generation of a DEM in a regular grid structure requires some kind of interpolation. Several interpolation methods exist for terrain approximation. Maune (2007) provides an overview of the most commonly used interpolation methods for terrain data. Each method has its advantages and disadvantages. Similarly, the surfaces to be modeled can have different characteristics and there is no single interpolation technique that is the best for every situation.

The Fourier series technique is a powerful method to describe continuous 1D, 2D, or N-dimensional periodic signals and can be used for surface modeling. However, the available formulae for calculating the Fourier series coefficients economically are based on evenly spaced input data, and thus cannot be directly applied for surface approximations from irregularly spaced points. The more general approach (Csanyi and Toth, 2005; Davis, 1973), therefore, aims to determine the coefficients in the case of an
irregular point distribution by using least-squares adjustment within a Gauss-Markov Model. Since the Fourier series cannot model major surface trends very well, a polynomial extension has been added to model the surface trend, thus simultaneously approximating both global trend and local variations. In this section, the method is discussed for both 1D, in order to model terrain profiles, and 2D to model terrain surfaces. Some important characteristics of the model are also introduced, and the selection of the number of harmonics as well as the fundamental frequency is discussed. Chapter 5.4 describes the results of an extensive performance analysis; the method is applied to model LiDAR profiles and LiDAR surfaces with various terrain characteristics, point densities and point distributions.

4.3.1. Modeling terrain profiles (1D case)

The basic idea of a classical Fourier series is that all square-integrable functions \( f(x) \) can be expressed as an infinite sum of sine and cosine waves with some chosen period \( T \); see equation (4.2).

\[
f(x) = a_0 + \sum_{k=1}^{\infty} \left( a_k \cos \frac{2\pi}{T} x + b_k \sin \frac{2\pi}{T} x \right)
\]

(4.2)

where

\( a_0, a_k, b_k \) — Fourier coefficients

\( T \) — Fundamental wavelength (to be chosen)

\( \cos \frac{2\pi x}{T}, \sin \frac{2\pi x}{T} \) — Fundamental harmonics

Any finite Fourier series (for which only a finite number of coefficients, say \( m \) is kept non-zero) gives a uniform approximation of the original function. If the original function
is sampled at discrete locations, the calculation of the Fourier series coefficients is similar to the calculation of the discrete Fourier transform. If the number of coefficients is equal to the number of equally spaced sample points, then direct formulae are available to calculate the coefficients. However, these formulae are only valid for regular point distribution, and therefore cannot be applied directly to irregularly sampled data such as for example LiDAR profiles. The usual solution to determine the coefficients for an irregular point distribution is to calculate the Fourier series coefficients by least-squares adjustment. Assuming that a profile has been sampled at \( n \) locations, and that the Fourier series is calculated until the \( l \)-th harmonics, then for the best fit (in the sense of minimum squared distance), the \( 2l+1 \) unknown coefficients can be estimated by least-squares adjustment within a suitable Gauss-Markov model. The proper selection of the number of coefficients will be discussed later in this chapter; but \( m := 2l + 1 \) ought to be much smaller than \( n \).

Figure 4.5 illustrates an important property of the Fourier series-based modeling. Let’s assume that a period of a squarewave function is approximated by a Fourier series, using harmonics until the 5th, 10th, and 40th order, respectively. The more harmonics are calculated, the better the approximation function fits to the original one, and the series converges to the function; however, the errors near the discontinuity do not decrease. This behavior is called Gibb’s phenomenon. Gibb’s phenomenon appears whenever a discontinuity is approximated (Mesko, 1984). Near the discontinuity the deviation of the finite Fourier series from the approximated function remains different from zero, regardless of the inclusion of more and more terms. With increasing the order of the harmonics, the oscillation squeezes into a narrower interval around the discontinuity, but
their amplitudes do not decrease. Therefore the method is not really adequate for modeling discontinuities (Haar wavelet might be a suitable alternative); fortunately, such discontinuities occur rarely in terrain profiles outside urban areas.

Figure 4.5. Example of Gibb’s phenomenon

Some other important characteristics of Fourier series-based surface modeling are discussed in the 2D case, but they are equally valid for the 1D case, when modeling surface profiles or trajectories.

4.3.2. Modeling terrain surfaces (2D case)

A continuous 2D function \( z(x,y) \) that is square-integrable on a 2D domain can be expanded into a Fourier series (Davis, 1973) as shown in equation (4.3).

\[
\sum_{\alpha=-\infty}^{\infty} \sum_{\beta=-\infty}^{\infty} c_{\alpha\beta} e^{i2\pi \left( \alpha T_x \frac{x}{T_x} + \beta T_y \frac{y}{T_y} \right)} = \\
= \sum_{\alpha=-\infty}^{\infty} \sum_{\beta=-\infty}^{\infty} \left( a_{\alpha\beta} \cos \left( \frac{2\pi \alpha}{T_x} \right) \cos \left( \frac{2\pi \beta}{T_y} \right) + b_{\alpha\beta} \cos \left( \frac{2\pi \alpha}{T_x} \right) \sin \left( \frac{2\pi \beta}{T_y} \right) + c_{\alpha\beta} \sin \left( \frac{2\pi \alpha}{T_x} \right) \cos \left( \frac{2\pi \beta}{T_y} \right) + d_{\alpha\beta} \sin \left( \frac{2\pi \alpha}{T_x} \right) \sin \left( \frac{2\pi \beta}{T_y} \right) \right) \tag{4.3}
\]

where

- \( c_{uv} \) — Complex Fourier coefficients
- \( T_x, T_y \) — Fundamental wavelengths in \( x \) and \( y \) directions, respectively
- \( a_{uv}, b_{uv}, c_{uv}, d_{uv} \) — Fourier coefficients (real numbers)
If the original function $z(x, y)$ is sampled on a discrete regular grid, the unknown coefficients can be calculated using direct formulas. This is because in case of a regular point distribution, the elements of the $A^T A$ matrix (normal matrix) outside the main diagonal turn out to be zero (von Frese, 2003) as the orthogonality of the continuous basis functions, expressed by zero integrals of any mixed products, will translate to the corresponding finite sums at the gridded sample sites. (The matrix $A$ denotes the design matrix in the least-squares adjustment). Therefore, the available formulae to directly calculate the Fourier series coefficients are only valid for extraordinary cases, including the case of regular point distribution. In the case of an irregular point distribution, however, the $A^T A$ matrix contains nonzero off diagonal elements; therefore, the unknown coefficients must be calculated by a full inversion of the $A^T A$ matrix to find the solution of the normal equations.

Assuming that the surface is sampled at $n$ locations, and that it ought to be approximated by a Fourier series calculated until $l^{th}$ order harmonics in both directions, provided that the number of the unknown coefficients is less than $n$, the coefficients of the Fourier series for the best fit are calculated by least-squares adjustment within a Gauss-Markov Model. As it was mentioned earlier, since Fourier series cannot model major surface trends well, a polynomial extension has been added to the series to model the major trend. The observation equation is shown in equation (4.4).

$$z = pol(x, y) + \sum_{u} \sum_{v} d_{uv} \cos\left(\frac{2\pi x}{L_x}\right) \cos\left(\frac{2\pi v}{L_y}\right) + b_{uv} \cos\left(\frac{2\pi x}{L_x}\right) \sin\left(\frac{2\pi v}{L_y}\right) + c_{uv} \sin\left(\frac{2\pi x}{L_x}\right) \cos\left(\frac{2\pi v}{L_y}\right) + d_{uv} \sin\left(\frac{2\pi x}{L_x}\right) \sin\left(\frac{2\pi v}{L_y}\right) + e$$

$$e \sim (0, \sigma_0^2 P^{-1}) \quad (4.4)$$
where

\[ z \quad \text{— Vector of } z \text{ coordinates at surface points } (x,y) \]

\[ \text{pol}(x,y) \quad \text{— Polynomial of selected order to model major trend in } (x,y) \]

\[ e_{[nx1]} \quad \text{— Random error vector} \]

\[ \sigma^2 \quad \text{— Variance component} \]

\[ P^{-1}_{[nxn]} \quad \text{— Cofactor matrix} \]

\[ l_1, l_2 \quad \text{— Number of harmonics in } x \text{ and } y \text{ directions } (l_1 \cdot l_2 < m < n) \]

Other terms are as explained in equation (4.3)

Since the number of coefficients (Davis, 1973) to be calculated grows quickly, even for small number of harmonics, the Extended Gaussian algorithm (Schaffrin, 2003a) can be used to solve for the coefficients to avoid the inversion of the large normal equation matrix.

4.3.3. Choosing the number of Fourier harmonics and the fundamental frequency

Properly choosing the number of harmonics in a Fourier series is crucial in order to model the surface (or the profile) well. When choosing the number of harmonics, Shannon’s Sampling Theorem (Higgins, 1996) ought to be considered. The Sampling Theorem states that, if a continuous signal is sampled with at least twice the frequency of the highest frequency in the signal, then the signal can be completely reconstructed from the samples (Nyquist criterion). Therefore, the point density in \( x \) and \( y \) directions, in terms of defining the minimum sampling distance, determines the maximum spatial frequency that can contribute to the surface model (whether it is adequate to properly
describe the terrain is another question). Consequently, the maximum number of coefficients of the Fourier series in both $x$ and $y$ directions can be calculated. If more harmonics are calculated, the fit of the approximated surface could be very good at the sample points, but between the known points high waves will be produced due to the lack of constraints there. If the surface has a major trend, however, it cannot be modeled well by using only the Fourier series itself. Therefore, as a refinement to the Fourier series model, a polynomial extension has been introduced. The proper order of the polynomial can be chosen by considering the complexity of the trend in the data. Depending on the surface characteristics and the point distribution, it is often advantageous to choose a different number of Fourier harmonics for the two coordinate directions. A typical case may occur when LiDAR data are modeled with significantly different point densities in the scan direction and the flying direction. In the case when the data are not oriented in the $x$-$y$ coordinate direction, it is beneficial to transform them before the Fourier series-based modeling.

The fundamental wavelength is another important parameter to choose for the proposed surface modeling method. The fundamental wavelength is the highest wavelength (smallest frequency) used for modeling the surface. When choosing the fundamental wavelengths in $x$ and $y$ directions, one practical restriction is that it has to be at least the length of the dataset in $x$ and $y$ directions, respectively, since the Fourier series approximation duplicates itself over the interval of the fundamental period. If the fundamental period is larger than the length of the dataset then it can model the major trend in the data to some extent, however, the local variations will not be modeled well.
Therefore it is more advantageous to set it equal to the length of the data set since the trend is sufficiently modeled by the polynomial part already.

In chapter 5.4 the method is tested for modeling both LiDAR profiles and surfaces for varying point densities, point distributions, and terrain characteristics. The proposed method has a lot of potential applications; it can for example help LiDAR matching which is essential for LiDAR boresight misalignment calibration, can support point-based fusion of different datasets, and provides particularly suitable method for road surface modeling to support transportation applications.

The performance of the developed LiDAR target methodology is evaluated on real datasets from two LiDAR surveys with a variety of target densities and distributions as well as flight parameters. The results are shown in chapter 5.3.
EXPERIMENTS, TEST RESULTS

5.1. Test results on comparing the accuracy assessment results with the achievable point positioning accuracy of a real survey

To validate the accuracy assessment results obtained from the analytical derivations with the achievable point positioning accuracy with real data, a dataset including LiDAR data and medium-format camera imagery is analyzed in this section. The test dataset was provided by the Ohio Department of Transportation. The project was flown with an Optech ALTM 30/70 LiDAR system (including a POS/AV 510 GPS/IMU system) and a DSS camera in Madison County, Ohio, at an altitude of 500 m (AGL). To provide control information for both the LiDAR and the image data, the end points of the pavement markings in several road intersections of the project area were GPS-surveyed with a horizontal accuracy of 2 cm and a vertical accuracy of 3 cm (one sigma). The most important specifications of the DSS camera used in this project are listed in Table 5.1, and the LiDAR flight parameters are shown in Table 5.2. The specifications of the POS/AV 510 system can be found at (www.applanix.com).
In the following, the achieved ground point positioning accuracies in this mapping project for both LiDAR data and intersected stereo points are compared with the analytically derived accuracy estimates.

5.1.1. Test results with LiDAR data

To compare the analytically derived accuracy estimates with the achieved point positioning accuracy in this project, the ground control points were identified in the LiDAR intensity data and subsequently measured using the range data. For the discussion herein, one intersection was selected, as shown in the intensity data in Figure 5.1. Two cross LiDAR strips were flown over the road intersection with the intersection area being close to nadir in both strips. The coordinate differences found at the control point locations in the LiDAR data are shown in Tables 5.3 and 5.4 for the two LiDAR strips, respectively. The differences were computed by subtracting the GPS-surveyed control point coordinates from the coordinates of the identified control points in the LiDAR data,
and are considered here a measure of the formal error of ground point positioning. For comparison, the tables also show the analytically derived standard deviations.

Figure 5.1. Intersection with control points in LiDAR intensity data
<table>
<thead>
<tr>
<th>ID</th>
<th>Coordinate Difference [m]</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Easting</td>
<td>Northing</td>
<td>Elevation</td>
<td></td>
</tr>
<tr>
<td>127</td>
<td>-0.14</td>
<td>-0.10</td>
<td>-0.05</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>-0.34</td>
<td>0.01</td>
<td>-0.07</td>
<td></td>
</tr>
<tr>
<td>129</td>
<td>-0.24</td>
<td>0.01</td>
<td>-0.11</td>
<td></td>
</tr>
<tr>
<td>130</td>
<td>-0.17</td>
<td>-0.02</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>131</td>
<td>-0.28</td>
<td>0.06</td>
<td>-0.11</td>
<td></td>
</tr>
<tr>
<td>132</td>
<td>-0.39</td>
<td>0.12</td>
<td>-0.06</td>
<td></td>
</tr>
<tr>
<td>134</td>
<td>-0.31</td>
<td>-0.09</td>
<td>-0.04</td>
<td></td>
</tr>
<tr>
<td>137</td>
<td>-0.60</td>
<td>-0.07</td>
<td>-0.07</td>
<td></td>
</tr>
<tr>
<td>138</td>
<td>0.03</td>
<td>0.18</td>
<td>-0.13</td>
<td></td>
</tr>
<tr>
<td>139</td>
<td>-0.50</td>
<td>-0.06</td>
<td>-0.04</td>
<td></td>
</tr>
<tr>
<td>140</td>
<td>-0.26</td>
<td>0.20</td>
<td>-0.04</td>
<td></td>
</tr>
<tr>
<td>141</td>
<td>-0.16</td>
<td>0.13</td>
<td>-0.07</td>
<td></td>
</tr>
<tr>
<td>142</td>
<td>-0.39</td>
<td>-0.07</td>
<td>-0.06</td>
<td></td>
</tr>
<tr>
<td>144</td>
<td>-0.27</td>
<td>0.10</td>
<td>-0.03</td>
<td></td>
</tr>
<tr>
<td>145</td>
<td>-0.33</td>
<td>0.17</td>
<td>-0.06</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.29</td>
<td>0.04</td>
<td>-0.06</td>
<td></td>
</tr>
<tr>
<td>Std</td>
<td>0.15</td>
<td>0.11</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>0.32</td>
<td>0.11</td>
<td>0.07</td>
<td></td>
</tr>
</tbody>
</table>

| Analytically derived Std | 0.10 | 0.10 | 0.07 |

Table 5.3. Coordinate differences at control point locations in LiDAR strip #1, and the standard deviation estimates from the analytical derivations
Table 5.4. Coordinate differences at control point locations in LiDAR strip #2, and the standard deviation estimates from the analytical derivations

<table>
<thead>
<tr>
<th>ID</th>
<th>Coordinate Difference [m]</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Easting</td>
<td>Northing</td>
<td>Elevation</td>
</tr>
<tr>
<td>127</td>
<td>-0.02</td>
<td>-0.08</td>
<td>-0.05</td>
</tr>
<tr>
<td>128</td>
<td>0.02</td>
<td>-0.18</td>
<td>-0.05</td>
</tr>
<tr>
<td>129</td>
<td>-0.24</td>
<td>0.17</td>
<td>-0.06</td>
</tr>
<tr>
<td>130</td>
<td>-0.18</td>
<td>0.02</td>
<td>-0.05</td>
</tr>
<tr>
<td>131</td>
<td>0.02</td>
<td>0.28</td>
<td>-0.05</td>
</tr>
<tr>
<td>134</td>
<td>-0.14</td>
<td>0.25</td>
<td>0.00</td>
</tr>
<tr>
<td>135</td>
<td>-0.03</td>
<td>0.25</td>
<td>-0.01</td>
</tr>
<tr>
<td>137</td>
<td>-0.37</td>
<td>-0.01</td>
<td>-0.03</td>
</tr>
<tr>
<td>138</td>
<td>0.03</td>
<td>0.03</td>
<td>-0.09</td>
</tr>
<tr>
<td>139</td>
<td>-0.27</td>
<td>-0.05</td>
<td>-0.04</td>
</tr>
<tr>
<td>140</td>
<td>-0.16</td>
<td>0.09</td>
<td>-0.02</td>
</tr>
<tr>
<td>141</td>
<td>-0.27</td>
<td>0.04</td>
<td>-0.06</td>
</tr>
<tr>
<td>142</td>
<td>-0.11</td>
<td>0.02</td>
<td>-0.06</td>
</tr>
<tr>
<td>143</td>
<td>-0.03</td>
<td>0.09</td>
<td>-0.05</td>
</tr>
<tr>
<td>144</td>
<td>0.30</td>
<td>-0.19</td>
<td>0.02</td>
</tr>
<tr>
<td>145</td>
<td>-0.02</td>
<td>-0.10</td>
<td>-0.01</td>
</tr>
<tr>
<td>Mean</td>
<td>-0.09</td>
<td>0.03</td>
<td>-0.04</td>
</tr>
<tr>
<td>Std</td>
<td>0.15</td>
<td>0.15</td>
<td>0.03</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.18</td>
<td>0.15</td>
<td>0.05</td>
</tr>
<tr>
<td>Analytically derived Std</td>
<td>0.10</td>
<td>0.10</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Considering the LiDAR system and the flight parameters of this project, based on the analytical derivations, a horizontal precision (measured by the standard deviation) of about 10 cm, and a vertical precision of about 7 cm are expected. Due to the characteristics of LiDAR data, establishing point-to-point correspondence between objects and their image in LiDAR data is very difficult (see Chapter 4.2). Consequently, in case of determining the location of the end points of the pavement markings in LiDAR data, larger standard deviations of the determined horizontal positions than the estimated values from the analytical derivations can be expected. The vertical positions of the control points in LiDAR data, however, can be determined with high accuracy.
The statistics of the coordinate differences found at the control point locations in strip #1, shown in Table 5.3, indicate a bias of about -29 cm in the Easting coordinate direction; the Northing and Elevation accuracies are in agreement with the analytical accuracy assessment results. In strip #2, the RMSE of the Easting coordinates is close to the analytically derived estimate, if the errors in the determined horizontal positions of the pavement markings in LiDAR data are also considered. However, the fact that the mean is not close to zero (-9 cm) could also indicate a smaller bias in the Easting coordinate direction. To further explore this issue, as explained in more detail in Chapter 6.2, the analysis of the correlation among the coordinates of neighboring LiDAR points should be a subject of future research. The statistics of the coordinate differences found in the Northing and Elevation coordinates can be considered sufficiently close to the analytically derived accuracy assessment results, especially considering that due to the nature of the data, the identification of the control points in the data is problematic.

5.1.2. Test results with digital camera

To compare the analytically derived accuracy estimates with the achieved point positioning accuracy in this project, the control points were determined by space intersection from the overlapping image pairs. For this, the exterior orientation parameters of the image pairs were determined from the boresight-corrected navigation solution. For the discussion here, one image pair was selected and the control point coordinates in the intersection covered by the two images were computed. The coordinate differences found at the ground control point locations are listed in Table 5.5.
<table>
<thead>
<tr>
<th>ID</th>
<th>Coordinate Differences [m]</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Easting</td>
<td>Nothing</td>
<td>Elevation</td>
<td></td>
</tr>
<tr>
<td>144</td>
<td>-0.19</td>
<td>0.15</td>
<td>-0.46</td>
<td></td>
</tr>
<tr>
<td>145</td>
<td>-0.30</td>
<td>0.24</td>
<td>-0.68</td>
<td></td>
</tr>
<tr>
<td>146</td>
<td>-0.21</td>
<td>0.16</td>
<td>-0.48</td>
<td></td>
</tr>
<tr>
<td>147</td>
<td>0.07</td>
<td>0.09</td>
<td>-0.62</td>
<td></td>
</tr>
<tr>
<td>148</td>
<td>-0.22</td>
<td>0.07</td>
<td>-0.54</td>
<td></td>
</tr>
<tr>
<td>149</td>
<td>-0.39</td>
<td>0.13</td>
<td>-0.46</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>-0.30</td>
<td>0.24</td>
<td>-0.68</td>
<td></td>
</tr>
<tr>
<td>151</td>
<td>-0.17</td>
<td>0.23</td>
<td>-0.31</td>
<td></td>
</tr>
<tr>
<td>152</td>
<td>-0.21</td>
<td>0.18</td>
<td>-0.31</td>
<td></td>
</tr>
<tr>
<td>153</td>
<td>-0.11</td>
<td>0.14</td>
<td>-0.32</td>
<td></td>
</tr>
<tr>
<td>154</td>
<td>-0.18</td>
<td>0.13</td>
<td>-0.37</td>
<td></td>
</tr>
<tr>
<td>155</td>
<td>-0.19</td>
<td>0.11</td>
<td>-0.32</td>
<td></td>
</tr>
<tr>
<td>156</td>
<td>-0.06</td>
<td>0.12</td>
<td>-0.46</td>
<td></td>
</tr>
<tr>
<td>157</td>
<td>-0.19</td>
<td>0.11</td>
<td>-0.53</td>
<td></td>
</tr>
<tr>
<td>158</td>
<td>-0.24</td>
<td>0.12</td>
<td>-0.38</td>
<td></td>
</tr>
<tr>
<td>159</td>
<td>-0.24</td>
<td>0.15</td>
<td>-0.34</td>
<td></td>
</tr>
<tr>
<td>160</td>
<td>-0.08</td>
<td>0.14</td>
<td>-0.74</td>
<td></td>
</tr>
<tr>
<td>161</td>
<td>-0.14</td>
<td>0.23</td>
<td>-0.13</td>
<td></td>
</tr>
<tr>
<td>162</td>
<td>-0.13</td>
<td>0.06</td>
<td>-0.40</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.18</td>
<td>0.16</td>
<td>-0.44</td>
<td></td>
</tr>
<tr>
<td>Std</td>
<td>0.10</td>
<td>0.08</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>0.20</td>
<td>0.18</td>
<td>0.46</td>
<td></td>
</tr>
<tr>
<td>Analytically derived Std</td>
<td>0.14</td>
<td>0.15</td>
<td>0.44</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.5. Coordinate differences at control points, and the standard deviation estimates from the analytical derivations

Based on the analytical accuracy assessment results, considering the camera calibration results (listed in Table 5.1), the IMU type (POS/AV 510), and the flight parameters of this project, an accuracy of about 0.14 m in the Easting coordinate direction, 0.15 m in the Northing coordinate direction, and about 0.44 m vertical accuracy of the intersected stereo points can be expected. It has to be mentioned that the forward overlap in this project was only about 40%, which was also considered in the analytical accuracy assessment. The impact of the overlap (due to the different base/height ratio) on the point positioning accuracy was explained in chapter 2.3.2.1. The relatively low vertical accuracy, as compared to the horizontal, achieved in this mapping project can be
partially explained by the unusually low accuracy of the calibrated focal length value (as shown in Table 5.1), while the principal point shift values were determined with high accuracy.

As Table 5.5 illustrates, the achieved accuracy is in agreement with the accuracy assessment results from the analytical derivations presented in Chapter 3. The mean values listed in Table 5.5 indicate that similar errors were found at different control point locations. This can be explained by the fact that all control points were determined using the same image pair, and therefore, they are likely affected by similar errors. As it is mentioned in Chapter 6.2, the correlation of the errors of neighboring intersected points should be analyzed in future research in order to better understand the error characteristics of intersected points.

In summary, the test results for both the LiDAR and the digital camera systems were in agreement with the analytically derived accuracy estimates. However, when comparing the accuracy estimates with the differences found at the control point locations, the difficulties in identifying the control points in LiDAR data must also be considered. Based on these test results, it can be concluded that in order to further improve the understanding of the error characteristics of neighboring points, future research has to be focused on exploring the correlation that can be expected among the coordinates of neighboring points. This aspect is explained in more detail in Chapter 6.2 when the recommendations for future research are discussed.
5.2. Test result with the LiDAR boresight calibration method

The proposed method was tested on real datasets. For the discussion, a dataset acquired with an Azimuth LiDAR system over the Dallas, TX area at a flying height of about 3,500 m (AGL) with a point density of about 0.1 pts/m² was selected. The dataset contains two strips flown in opposite directions and one cross strip. Three patches with an approximate size of 100 m by 100 m were selected from the 3-strip overlapping area, as shown in Figure 5.2.

Figure 5.2. Overlapping strips of the test dataset with the three selected patches

During the preprocessing phase, about 50 virtual matching points, as explained in section 4.1, were created for each patch. Then, the boresight misalignment angles were estimated separately from the three selected patches, and in addition, by using all the
three patches in one adjustment (174 points). Table 5.6 contains the results of the
different adjustments and the operator-determined values from the trial and error method.
It should be mentioned that in the case of the operator-derived results, the kappa
misalignment angle was assumed to be zero. As discussed in section 4.1.1, it is the most
difficult one to determine, since in the available strip alignment in this test its effect is
negligible, as compared to the effect of the other two misalignment angles. The estimated
roll and pitch values of all the adjustments are very close to the operator-derived values,
the difference being a few arc seconds. Obviously, the adjustment including all the
patches delivers the best results, but the individual adjustments of the patches have
performed remarkably well, which is probably due to the large patch size and the large
number of points within the patch. As was already mentioned, the proposed method uses
the observed discrepancies between overlapping LiDAR strips, and does not require
ground ‘truth’. However, with this dataset ground ‘truth’ was available, and therefore,
Table 5.6 also contains the results of the adjustment with ground ‘truth’ included.

<table>
<thead>
<tr>
<th>Patch included</th>
<th>No. of points</th>
<th>dω [rad]</th>
<th>dφ [arcmin]</th>
<th>dk [rad]</th>
<th>dκ [arcmin]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>74</td>
<td>-0.00406</td>
<td>-13.957</td>
<td>-0.01315</td>
<td>-45.206</td>
</tr>
<tr>
<td>2</td>
<td>56</td>
<td>-0.00394</td>
<td>-13.545</td>
<td>-0.01283</td>
<td>-44.106</td>
</tr>
<tr>
<td>3</td>
<td>44</td>
<td>-0.00409</td>
<td>-14.060</td>
<td>-0.01270</td>
<td>-43.659</td>
</tr>
<tr>
<td>1, 2, 3</td>
<td>174</td>
<td>-0.00402</td>
<td>-13.820</td>
<td>-0.01292</td>
<td>-44.416</td>
</tr>
<tr>
<td>Ground Truth</td>
<td>86</td>
<td>-0.00393</td>
<td>-13.510</td>
<td>-0.01307</td>
<td>-44.931</td>
</tr>
<tr>
<td>1, 2, 3, GT</td>
<td>260</td>
<td>-0.00399</td>
<td>-13.717</td>
<td>-0.01294</td>
<td>-44.484</td>
</tr>
<tr>
<td>Operator-Derived</td>
<td>-0.00404</td>
<td>-13.889</td>
<td>-0.01303</td>
<td>-44.794</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.6. Estimated boresight misalignment vs. operator-derived values
To illustrate the difference between the three strips before and after the boresight misalignment correction was applied, Figure 5.3 shows LiDAR profiles – in fact, several profiles bundled together. The three LiDAR strips are color-coded, the difference in the displayed direction was originally about 40 m. However, this difference subsequently decreased to the decimeter level after applying the boresight misalignment correction (the discrepancy between the two arcs after the boresight correction is not a residual discrepancy; these are two different arcs behind each other).

Figure 5.3. LIDAR profiles before and after boresight correction
5.3. Test results of LiDAR QA/QC using the LiDAR-specific targets

To analyze the performance of the designed LiDAR-specific targets for LiDAR data QA/QC, data from two test flights were analyzed. The first flight that is analyzed here was aimed at infrastructure mapping of a transportation corridor using 15 pairs of targets that were placed symmetrically along the two sides of the road. The second test was a dedicated flight for investigating the target identification accuracy and the effect of targets on the improvement of LiDAR data accuracy for various LiDAR settings and target densities. Both areas were surveyed using an Optech ALTM 30/70 LiDAR system integrated with a POS/AV 510 system that was operated by the Ohio Department of Transportation with GPS reference stations within 30 km.

5.3.1. Test flight 1

Several LiDAR strips were flown over a 23 km long section of I-90 in Ashtabula, Ohio, in both directions. The flight parameters are shown in Table 5.7. To support the QA/QC of the data, 15 sets of LiDAR targets were placed symmetrically along the two sides of the road with an average distance of about 1,600 m between each pair of targets. The origins of the target circles were GPS-surveyed at a horizontal coordinate accuracy of 2 cm and a vertical accuracy of 3 cm. Both elevation and intensity data were collected to facilitate LiDAR target identification.

<table>
<thead>
<tr>
<th>Altitude (AGL)</th>
<th>~620 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scan Angle</td>
<td>14º</td>
</tr>
<tr>
<td>Pulse Rate</td>
<td>70 kHz</td>
</tr>
<tr>
<td>Scan Frequency</td>
<td>70 Hz</td>
</tr>
<tr>
<td>Point Density</td>
<td>5 pts/m²</td>
</tr>
<tr>
<td>Footprint Size</td>
<td>19 cm</td>
</tr>
</tbody>
</table>

Table 5.7. Ashtabula test flight parameters
The targets were automatically identified and positioned in all strips as described in section 4.2, and the errors found at the target locations were analyzed. Two overlapping strips flown in opposite directions were chosen for the detailed discussion here; the target locations in the two LiDAR strips are shown in Figure 5.4. The strip flown in the SW to NE direction is denoted as strip #1, and the strip flown in the opposite direction as strip #2. The strips flown along the road had a length of about 8.3 km and ideally they contained four targets on both sides of the road; however, due to the fluctuation of the overlap of the strips a couple of targets were missed from both strips.

As an example, Figures 5.5 (a) and 5.5 (c) depict the elevation and intensity data of a 3 m by 3 m area around target #108 in strip #1; the determined target circle position is shown in Figure 5.5 (b) (note the six scan lines intersecting the target surface). The intensity information creates a nice separation of the target points on the inner circle (with white coating – red points in Figure 5.5 (b)) and outer ring (with black coating – green points in Figure 5.5 (b)). It should be noted that in the figure only for better visualization, the elevation and intensity values of the LiDAR points are interpolated to a
grid, and are shown in gray-scale, but during the processing, the original LiDAR points (without interpolation) are used.

Figure 5.5. Target in elevation (a) and intensity data (c) and identified target circle (b)

Tables 5.8 (a) and 5.8 (b) contain the errors in the three coordinate directions found at the target locations in strip #1 and strip #2, respectively. The errors are the differences between the computed target coordinates from the LiDAR strip and their GPS-measured coordinates. The standard deviations of the computed LiDAR target center locations, shown in Table 5.8, are provided by the target identification algorithm. The horizontal position determination accuracies for all targets are within 10 cm; that is in good correspondence with the simulation results shown before (see Table 4.1.).
### Table 5.8. Errors at target locations with their standard deviations and residuals after applying a 3D similarity transformation to strip #1 (a) and strip #2 (b)

<table>
<thead>
<tr>
<th>Target ID</th>
<th>Error [m]</th>
<th>Standard Deviation [m]</th>
<th>Residual [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Easting</td>
<td>Northing</td>
<td>Elevation</td>
</tr>
<tr>
<td>107</td>
<td>-0.01</td>
<td>0.03</td>
<td>-0.18</td>
</tr>
<tr>
<td>108</td>
<td>0.05</td>
<td>-0.06</td>
<td>-0.06</td>
</tr>
<tr>
<td>308</td>
<td>0.05</td>
<td>-0.03</td>
<td>-0.07</td>
</tr>
<tr>
<td>109</td>
<td>0.13</td>
<td>0.00</td>
<td>-0.05</td>
</tr>
<tr>
<td>309</td>
<td>-0.02</td>
<td>0.00</td>
<td>-0.08</td>
</tr>
<tr>
<td>110</td>
<td>0.00</td>
<td>0.07</td>
<td>-0.05</td>
</tr>
<tr>
<td>310</td>
<td>0.01</td>
<td>-0.13</td>
<td>-0.06</td>
</tr>
</tbody>
</table>

(a) Mean 0.03 -0.02 -0.08
Std 0.05 0.06 0.05

<table>
<thead>
<tr>
<th>Target ID</th>
<th>Error [m]</th>
<th>Standard Deviation [m]</th>
<th>Residual [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Easting</td>
<td>Northing</td>
<td>Elevation</td>
</tr>
<tr>
<td>107</td>
<td>0.04</td>
<td>0.10</td>
<td>-0.11</td>
</tr>
<tr>
<td>108</td>
<td>0.01</td>
<td>-0.03</td>
<td>-0.13</td>
</tr>
<tr>
<td>109</td>
<td>-0.05</td>
<td>0.07</td>
<td>-0.16</td>
</tr>
<tr>
<td>110</td>
<td>0.10</td>
<td>-0.02</td>
<td>-0.12</td>
</tr>
<tr>
<td>310</td>
<td>-0.02</td>
<td>0.18</td>
<td>-0.17</td>
</tr>
</tbody>
</table>

Mean -0.02 0.06 -0.14
Std 0.06 0.09 0.03

(b) Mean 0.00 0.01 0.00
Std 0.05 0.06 0.03

Considering the LiDAR system and the flying height in this mapping project, based on the error propagation results, a horizontal standard deviation of about 10 cm and a vertical standard deviation of about 8 cm for point positioning can be expected. Although in strip #1 the vertical errors found are within the ± 8 cm range (except for one target), the fact that the errors have the same sign indicates a vertical bias in the strip. In the case of strip #2, the vertical shift is even more significant, about 14 cm. In general, the target coordinates fall below their GPS surveyed elevations in both strips. The found horizontal errors, however, cannot be considered significant since they fall below their standard deviation values, except for one or two targets. The detected errors show that the LiDAR data are of good quality, but by using the targets, the accuracy can be improved, especially the vertical accuracy, where a noticeable bias was detected.
After analyzing the results, a 3-dimensional similarity transformation, applied separately for both strips including all the targets, was found to be adequate for the correction. The last three columns of Tables 5.8 (a) and (b) list the residual errors at the targets after the transformation was applied. The residual errors are the differences between the target coordinates in the LiDAR strip after the strip transformation, and their GPS-measured coordinates. As expected, the horizontal coordinates did not change much at the targets where the detected differences were originally in the range of the horizontal coordinate determination accuracy. However, at a few targets where the determined errors were significant, an improvement was found. The transformation decreased the vertical differences significantly, and they are approximately in the range of the vertical accuracy of the determined target coordinates.

As an independent check of the accuracy improvement in road surface extraction achieved in this transportation corridor mapping project by using the targets, the elevation differences between road surface patches in the two overlapping strips were checked before and after the target-based correction of the strips. For this test two 5 m by 5 m road surface areas were selected from the overlapping area of the two strips; one was in the vicinity of target #109 (denoted Area #1) and the other one was halfway between target #110 and #310 (denoted Area #2). Table 5.9 shows the elevation differences between the two strips at the selected two road areas before and after applying the similarity transformation to the LiDAR strips separately. The elevation difference was determined by fitting a plane to the data. As illustrated by Table 5.9, applying the transformation based on the LiDAR targets, the achieved road surface extraction accuracy improvement is significant. For both road surface areas a similar magnitude of
improvement was found; the original 13-14 cm elevation difference of the road surfaces in the two strips decreased to the 4-5 cm level.

<table>
<thead>
<tr>
<th>Road Area</th>
<th>Elevation Difference [m]</th>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>-0.13</td>
<td>-0.04</td>
<td></td>
</tr>
<tr>
<td>#2</td>
<td>-0.14</td>
<td>-0.05</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.9. Elevation differences between strip#1 and strip#2 before and after transformation

5.3.2. Test flight 2

The second performance validation experience was a dedicated flight for testing the targets at different LiDAR point densities, pulse rates, scan frequency, scan angle settings, and the consistency of the errors in the LiDAR strips. The test area was located in Madison County, Ohio; a 7 km long section of US Route 40 was flown in both directions with a couple of cross strips using the same LiDAR system as in the first test, and both elevation and intensity data were collected. The flight parameters are shown in Table 5.10. For this test flight, again 15 pairs of LiDAR targets were placed symmetrically along the two sides of the road and the origins of the target circles were GPS-surveyed at a horizontal coordinate accuracy of 2 cm, while the vertical accuracy was 3 cm. To facilitate a more extensive analysis, the targets were placed much denser than in the case of the first test flight. With varying distance from each other, targets in the middle had an average spacing of 130 m, towards the end of the strips 500 m, and at the end 950 m, respectively; Figure 5.6 illustrates the LiDAR target locations in the measured strips.
<table>
<thead>
<tr>
<th><strong>Altitude (AGL)</strong></th>
<th>~700 m</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scan Angle</strong></td>
<td>10°, 20°</td>
</tr>
<tr>
<td><strong>Pulse Rate</strong></td>
<td>33, 50, 70 kHz</td>
</tr>
<tr>
<td><strong>Scan Frequency</strong></td>
<td>36-70 Hz</td>
</tr>
<tr>
<td><strong>Point Density</strong></td>
<td>Varying depending on settings</td>
</tr>
<tr>
<td><strong>Footprint Size</strong></td>
<td>21 cm</td>
</tr>
</tbody>
</table>

Table 5.10. Madison test flight parameters

Figure 5.6. LiDAR strips with target locations from test area 2

As a quality check of the data, all strips were automatically processed using the developed software and the errors found at the target locations were analyzed. For detailed discussion here, one strip flown with 70 kHz pulse rate, 70 Hz scan frequency, and 10 scan angle, and containing all 30 targets was selected. Table 5.11 shows the errors with their standard deviation values in the three coordinate directions at the target locations. To better illustrate the distribution of the errors within the strip, the horizontal and vertical components of the errors are also visualized in Figures 5.7 (a) with arrows, and 5.7 (c) with circles, respectively. Please note that a different scale was applied for the two components and for the visualization of the LiDAR strip; the radii of the circles in
Figure 5.7 (c) represent the vertical error magnitude. As Table 5.11 shows, the determined horizontal position errors cannot be considered significant as for most of the targets they are within their standard deviation values, although, by looking at Figure 5.7 (a) and the mean value of the errors found at the target locations, it is noticeable that most of the errors seem to point in a similar direction, which may indicate a small horizontal bias in the strip. However, there is a significant vertical bias, which is consistent for all the targets; they appear to be about 20 cm lower in the LiDAR data than their GPS surveyed coordinates. After analyzing these errors, it is difficult to conclude whether there is or there is not a horizontal bias in the strip, since there could be a bias less than 10 cm horizontally (as suggested in Figure 5.7 (a)), but due to the horizontal positioning limitations, it cannot be reliably detected, while any vertical error larger than 2-3 cm can be detected using the targets.

The 3-dimensional similarity transformation applied to the strip was again found to be adequate to correct for the errors found in this LiDAR strip. More details can be found in (Csanyi and Toth, 2007). The last three columns of Table 5.11 illustrate the residual coordinate errors after the transformation, as visualized in Figures 5.7 (b) and (d). The horizontal errors changed only in terms that after the transformation they do not seem to point in any common direction, and the magnitude of the errors was reduced. However, the mean value of the vertical errors changed significantly; it decreased to zero and the standard deviation corresponds to the vertical target position determination accuracy.
<table>
<thead>
<tr>
<th>Target ID</th>
<th>Error [m]</th>
<th>Standard Deviation [m]</th>
<th>Residual [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Easting</td>
<td>Northing</td>
<td>Elevation</td>
</tr>
<tr>
<td>100</td>
<td>0.09</td>
<td>-0.03</td>
<td>-0.22</td>
</tr>
<tr>
<td>200</td>
<td>0.11</td>
<td>0.10</td>
<td>-0.18</td>
</tr>
<tr>
<td>101</td>
<td>0.14</td>
<td>0.00</td>
<td>-0.20</td>
</tr>
<tr>
<td>201</td>
<td>-0.05</td>
<td>0.02</td>
<td>-0.19</td>
</tr>
<tr>
<td>102</td>
<td>0.05</td>
<td>0.00</td>
<td>-0.20</td>
</tr>
<tr>
<td>202</td>
<td>0.06</td>
<td>0.02</td>
<td>-0.20</td>
</tr>
<tr>
<td>103</td>
<td>0.10</td>
<td>-0.02</td>
<td>-0.20</td>
</tr>
<tr>
<td>203</td>
<td>0.08</td>
<td>0.01</td>
<td>-0.19</td>
</tr>
<tr>
<td>104</td>
<td>0.14</td>
<td>0.00</td>
<td>-0.22</td>
</tr>
<tr>
<td>204</td>
<td>0.03</td>
<td>0.08</td>
<td>-0.22</td>
</tr>
<tr>
<td>105</td>
<td>0.19</td>
<td>-0.02</td>
<td>-0.19</td>
</tr>
<tr>
<td>205</td>
<td>0.03</td>
<td>-0.04</td>
<td>-0.21</td>
</tr>
<tr>
<td>106</td>
<td>0.07</td>
<td>0.01</td>
<td>-0.20</td>
</tr>
<tr>
<td>206</td>
<td>0.03</td>
<td>0.10</td>
<td>-0.20</td>
</tr>
<tr>
<td>107</td>
<td>0.07</td>
<td>-0.03</td>
<td>-0.23</td>
</tr>
<tr>
<td>207</td>
<td>0.01</td>
<td>0.06</td>
<td>-0.20</td>
</tr>
<tr>
<td>108</td>
<td>0.11</td>
<td>-0.03</td>
<td>-0.19</td>
</tr>
<tr>
<td>208</td>
<td>0.00</td>
<td>0.07</td>
<td>-0.22</td>
</tr>
<tr>
<td>109</td>
<td>0.11</td>
<td>-0.02</td>
<td>-0.22</td>
</tr>
<tr>
<td>209</td>
<td>0.09</td>
<td>0.09</td>
<td>-0.21</td>
</tr>
<tr>
<td>110</td>
<td>0.03</td>
<td>-0.03</td>
<td>-0.21</td>
</tr>
<tr>
<td>210</td>
<td>0.07</td>
<td>0.05</td>
<td>-0.21</td>
</tr>
<tr>
<td>111</td>
<td>0.15</td>
<td>0.00</td>
<td>-0.23</td>
</tr>
<tr>
<td>211</td>
<td>0.03</td>
<td>0.04</td>
<td>-0.20</td>
</tr>
<tr>
<td>112</td>
<td>0.06</td>
<td>-0.03</td>
<td>-0.21</td>
</tr>
<tr>
<td>212</td>
<td>0.02</td>
<td>0.07</td>
<td>-0.18</td>
</tr>
<tr>
<td>113</td>
<td>0.15</td>
<td>0.01</td>
<td>-0.19</td>
</tr>
<tr>
<td>213</td>
<td>0.06</td>
<td>0.10</td>
<td>-0.19</td>
</tr>
<tr>
<td>114</td>
<td>0.20</td>
<td>0.01</td>
<td>-0.15</td>
</tr>
<tr>
<td>214</td>
<td>0.10</td>
<td>0.16</td>
<td>-0.19</td>
</tr>
<tr>
<td>Mean</td>
<td>0.08</td>
<td>0.03</td>
<td>-0.20</td>
</tr>
<tr>
<td>Std</td>
<td>0.06</td>
<td>0.05</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Table 5.11. Errors at target locations with their standard deviations and residuals after applying a 3D similarity transformation
(a) Horizontal errors at targets

(b) Horizontal residuals after applying a 3D similarity transformation

(c) Vertical errors at targets

(d) Vertical residuals after applying a 3D similarity transformation

Figure 5.7. Errors and residuals at targets before and after applying a 3D similarity transformation

All strips were similarly processed and analyzed. Table 5.12 summarizes the average vertical errors detected in each strip, together with the standard deviation values, as calculated from the vertical errors found at all identified targets in each strip.
<table>
<thead>
<tr>
<th>Strip ID</th>
<th>PRF [kHz]</th>
<th>Scan Freq [Hz]</th>
<th>Scan Angle [deg]</th>
<th>Point Density [pts/m²]</th>
<th>Mean Target Elevation Difference [m]</th>
<th>Std Elevation Difference [m]</th>
<th>Number of Targets in Strip</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>70</td>
<td>70</td>
<td>10</td>
<td>7.7</td>
<td>-0.20</td>
<td>0.02</td>
<td>30</td>
</tr>
<tr>
<td>2b</td>
<td>70</td>
<td>70</td>
<td>10</td>
<td>7.7</td>
<td>-0.20</td>
<td>0.02</td>
<td>30</td>
</tr>
<tr>
<td>4b</td>
<td>70</td>
<td>70</td>
<td>10</td>
<td>7.9</td>
<td>-0.11</td>
<td>0.01</td>
<td>29</td>
</tr>
<tr>
<td>5b</td>
<td>70</td>
<td>70</td>
<td>10</td>
<td>8.9</td>
<td>-0.13</td>
<td>N/A</td>
<td>2</td>
</tr>
<tr>
<td>8b</td>
<td>70</td>
<td>70</td>
<td>10</td>
<td>7.2</td>
<td>-0.15</td>
<td>N/A</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>70</td>
<td>50</td>
<td>20</td>
<td>4.2</td>
<td>-0.12</td>
<td>0.02</td>
<td>29</td>
</tr>
<tr>
<td>8</td>
<td>70</td>
<td>50</td>
<td>20</td>
<td>4.2</td>
<td>-0.12</td>
<td>0.01</td>
<td>25</td>
</tr>
<tr>
<td>15</td>
<td>70</td>
<td>50</td>
<td>20</td>
<td>3.7</td>
<td>-0.11</td>
<td>0.03</td>
<td>3</td>
</tr>
<tr>
<td>19</td>
<td>70</td>
<td>50</td>
<td>20</td>
<td>4.7</td>
<td>-0.13</td>
<td>0.02</td>
<td>4</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>50</td>
<td>63</td>
<td>10</td>
<td>5.6</td>
<td>-0.10</td>
<td>0.02</td>
<td>28</td>
</tr>
<tr>
<td>18</td>
<td>50</td>
<td>63</td>
<td>10</td>
<td>5.8</td>
<td>-0.10</td>
<td>N/A</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>44</td>
<td>20</td>
<td>3.2</td>
<td>-0.12</td>
<td>0.02</td>
<td>19</td>
</tr>
<tr>
<td>13</td>
<td>50</td>
<td>44</td>
<td>20</td>
<td>3.0</td>
<td>-0.10</td>
<td>0.02</td>
<td>22</td>
</tr>
<tr>
<td>14</td>
<td>50</td>
<td>44</td>
<td>20</td>
<td>3.0</td>
<td>-0.07</td>
<td>0.02</td>
<td>20</td>
</tr>
<tr>
<td>17</td>
<td>50</td>
<td>44</td>
<td>20</td>
<td>2.8</td>
<td>-0.08</td>
<td>N/A</td>
<td>2</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>33</td>
<td>51</td>
<td>10</td>
<td>3.8</td>
<td>-0.05</td>
<td>0.02</td>
<td>23</td>
</tr>
<tr>
<td>5</td>
<td>33</td>
<td>51</td>
<td>10</td>
<td>3.4</td>
<td>-0.03</td>
<td>0.02</td>
<td>19</td>
</tr>
<tr>
<td>12</td>
<td>33</td>
<td>51</td>
<td>10</td>
<td>4.3</td>
<td>0.00</td>
<td>0.02</td>
<td>27</td>
</tr>
<tr>
<td>9</td>
<td>33</td>
<td>36</td>
<td>20</td>
<td>1.8</td>
<td>-0.06</td>
<td>0.01</td>
<td>11</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.12. Mean vertical target elevation errors in the different Madison strips

The horizontal errors were found to be within their standard deviation values, and therefore are not listed here. The standard deviation values of the found average target elevation errors within each strip are 1-3 cm, which indicates that the errors found at the target locations are consistent within each strip. Table 5.12 also shows the actual LiDAR settings for the strips, pulse rate, scan frequency, scan angle, point density, and the number of targets found in each strip. It should be mentioned here that strips containing only 2-4 targets were the cross-strips, as illustrated in Figure 5.6. The strips are grouped by the pulse repetition frequency, since a noticeable relationship was found between the
pulse rate frequency setting for the strips and the mean elevation error found at the targets. A more detailed analysis of this can be found in (Csanyi and Toth, 2006).

5.3.3. Discussion

After analyzing the two test flights and finding very similar biases in both datasets, the data processing was carefully reviewed to find the possible causes of the consistent vertical biases that were seen in both datasets. The analysis revealed a remaining bias in the reflectance-based calibration of the LiDAR system (see Section 2.2.1.4 about this effect); for more details, refer to (Csanyi and Toth, 2006). Furthermore, a transformation error was also found that affected the vertical coordinates of the LiDAR points; this was caused by the use of an external commercial transformation software that applied transformation formulas incorrectly. Since then this problem has been resolved.

5.4. Applying the Fourier series-based method for modeling LiDAR profiles and surfaces

The presented Fourier series-based surface modeling method has been tested on LiDAR data in both 1D for modeling LiDAR profiles, and in 2D for modeling LiDAR surfaces with varying point densities, point distributions, and terrain characteristics. Some of the test results are shown in the following.

5.4.1. Modeling LiDAR profiles

The test profiles shown in Figure 5.8 were selected from various LiDAR surveys with varying point densities; the LiDAR points are marked with red and the reconstructed profile is shown in green. The first two profiles, $a$ and $b$, have relatively high point
densities, profile $c$ has somewhat lower, and profiles $d$, $e$, and $f$ have really low point densities. The profiles were selected such that they represent various terrain characteristics. Each profile has a main trend, which is modeled by a first order polynomial. Profiles $a$ and $b$ represent rough terrain, while figures $d$ and $e$ represent a smoother but characteristic terrain profile; figure $c$ illustrates a terrain profile that is smooth, but has sudden elevation change, and profile $f$ shows a moderately changing terrain with a peak. Please notice that the scale of the figures varies.
The main trend in each case was modeled by a first order polynomial while the local variations were modeled by a properly selected number of Fourier harmonics. It should be emphasized that the Fourier series coefficients and the polynomial coefficients were estimated simultaneously in a one-step least-squares adjustment. The length of the selected profiles varies, and the fundamental wavelength of the Fourier series was chosen to be the length of the profile in each case. The number of Fourier harmonics was selected based on the surface characteristics and the number of LiDAR points. Obviously, perfect fit of the model to the LiDAR points could be obtained by calculating the series until the maximum number of harmonics that is possible in view of the number of LiDAR points. Due to the irregular point distribution in this case, however, the series would contain waves that have higher frequencies than the highest frequency component that the sample can describe (Nyquist frequency), and therefore, it could result in a wavy appearance of the profile between the LiDAR points. Therefore, the number of harmonics...
has to be chosen carefully keeping in mind the Sampling Theorem. Table 5.13 summarizes the numerical details of the profile approximations. The number of harmonics was the largest for profiles \( a \) and \( b \), representing rough terrain, while for smoother terrain it was chosen to be smaller. The table also shows the point density and number of LiDAR points for each profile, and the root mean squared difference (RMS) of the fitted model.

<table>
<thead>
<tr>
<th>Profile ID</th>
<th>Point density [pts/m]</th>
<th>Number of points</th>
<th>Polynomial order</th>
<th>Fourier harmonics</th>
<th>No. of parameters</th>
<th>RMS [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>1.51</td>
<td>64</td>
<td>1</td>
<td>30</td>
<td>62</td>
<td>0.01</td>
</tr>
<tr>
<td>b</td>
<td>1.53</td>
<td>115</td>
<td>1</td>
<td>40</td>
<td>82</td>
<td>0.02</td>
</tr>
<tr>
<td>c</td>
<td>0.91</td>
<td>34</td>
<td>1</td>
<td>10</td>
<td>22</td>
<td>0.02</td>
</tr>
<tr>
<td>d</td>
<td>0.45</td>
<td>59</td>
<td>1</td>
<td>20</td>
<td>42</td>
<td>0.01</td>
</tr>
<tr>
<td>e</td>
<td>0.43</td>
<td>61</td>
<td>1</td>
<td>20</td>
<td>42</td>
<td>0.01</td>
</tr>
<tr>
<td>f</td>
<td>0.43</td>
<td>58</td>
<td>1</td>
<td>25</td>
<td>52</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 5.13. Performance statistics of profile modeling

The performance of the method can be characterized by the RMS values calculated from the differences between the measured and interpolated values at the LiDAR points, as well as by how the interpolated profile behaves between the LiDAR points. As the table illustrates, the RMS values were in the level of 1-2 cm, well within the 10 cm vertical accuracy of the LiDAR points for each profile. There was no such LiDAR point for any profile where the difference between the measured and interpolated value is larger than 10 cm. It can also be seen in Figure 5.8, that the model nicely follows the measured LiDAR points even in the case of rough terrain characteristics. These test results show that the 1D Fourier series, extended with first order polynomial, is a powerful method for modeling LiDAR profiles or any kind of trajectories when the number of harmonics is chosen carefully based on the terrain characteristics and
satisfying the Nyquist criterion. The calculation of the Fourier series coefficients is not very computation intensive in the 1D case; the number of coefficients is in linear relation with the selected number of harmonics and the order of the polynomial.

5.4.3. Modeling LiDAR surfaces

To illustrate the performance of the presented Fourier series-based surface modeling method for modeling LiDAR surfaces, six areas were selected from different LiDAR surveys with varying point densities, point distributions, and terrain characteristics. The size of the areas selected is between 30 m by 30 m and 50 m by 50 m, and the surfaces are shown in Figures 5.9 (a)-(f). The LiDAR points are shown in red, and the modeled surfaces are color-coded and shaded according to their elevation.
The main trend of the surfaces was modeled by a polynomial, properly choosing the polynomial order based on the complexity of the trend. The fundamental frequencies of
the Fourier series in both \( x \) and \( y \) directions were chosen to be the length of the surface patch in \( x \) and \( y \) directions, respectively. The number of Fourier harmonics in \( x \) and \( y \) coordinate directions were chosen based on the terrain characteristics and the LiDAR point distribution. Table 5.14 illustrates the chosen number of Fourier harmonics and polynomial order, together with the LiDAR point densities, the number of LiDAR points, and the same statistics as in the 1D case before.

<table>
<thead>
<tr>
<th>Surface ID</th>
<th>Point density [pts/m(^2)]</th>
<th>Number of Points ( n )</th>
<th>Polynomial order</th>
<th>Fourier harmonics ( l_1, l_2 )</th>
<th>No. of Parameters ( m )</th>
<th>RMS [m]</th>
<th>No. of Points diff &gt; 0.1</th>
<th>Diff &gt; 0.1 [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0.3</td>
<td>463</td>
<td>2</td>
<td>5 5</td>
<td>6+120</td>
<td>0.03</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>b</td>
<td>1.3</td>
<td>981</td>
<td>2</td>
<td>3 7</td>
<td>6+104</td>
<td>0.03</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>c</td>
<td>0.5</td>
<td>1185</td>
<td>2</td>
<td>7 7</td>
<td>6+224</td>
<td>0.03</td>
<td>2</td>
<td>0.17</td>
</tr>
<tr>
<td>d</td>
<td>0.5</td>
<td>484</td>
<td>3</td>
<td>4 7</td>
<td>10+134</td>
<td>0.03</td>
<td>4</td>
<td>0.83</td>
</tr>
<tr>
<td>e</td>
<td>3.5</td>
<td>3507</td>
<td>2</td>
<td>3 7</td>
<td>6+132</td>
<td>0.02</td>
<td>2</td>
<td>0.06</td>
</tr>
<tr>
<td>f</td>
<td>2.0</td>
<td>815</td>
<td>3</td>
<td>5 9</td>
<td>10+208</td>
<td>0.03</td>
<td>16</td>
<td>1.96</td>
</tr>
</tbody>
</table>

Table 5.14. Performance statistics of surface modeling

Surface \( a \) represents smoothly rolling terrain with a few small hills in it, and has low point density, approximately equal in the scan and flying direction; therefore, an equal number of Fourier harmonics was calculated in \( x \) and \( y \) coordinate directions. Figure 5.9 (b) shows a surface with more significant elevation change and much higher point density in scan direction than in flying direction. To accommodate to this difference in point densities in the two coordinate directions, much more harmonics were calculated in \( y \) direction than in \( x \) direction as shown in the table. This surface is a very good example of the advantage of the presented surface modeling method since, in contrast to other interpolation methods, it produces a natural, smooth model of the terrain, even in the direction of the low point density, provided that the number of harmonics is chosen properly. The surface in Figure 5.9 (c) has an approximately equal point density in both
scan and flying directions, and it represents rough, very hilly terrain; therefore, the same large number of harmonics was calculated in both coordinate directions, which together with a second order polynomial describe the surface well. Surface \(d\) represents terrain with sudden elevation change, and has a lower point density in the flying direction, as compared to the scan direction; the order of the polynomial and the number of harmonics were chosen accordingly. Surface \(e\) represents a typical highway segment with very high LiDAR point density. To accommodate to the characteristics of the surface, a much higher number of harmonics was selected to model the surface changes in the \(y\) direction (across the road) than in \(x\) direction (along the road). The proposed method is very efficient in representing surfaces such as this highway segment. Figure 5.9 (f) represents a ditch with a small discontinuity (a LiDAR ground target in it). These types of surfaces are not well-modeled by the proposed method because of the small discontinuity represented by the LiDAR target in the ditch. In this case, despite of the large number of harmonics calculated, there are a number of points around the discontinuity where the discrepancy between the measured and interpolated values is larger than 10 cm – this is caused by the Gibbs’ phenomenon, as mentioned in Chapter 4.3.

In summary, the RMS values are about 3 cm for all the surfaces shown here, illustrating that the presented Fourier series-based surface modeling method is a powerful method to model surfaces with varying terrain characteristics when the number of Fourier harmonics and the order of the polynomial is selected carefully, considering both the terrain characteristics and the point densities in the two coordinate directions. However, the method is not well suited for modeling discontinuities in the surface.
CHAPTER 6
SUMMARY, CONTRIBUTION, AND FUTURE RECOMMENDATIONS

6.1. Summary and contributions

This dissertation was intended to fill the voids in comprehensive accuracy assessment of the state-of-the-art airborne mobile mapping systems that are supported by direct georeferencing. The discussion was concerned with airborne LiDAR and digital camera systems, medium- and large-format digital cameras, in particular. The effects of the various error sources were analyzed both individually, and a comprehensive accuracy assessment tool was developed that considers all the major potential error sources. Consequently, a reliable assessment of the achievable point positioning accuracy for the state-of-the-art LiDAR and digital camera systems could be obtained.

The first part of the dissertation provided an overview and detailed individual analysis of the major potential error sources that affect the point positioning accuracy of these two types of mobile mapping systems. The purpose of this analysis is to show the individual contribution of each error source to the overall error budget and how flight parameters and other factors influence it. The effect of both bias errors and random errors were analyzed and error formulas and figures illustrated the effect of each error source on the point positioning accuracy. This section can be used as reference for data analysis in case
any bias error is found in the data; the individual analysis plots and analytical formulas can help determine the possible causes of the error.

The comprehensive analysis of the achievable point positioning precision considered all the major error sources with full dispersion matrix of the errors (if available) via rigorous analytical derivations using the law of error propagation. For this analysis, a well-calibrated system was assumed with known precision of the calibrated parameters; furthermore, it was assumed that the survey is carefully planned and implemented to avoid bias errors. Therefore, in the analytical derivations only random errors were considered. However, in case that the system is known to have a bias with known magnitude, its effect can also be considered using the results of the analysis on bias errors in the first part of the dissertation; this bias (squared) can then be added to the derived variance from the random error propagation, and the MSE of point positioning can be determined.

For LiDAR systems, the error propagation is based on the LiDAR equation. In the photogrammetric community space intersection based on overlapping images has typically been computed with least-squares adjustment within a Gauss-Markov model. However, this model does not consider the available information on the precision of the various random variables in the collinearity equations, only the errors in the image coordinate measurements. Therefore, as an additional contribution, in this dissertation a more suitable model, namely, the Gauss-Helmert model that allows the consideration of the full dispersion matrix of the various random error sources that influence the point positioning accuracy, was implemented and analyzed. It has been tested and compared with the usual Gauss-Markov model-based solution, and it has been shown to improve
the precision of the intersected point coordinates; furthermore, it also greatly facilities the accuracy assessment as compared to the usual model.

The derived formulas can be used as a tool to assess the achievable point positioning precision with any system, operated at various flight parameters. For both LiDAR and camera systems, examples were presented for typical systems with IMU systems of various grade to show the typically achievable point positioning precision. These figures can be used as guidelines for designing a multi-sensor system for data acquisition. Furthermore, other useful analysis tools have also been developed, such as accuracy analysis bar charts and performance metrics to further help in system design and flight planning. The bar charts can be used as a tool to determine what error sources should be minimized depending on the system and flight parameters in order to effectively improve the point positioning accuracy. The easy-to-use performance metrics were developed to facilitate the selection of the right system for the desired mapping accuracy, and to help the flight planning, e.g. by selecting optimal flight parameters with a given system to achieve the desired point positioning accuracy.

Besides the accuracy analysis, in the third part of the dissertation various methods were also introduced to improve the accuracy of specific components of the overall error budget and consequently, the point positioning accuracy. For example, a solution to a specific calibration problem, namely, a LiDAR boresight misalignment calibration algorithm was proposed and tested, and an optimal ground control target design and methodology for LiDAR data for QA/QC purposes was discussed. Furthermore, as a supporting component for the LiDAR boresight misalignment calibration algorithm and
for other tasks, a Fourier series-based surface modeling method was also implemented and tested.

A software toolbox has been developed to implement the accuracy assessment and analysis tools that can be used in system design and flight planning to achieve the desired point positioning accuracy for both LiDAR and digital camera systems. The software toolbox also includes the implementation of the proposed LiDAR boresight misalignment calibration method and the LiDAR target processing for QA/QC of LiDAR data. Some of the Matlab programs are shown in Appendix B.

6.2. Future recommendations

In this dissertation the Gauss-Helmert Model was implemented for space intersection of overlapping images, and was shown to result in an improvement in point positioning precision, as compared to the usual Gauss-Markov Model-based LESS. The Total Least-Squares (TLS) adjustment method allows the proper handling of errors in all variables. Therefore, in the future, it would be desirable to implement the Weighted Total Least-Squares (WTLS) adjustment for space intersection using overlapping imagery and analyze whether WTLS would introduce further improvement in point positioning precision, as compared to the Gauss-Helmert Model-based space intersection results. The Weighted Total Least-Squares is still under investigation and not fully solved (Golub and von Loan, 1980; Schaffrin, 2006; Schaffrin and Felus, 2005), especially the case of the Weighted Total Least-Squares with a general weight matrix.

The analytical derivations via the law of error propagation shown in this dissertation provide the covariance matrix of the determined points on the ground. It has to be
emphasized, however, that the random errors of the neighboring points will be correlated with each other, which should be further analyzed. This is especially the case for intersected stereo points since the neighboring intersected points were determined based on the same two images, and therefore, they are all affected by the same errors in the exterior orientation, camera calibration and boresight misalignment calibration parameters, although they are affected by different image coordinate measurement errors.

The case of LiDAR points is quite different since each point has its own exterior orientation parameters. However, due to the way the navigation parameters are determined in Kalman filtering, even if we consider that the GPS measurements will decorrelate the solution typically every 1 second (depending on the GPS sampling rate), in between two GPS updates the solution of each epoch depends on the previous epoch solution via the prediction step; therefore, they are correlated to a certain extent. This means that for example, at a 90 m/s aircraft velocity, the errors in the coordinates of the LiDAR points within a 90 m long section of the LiDAR strip will be correlated with each other. In case of stereo images, however, considering that in practice the two image exposures are typically separated by at least one second, we do not have to consider this effect.

Furthermore, in the GPS community the epoch-by-epoch double difference solution for a kinematic dataset is generally accepted to be uncorrelated on the epoch-by-epoch basis. However, if we consider that between two epochs the GPS constellation does not change significantly, it is obvious that this assumption is somewhat optimistic since there could be some level of correlation between epochs. Therefore, future research should focus on the more realistic determination of this effect. As it was mentioned in Chapter
3.2, however, neglecting an existing correlation between the exterior orientation parameters of two overlapping images will only lead to more pessimistic results in the estimated point positioning accuracy as a positive correlation will decrease the standard deviation of the intersected stereo point coordinates, especially that of the vertical coordinates. Therefore, with the assumption of no time correlation, one does not underestimate the errors in point positioning.

Finally, this dissertation was concerned with the performance analysis of airborne LiDAR and digital camera systems supported by direct georeferencing. In the future, a similar analysis would be desirable for IfSAR (Interferometric Synthetic Aperture Radar) systems that are also widely used systems in the mapping community.
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APPENDIX A

ACCURACY TABLES
## LiDAR accuracy tables

<table>
<thead>
<tr>
<th>$H$ [m]</th>
<th>$\sigma_{XY}$ [m]</th>
<th>$\sigma_{\omega\phi}$ [arcsec]</th>
<th>$\beta$ [deg]</th>
<th>$\sigma_X$ [m]</th>
<th>$\sigma_Y$ [m]</th>
<th>$\sigma_Z$ [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0.07</td>
<td>0.07</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.08</td>
<td>0.08</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>0.08</td>
<td>0.08</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>0.09</td>
<td>0.09</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.10</td>
<td>0.09</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>0.11</td>
<td>0.11</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.12</td>
<td>0.11</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.09</td>
<td>0.09</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>0.09</td>
<td>0.09</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>0.10</td>
<td>0.10</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.11</td>
<td>0.10</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>0.12</td>
<td>0.12</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.13</td>
<td>0.12</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0.12</td>
<td>0.12</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.12</td>
<td>0.12</td>
<td>0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>0.12</td>
<td>0.13</td>
<td>0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.13</td>
<td>0.13</td>
<td>0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>0.13</td>
<td>0.13</td>
<td>0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.14</td>
<td>0.13</td>
<td>0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.16</td>
<td>0.15</td>
<td>0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0.16</td>
<td>0.16</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.17</td>
<td>0.17</td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>0.17</td>
<td>0.17</td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.17</td>
<td>0.17</td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>0.17</td>
<td>0.17</td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.18</td>
<td>0.17</td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>0.18</td>
<td>0.18</td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.19</td>
<td>0.19</td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. LiDAR accuracy table for $H=600$ m
<table>
<thead>
<tr>
<th>$H$ [m]</th>
<th>$\sigma_{XY}$ [m]</th>
<th>$\sigma_{\phi\varphi}$ [arcsec]</th>
<th>$\beta$ [deg]</th>
<th>$\sigma_X$ [m]</th>
<th>$\sigma_Y$ [m]</th>
<th>$\sigma_Z$ [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>10</td>
<td>0</td>
<td>0.17</td>
<td>0.17</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.18</td>
<td>0.18</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.21</td>
<td>0.20</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.21</td>
<td>0.21</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.23</td>
<td>0.22</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.26</td>
<td>0.27</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.30</td>
<td>0.27</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>0</td>
<td>0.17</td>
<td>0.18</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.19</td>
<td>0.19</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.21</td>
<td>0.20</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.21</td>
<td>0.22</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.24</td>
<td>0.22</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.27</td>
<td>0.27</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.30</td>
<td>0.28</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>10</td>
<td>0</td>
<td>0.19</td>
<td>0.20</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.21</td>
<td>0.20</td>
<td>0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.21</td>
<td>0.21</td>
<td>0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.23</td>
<td>0.22</td>
<td>0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.23</td>
<td>0.23</td>
<td>0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.25</td>
<td>0.24</td>
<td>0.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.28</td>
<td>0.28</td>
<td>0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.31</td>
<td>0.29</td>
<td>0.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>10</td>
<td>0</td>
<td>0.22</td>
<td>0.23</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.24</td>
<td>0.23</td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.25</td>
<td>0.25</td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.28</td>
<td>0.26</td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.30</td>
<td>0.31</td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.33</td>
<td>0.31</td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. LiDAR accuracy table for $H=1500$ m
<table>
<thead>
<tr>
<th>$H$ [m]</th>
<th>$\sigma_{XY}$ [m]</th>
<th>$\sigma_{\phi\theta}$ [arcsec]</th>
<th>$\beta$ [deg]</th>
<th>$\sigma_X$ [m]</th>
<th>$\sigma_Y$ [m]</th>
<th>$\sigma_Z$ [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>10</td>
<td>0</td>
<td>0.33</td>
<td>0.34</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.37</td>
<td>0.35</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>0</td>
<td>0.34</td>
<td>0.34</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.37</td>
<td>0.36</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>10</td>
<td>0</td>
<td>0.35</td>
<td>0.35</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.38</td>
<td>0.37</td>
<td>0.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>10</td>
<td>0</td>
<td>0.36</td>
<td>0.37</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.40</td>
<td>0.38</td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. LiDAR accuracy table for $H=3000$ m
<table>
<thead>
<tr>
<th>$H$ [m]</th>
<th>$\sigma_{XY}$ [m]</th>
<th>$\sigma_{\omega\rho}$ [arcsec]</th>
<th>$\beta$ [deg]</th>
<th>$\sigma_X$ [m]</th>
<th>$\sigma_Y$ [m]</th>
<th>$\sigma_Z$ [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>10</td>
<td>0</td>
<td>0.66</td>
<td>0.68</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0</td>
<td>0.73</td>
<td>0.71</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0</td>
<td>0.74</td>
<td>0.75</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0</td>
<td>0.82</td>
<td>0.78</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0</td>
<td>0.83</td>
<td>0.85</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.92</td>
<td>0.87</td>
<td>0.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0</td>
<td>1.06</td>
<td>1.07</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>1.19</td>
<td>1.08</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>0</td>
<td>0.66</td>
<td>0.68</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0</td>
<td>0.73</td>
<td>0.71</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0</td>
<td>0.74</td>
<td>0.75</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0</td>
<td>0.82</td>
<td>0.78</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0</td>
<td>0.83</td>
<td>0.85</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>0.93</td>
<td>0.87</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>1.05</td>
<td>1.07</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>1.19</td>
<td>1.09</td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>10</td>
<td>0</td>
<td>0.67</td>
<td>0.69</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.74</td>
<td>0.71</td>
<td>0.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0</td>
<td>0.75</td>
<td>0.76</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>0.83</td>
<td>0.79</td>
<td>0.21</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>0.84</td>
<td>0.85</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>0.94</td>
<td>0.87</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>1.06</td>
<td>1.07</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>1.19</td>
<td>1.09</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>10</td>
<td>0</td>
<td>0.68</td>
<td>0.69</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>0.75</td>
<td>0.72</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>0.75</td>
<td>0.76</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>0.83</td>
<td>0.79</td>
<td>0.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>0.94</td>
<td>0.88</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>1.07</td>
<td>1.08</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>1.20</td>
<td>1.10</td>
<td>0.34</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. LiDAR accuracy table for $H=6000$ m
Accuracy tables – medium-format camera

<table>
<thead>
<tr>
<th>$H$ [m]</th>
<th>$\sigma_{XY}$ [m]</th>
<th>$\sigma_{\omega\varphi}$ [arcsec]</th>
<th>$\sigma_X$ [m]</th>
<th>$\sigma_Y$ [m]</th>
<th>$\sigma_Z$ [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>10</td>
<td>0.09</td>
<td>0.12</td>
<td>0.38</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.09</td>
<td>0.13</td>
<td>0.43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.11</td>
<td>0.16</td>
<td>0.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.13</td>
<td>0.20</td>
<td>0.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>0.10</td>
<td>0.14</td>
<td>0.46</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.10</td>
<td>0.15</td>
<td>0.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.12</td>
<td>0.17</td>
<td>0.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.14</td>
<td>0.21</td>
<td>0.69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>10</td>
<td>0.13</td>
<td>0.20</td>
<td>0.67</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.14</td>
<td>0.21</td>
<td>0.70</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.15</td>
<td>0.22</td>
<td>0.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.17</td>
<td>0.25</td>
<td>0.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>10</td>
<td>0.17</td>
<td>0.27</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.18</td>
<td>0.27</td>
<td>0.94</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.19</td>
<td>0.29</td>
<td>0.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.20</td>
<td>0.31</td>
<td>1.06</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Medium-format camera accuracy table for $H=600$ m
Table 6. Medium-format camera accuracy table for H=1500 m

<table>
<thead>
<tr>
<th>$H$ [m]</th>
<th>$\sigma_{XY}$ [m]</th>
<th>$\sigma_{\omega\rho}$ [arcsec]</th>
<th>$\sigma_X$ [m]</th>
<th>$\sigma_Y$ [m]</th>
<th>$\sigma_Z$ [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>0.21</td>
<td>0.29</td>
<td>0.91</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>0.21</td>
<td>0.30</td>
<td>0.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>0.23</td>
<td>0.33</td>
<td>1.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>0.26</td>
<td>0.38</td>
<td>1.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.23</td>
<td>0.33</td>
<td>1.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.27</td>
<td>0.38</td>
<td>1.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.33</td>
<td>0.49</td>
<td>1.59</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.23</td>
<td>0.33</td>
<td>1.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.28</td>
<td>0.39</td>
<td>1.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.33</td>
<td>0.49</td>
<td>1.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>0.23</td>
<td>0.33</td>
<td>1.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.25</td>
<td>0.36</td>
<td>1.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.29</td>
<td>0.42</td>
<td>1.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.35</td>
<td>0.51</td>
<td>1.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>0.26</td>
<td>0.38</td>
<td>1.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.27</td>
<td>0.40</td>
<td>1.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.31</td>
<td>0.45</td>
<td>1.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.36</td>
<td>0.54</td>
<td>1.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H$ [m]</td>
<td>$\sigma_{XY}$ [m]</td>
<td>$\sigma_{\omega \rho}$ [arcsec]</td>
<td>$\sigma_X$ [m]</td>
<td>$\sigma_Y$ [m]</td>
<td>$\sigma_Z$ [m]</td>
</tr>
<tr>
<td>--------</td>
<td>------------------</td>
<td>-------------------------------</td>
<td>--------------</td>
<td>--------------</td>
<td>--------------</td>
</tr>
<tr>
<td>0.02</td>
<td>10</td>
<td>0.42</td>
<td>0.58</td>
<td>1.82</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>0.46</td>
<td>0.65</td>
<td>2.08</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td></td>
<td>0.66</td>
<td>0.97</td>
<td>3.16</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>0.42</td>
<td>0.58</td>
<td>1.83</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>0.46</td>
<td>0.65</td>
<td>2.10</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td></td>
<td>0.66</td>
<td>0.98</td>
<td>3.17</td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>10</td>
<td>0.43</td>
<td>0.60</td>
<td>2.90</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>0.47</td>
<td>0.67</td>
<td>2.16</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td></td>
<td>0.67</td>
<td>0.99</td>
<td>3.21</td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>10</td>
<td>0.45</td>
<td>0.62</td>
<td>2.00</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>0.48</td>
<td>0.69</td>
<td>2.25</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td></td>
<td>0.68</td>
<td>1.00</td>
<td>3.27</td>
<td></td>
</tr>
</tbody>
</table>

Table 7. Medium-format camera accuracy table for $H$=3000 m
<table>
<thead>
<tr>
<th>$H$ [m]</th>
<th>$\sigma_{XY}$ [m]</th>
<th>$\sigma_{\omega \rho}$ [arcsec]</th>
<th>$\sigma_X$ [m]</th>
<th>$\sigma_Y$ [m]</th>
<th>$\sigma_Z$ [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>10</td>
<td>0.84</td>
<td>1.15</td>
<td>3.63</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.92</td>
<td>1.30</td>
<td>4.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.10</td>
<td>1.53</td>
<td>4.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1.32</td>
<td>1.95</td>
<td>6.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>0.84</td>
<td>1.15</td>
<td>3.63</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.92</td>
<td>1.30</td>
<td>4.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.10</td>
<td>1.53</td>
<td>4.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1.32</td>
<td>1.95</td>
<td>6.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>10</td>
<td>0.85</td>
<td>1.16</td>
<td>3.67</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.92</td>
<td>1.30</td>
<td>4.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.10</td>
<td>1.54</td>
<td>4.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1.33</td>
<td>1.96</td>
<td>6.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>10</td>
<td>0.85</td>
<td>1.17</td>
<td>3.72</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.93</td>
<td>1.32</td>
<td>4.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.11</td>
<td>1.55</td>
<td>4.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1.33</td>
<td>1.96</td>
<td>6.38</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8. Medium-format camera accuracy table for $H=6000$ m
### Accuracy tables – large-format camera

<table>
<thead>
<tr>
<th>$H$ [m]</th>
<th>$\sigma_{XY}$ [m]</th>
<th>$\sigma_{\omega\varphi}$ [arcsec]</th>
<th>$\sigma_X$ [m]</th>
<th>$\sigma_Y$ [m]</th>
<th>$\sigma_Z$ [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>10</td>
<td>0.06</td>
<td>0.09</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.08</td>
<td>0.12</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.10</td>
<td>0.15</td>
<td>0.31</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.13</td>
<td>0.10</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>0.08</td>
<td>0.12</td>
<td>0.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.09</td>
<td>0.14</td>
<td>0.31</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.11</td>
<td>0.17</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.14</td>
<td>0.22</td>
<td>0.47</td>
<td></td>
</tr>
<tr>
<td>600</td>
<td>10</td>
<td>0.12</td>
<td>0.18</td>
<td>0.42</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.12</td>
<td>0.20</td>
<td>0.45</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.14</td>
<td>0.22</td>
<td>0.49</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.17</td>
<td>0.26</td>
<td>0.58</td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>10</td>
<td>0.16</td>
<td>0.26</td>
<td>0.60</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.17</td>
<td>0.27</td>
<td>0.62</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.18</td>
<td>0.29</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.20</td>
<td>0.32</td>
<td>0.72</td>
<td></td>
</tr>
</tbody>
</table>

Table 9. Large-format camera accuracy table for $H=600$ m
<table>
<thead>
<tr>
<th>$H$ [m]</th>
<th>$\sigma_{XY}$ [m]</th>
<th>$\sigma_{\omega\rho}$ [arcsec]</th>
<th>$\sigma_X$ [m]</th>
<th>$\sigma_Y$ [m]</th>
<th>$\sigma_Z$ [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>10</td>
<td>0.16</td>
<td>0.22</td>
<td>0.46</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.19</td>
<td>0.28</td>
<td>0.60</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.25</td>
<td>0.36</td>
<td>0.76</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.33</td>
<td>0.50</td>
<td>1.08</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>0.16</td>
<td>0.23</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.19</td>
<td>0.29</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.26</td>
<td>0.37</td>
<td>0.78</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.33</td>
<td>0.51</td>
<td>1.10</td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>10</td>
<td>0.18</td>
<td>0.27</td>
<td>0.58</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.21</td>
<td>0.32</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.27</td>
<td>0.40</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.34</td>
<td>0.53</td>
<td>1.15</td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>10</td>
<td>0.22</td>
<td>0.33</td>
<td>0.73</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.24</td>
<td>0.37</td>
<td>0.83</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.29</td>
<td>0.44</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.36</td>
<td>0.56</td>
<td>1.23</td>
<td></td>
</tr>
</tbody>
</table>

Table 10. Large-format camera accuracy table for $H=1500$ m
<table>
<thead>
<tr>
<th>$H$ [m]</th>
<th>$\sigma_{XY}$ [m]</th>
<th>$\sigma_{\omega\rho}$ [arcsec]</th>
<th>$\sigma_X$ [m]</th>
<th>$\sigma_Y$ [m]</th>
<th>$\sigma_Z$ [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>10</td>
<td>0.31</td>
<td>0.43</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.37</td>
<td>0.56</td>
<td>1.20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.51</td>
<td>0.72</td>
<td>1.52</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.66</td>
<td>1.00</td>
<td>2.17</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>0.31</td>
<td>0.44</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.38</td>
<td>0.56</td>
<td>1.22</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.51</td>
<td>0.73</td>
<td>1.53</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.66</td>
<td>1.01</td>
<td>2.17</td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>10</td>
<td>0.32</td>
<td>0.46</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.38</td>
<td>0.58</td>
<td>1.26</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.52</td>
<td>0.74</td>
<td>1.56</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.66</td>
<td>1.02</td>
<td>2.20</td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>10</td>
<td>0.34</td>
<td>0.50</td>
<td>1.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.40</td>
<td>0.61</td>
<td>1.33</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.53</td>
<td>0.76</td>
<td>1.62</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.67</td>
<td>1.04</td>
<td>2.24</td>
<td></td>
</tr>
</tbody>
</table>

Table 11. Large-format camera accuracy table for $H=3000$ m
<table>
<thead>
<tr>
<th>$H$ [m]</th>
<th>$\sigma_{XY}$ [m]</th>
<th>$\sigma_{\omega \rho}$ [arcsec]</th>
<th>$\sigma_X$ [m]</th>
<th>$\sigma_Y$ [m]</th>
<th>$\sigma_Z$ [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>10</td>
<td>0.62</td>
<td>0.87</td>
<td>1.83</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.74</td>
<td>1.11</td>
<td>2.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.01</td>
<td>1.44</td>
<td>3.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1.31</td>
<td>2.01</td>
<td>4.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>0.62</td>
<td>0.87</td>
<td>1.84</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.75</td>
<td>1.12</td>
<td>2.41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.01</td>
<td>1.45</td>
<td>3.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1.31</td>
<td>2.01</td>
<td>4.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>10</td>
<td>0.62</td>
<td>0.88</td>
<td>1.87</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.75</td>
<td>1.13</td>
<td>2.43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.02</td>
<td>1.45</td>
<td>3.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1.32</td>
<td>2.02</td>
<td>4.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>10</td>
<td>0.63</td>
<td>0.90</td>
<td>1.92</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.76</td>
<td>1.14</td>
<td>2.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.02</td>
<td>1.47</td>
<td>3.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1.32</td>
<td>2.09</td>
<td>4.37</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 12. Large-format camera accuracy table for $H=6000$ m
APPENDIX B

MATLAB PROGRAMS
%macro to derive partial derivatives for the error propagation for LiDAR

syms XYZ R B L b b1 b2 b3 o p k ob pb kb r beta XYZi Xi Yi Zi

%rotation matrix of attitude angles
R(1,1)=cos(k)*cos(p);
R(1,2)=-sin(k)*cos(o)+cos(k)*sin(p)*sin(o);
R(1,3)=sin(k)*sin(o)+cos(k)*sin(p)*cos(o);
R(2,1)=sin(k)*cos(p);
R(2,2)=cos(k)*cos(o)+sin(k)*sin(p)*sin(o);
R(2,3)=-cos(k)*sin(o)+sin(k)*sin(p)*cos(o);
R(3,1)=-sin(p);
R(3,2)=cos(p)*sin(o);
R(3,3)=cos(p)*cos(o);

%rotation matrix of boresight angles
B(1,1)=cos(pb)*cos(kb);
B(1,2)=cos(ob)*sin(kb)+sin(ob)*sin(pb)*cos(kb);
B(1,3)=sin(ob)*sin(kb)-cos(ob)*sin(pb)*cos(kb);
B(2,1)=-cos(pb)*sin(kb);
B(2,2)=cos(ob)*cos(kb)-sin(ob)*sin(pb)*sin(kb);
B(2,3)=sin(ob)*cos(kb)+cos(ob)*sin(pb)*sin(kb);
B(3,1)=sin(pb);
B(3,2)=-sin(ob)*cos(pb);
B(3,3)=cos(ob)*cos(pb);

%range vector
L(1,1)=0;
L(2,1)=-r*sin(beta);
L(3,1)=r*cos(beta);

%boresight vector
b(1,1)=b1;
b(2,1)=b2;
b(3,1)=b3;

%INS position
XYZi(1,1)=Xi;
XYZi(2,1)=Yi;
XYZi(3,1)=Zi;

%point coordinates
XYZ=XYZi+R*(B*L+b);

%partial derivatives
DXi=diff(XYZ,Xi);
DYi=diff(XYZ,Yi);
DZi=diff(XYZ,Zi);

Do=diff(XYZ,o);
Dp=diff(XYZ,p);
Dk=diff(XYZ,k);

Dob=diff(XYZ,ob);
Dpb=diff(XYZ,pb);
Dkb=diff(XYZ,kb);

Dr=diff(XYZ,r);
Dbeta=diff(XYZ,beta);
function SigmaXYZ=lidar_errorprop(s_opk,s_xyz,s_opk_bors,s_r,s_beta,beta,H,gamma)

%s_opk: standard deviation of attitude angles (values in a vector for plotting)[arcsec]
%s_xyz: standard deviation of platform position (values in a vector for plotting)[cm]
%s_opk_bors: standard deviation of calibrated boresight angles [arcsec]
%s_r: standard deviation of measured range [cm]
%s_beta: standard deviation of scan angle [arcsec]
%beta: nominal scan angle [deg]
%H: flying height [m]
%gamma: beam divergence [mrad]

%load partial derivatives formulas for the error propagation
load partial_formulas.mat

n1=size(s_xyz,1);
n2=size(s_opk,1);
kk=1;

%standard deviation values
%boresight angles
sob=s_opk_bors(1)/3600;
spb=s_opk_bors(2)/3600;
skb=s_opk_bors(3)/3600;

%units to radian
sob=sob*pi/180;
spb=spb*pi/180;
skb=skb*pi/180;

sr=s_r;
sbeta=s_beta/3600*pi/180;

%flight parameters
%platform position
Xi=0;
Yi=0;
Zi=0;

%attitude angles and boresight angles
o=0;
p=0;
k=0;
ob=0;
pb=0;
k=0;

%units to radian
o=o*pi/180;
p=p*pi/180;
k=k*pi/180;
ob=ob*pi/180;
pb=pb*pi/180;
k=kb*pi/180;

%scan angle to radian
beta=beta*pi/180;

%range
r=H/cos(beta);

%boresight shifts
b1=0;
b2=0;
b3=0;

for ii=1:n1
    for jj=1:n2
        %standard deviation values of platform position and attitude
        %position
        sXi=s_xyz(ii)/100;
sYi=s_xyz(ii)/100;
sZi=1.5*s_xyz(ii)/100;

        %attitude angles
        so=s_opk(jj)/3600;
        sp=s_opk(jj)/3600;
        sk=(2*s_opk(jj))/3600;

        %units to radian
        so=so*pi/180;
        sp=sp*pi/180;
        sk=sk*pi/180;
    end
end
s=[sXi^2; sYi^2; sZi^2; so^2; sp^2; sk^2; sob^2;spb^2; skb^2; sr^2; sbeta^2];
S=diag(s); % covariance matrix assuming that there is no correlation

% calculation of covariance matrix of (X,Y,Z) vector by error propagation
A=zeros(3,11);
A(1,1)=1;
A(2,2)=1;
A(3,3)=1;
% substitute values to partial derivative formulas
A(:,4)=subs(Do);
A(:,5)=subs(Dp);
A(:,6)=subs(Dk);
A(:,7)=subs(Dob);
A(:,8)=subs(Dpb);
A(:,9)=subs(Dkb);
A(:,10)=subs(Dr);
A(:,11)=subs(DBeta);

% covariance matrix of the X, Y, Z ground coordinates
COV=A*S*A';

% correlation between X,Z
% corr_xz=COV(1,3)/(sqrt(COV(1,1)*COV(3,3)));

%%%%CONSIDER FOOTPRINT
% call macro for the combination of error propagation results with effect
% of footprint size (by numerical integration)
VarXY=footprint(gamma, beta, H, COV);

% sigma due to footprint and other errors
sigmax(kk)=sqrt(VarXY(1));
sigmay(kk)=sqrt(VarXY(2));
sigmax(kk)=sqrt(COV(3,3));
xaxis(kk)=s_xyz(ii)/100;
yaxis(kk)=s_opk(jj)/100;

kk=kk+1;
end
end

SigmaXYZ=[sigmax' sigmay' sigmax' xaxis' yaxis'];
figure
plot3(xaxis,yaxis,sigmax, '.')
grid on
hold on
plot3(xaxis,yaxis,sigmay, 'g')
grid on
plot3(xaxis,yaxis,sigmaz, 'r')
grid on
legend('Sigma X', 'Sigma Y', 'Sigma Z')
xlabel('Sigma XI YI [m]')
ylabel('Sigma Omega Phi [asec]')
zlabel('Sigma X, Y, Z [m]')
%macro to compute the partial derivative elements for the Gauss-Helmert model
%(for space intersection)

syms x1 y1 xo yo c R11 R12 R13 R21 R22 R23 R31 R32 R33 X Y Z X01 Y01 Z01 real
syms x2 y2 Q11 Q12 Q13 Q21 Q22 Q23 Q31 Q32 Q33 X02 Y02 Z02 real
syms B Bo Bp Bk Ro Rp Rk Qo Qp Qk real

%rotation from IMU body frame to NED
Ra11=cos(Rk)*cos(Rp);
Ra12=-sin(Rk)*cos(Ro)+cos(Rk)*sin(Rp)*sin(Ro);
Ra13=sin(Rk)*sin(Ro)+cos(Rk)*sin(Rp)*cos(Ro);
Ra21=sin(Rk)*cos(Rp);
Ra22=cos(Rk)*cos(Ro)+sin(Rk)*sin(Rp)*sin(Ro);
Ra23=-cos(Rk)*sin(Ro)+sin(Rk)*sin(Rp)*cos(Ro);
Ra31=-sin(Rp);
Ra32=cos(Rp)*sin(Ro);
Ra33=cos(Rp)*cos(Ro);

Qa11=cos(Qk)*cos(Qp);
Qa12=-sin(Qk)*cos(Qo)+cos(Qk)*sin(Qp)*sin(Qo);
Qa13=sin(Qk)*sin(Qo)+cos(Qk)*sin(Qp)*cos(Qo);
Qa21=sin(Qk)*cos(Qp);
Qa22=cos(Qk)*cos(Qo)+sin(Qk)*sin(Qp)*sin(Qo);
Qa23=-cos(Qk)*sin(Qo)+sin(Qk)*sin(Qp)*cos(Qo);
Qa31=-sin(Qp);
Qa32=cos(Qp)*sin(Qo);
Qa33=cos(Qp)*cos(Qo);

B11=1;
B12=-Bk;
B13=Bp;
B21=-Bk;
B22=1;
B23=-Bo;
B31=Bp;
B32=Bo;
B33=-1;

R11=Ra11*B11+Ra12*B21+Ra13*B31;
R12=Ra11*B12+Ra12*B22+Ra13*B32;
R13=Ra11*B13+Ra12*B23+Ra13*B33;
R21=Ra21*B11+Ra22*B21+Ra23*B31;
R22=Ra21*B12+Ra22*B22+Ra23*B32;
\[ \begin{align*}
R23 &= Ra_{21}B_{13} + Ra_{22}B_{23} + Ra_{23}B_{33}; \\
R31 &= Ra_{31}B_{11} + Ra_{32}B_{21} + Ra_{33}B_{31}; \\
R32 &= Ra_{31}B_{12} + Ra_{32}B_{22} + Ra_{33}B_{32}; \\
R33 &= Ra_{31}B_{13} + Ra_{32}B_{23} + Ra_{33}B_{33}; \\
Q11 &= Qa_{11}B_{11} + Qa_{12}B_{21} + Qa_{13}B_{31}; \\
Q12 &= Qa_{11}B_{12} + Qa_{12}B_{22} + Qa_{13}B_{32}; \\
Q13 &= Qa_{11}B_{13} + Qa_{12}B_{23} + Qa_{13}B_{33}; \\
Q21 &= Qa_{21}B_{11} + Qa_{22}B_{21} + Qa_{23}B_{31}; \\
Q22 &= Qa_{21}B_{12} + Qa_{22}B_{22} + Qa_{23}B_{32}; \\
Q23 &= Qa_{21}B_{13} + Qa_{22}B_{23} + Qa_{23}B_{33}; \\
Q31 &= Qa_{31}B_{11} + Qa_{32}B_{21} + Qa_{33}B_{31}; \\
Q32 &= Qa_{31}B_{12} + Qa_{32}B_{22} + Qa_{33}B_{32}; \\
Q33 &= Qa_{31}B_{13} + Qa_{32}B_{23} + Qa_{33}B_{33}; \\
\end{align*} \]

% condition equations with parameters
\[
\begin{align*}
fx_1 &= x_1 - x_o + c*(R11*(X-X01)+R21*(Y-Y01)+R31*(Z-Z01))/(R13*(X-X01)+R23*(Y-Y01)+R33*(Z-Z01)); \\
fy_1 &= y_1 - y_o + c*(R12*(X-X01)+R22*(Y-Y01)+R32*(Z-Z01))/(R13*(X-X01)+R23*(Y-Y01)+R33*(Z-Z01)); \\
fx_2 &= x_2 - x_o + c*(Q11*(X-X02)+Q21*(Y-Y02)+Q31*(Z-Z02))/(Q13*(X-X02)+Q23*(Y-Y02)+Q33*(Z-Z02)); \\
fy_2 &= y_2 - y_o + c*(Q12*(X-X02)+Q22*(Y-Y02)+Q32*(Z-Z02))/(Q13*(X-X02)+Q23*(Y-Y02)+Q33*(Z-Z02)); \\
\end{align*} \]

% partial derivatives with respect to parameters
\[
\begin{align*}
DXfx_1 &= \text{diff}(fx_1,X); \\
DYfx_1 &= \text{diff}(fx_1,Y); \\
DZfx_1 &= \text{diff}(fx_1,Z); \\
DXfy_1 &= \text{diff}(fy_1,X); \\
DYfy_1 &= \text{diff}(fy_1,Y); \\
DZfy_1 &= \text{diff}(fy_1,Z); \\
DXfx_2 &= \text{diff}(fx_2,X); \\
DYfx_2 &= \text{diff}(fx_2,Y); \\
DZfx_2 &= \text{diff}(fx_2,Z); \\
DXfy_2 &= \text{diff}(fy_2,X); \\
DYfy_2 &= \text{diff}(fy_2,Y); \\
DZfy_2 &= \text{diff}(fy_2,Z); \\
\end{align*} \]

% partial derivatives with respect to random variables ("measurements")
\[
\begin{align*}
Dx_1fx_1 &= \text{diff}(fx_1,x_1); \\
Dy_1fx_1 &= \text{diff}(fx_1,y_1); \\
Dx_2fx_1 &= \text{diff}(fx_1,x_2); \\
\end{align*} \]
Dy2fx1 = \text{diff}(fx1, y2);
Dxofx1 = \text{diff}(fx1, xo);
Dyofx1 = \text{diff}(fx1, yo);
Dcfx1 = \text{diff}(fx1, c);
DX01fx1 = \text{diff}(fx1, X01);
DY01fx1 = \text{diff}(fx1, Y01);
DZ01fx1 = \text{diff}(fx1, Z01);
DX02fx1 = \text{diff}(fx1, X02);
DY02fx1 = \text{diff}(fx1, Y02);
DZ02fx1 = \text{diff}(fx1, Z02);
DBGfx1 = \text{diff}(fx1, Bg);
DBpfx1 = \text{diff}(fx1, Bp);
DBkfx1 = \text{diff}(fx1, Bk);
DRofx1 = \text{diff}(fx1, Ro);
DRpfx1 = \text{diff}(fx1, Rp);
DRkfx1 = \text{diff}(fx1, Rk);
DQofx1 = \text{diff}(fx1, Qo);
DQpfx1 = \text{diff}(fx1, Qp);
DQkfx1 = \text{diff}(fx1, Qk);

Dx1fy1 = \text{diff}(fy1, x1);
Dy1fy1 = \text{diff}(fy1, y1);
Dx2fy1 = \text{diff}(fy1, x2);
Dy2fy1 = \text{diff}(fy1, y2);
Dxofy1 = \text{diff}(fy1, xo);
Dyofy1 = \text{diff}(fy1, yo);
Dcfy1 = \text{diff}(fy1, c);
DX01fy1 = \text{diff}(fy1, X01);
DY01fy1 = \text{diff}(fy1, Y01);
DZ01fy1 = \text{diff}(fy1, Z01);
DX02fy1 = \text{diff}(fy1, X02);
DY02fy1 = \text{diff}(fy1, Y02);
DZ02fy1 = \text{diff}(fy1, Z02);
DBGfy1 = \text{diff}(fy1, Bg);
DBpfy1 = \text{diff}(fy1, Bp);
DBkfy1 = \text{diff}(fy1, Bk);
DRofy1 = \text{diff}(fy1, Ro);
DRpfy1 = \text{diff}(fy1, Rp);
DRkfy1 = \text{diff}(fy1, Rk);
DQofy1 = \text{diff}(fy1, Qo);
DQpfy1 = \text{diff}(fy1, Qp);
DQkfy1 = \text{diff}(fy1, Qk);

Dx1fx2 = \text{diff}(fx2, x1);
Dy1fx2 = \text{diff}(fx2, y1);
Dx2fx2=diff(fx2,x2);
Dy2fx2=diff(fx2,y2);
Dxofx2=diff(fx2,xo);
Dyofx2=diff(fx2,yo);
Dcfx2=diff(fx2,c);
DX01fx2=diff(fx2,X01);
DY01fx2=diff(fx2,Y01);
DZ01fx2=diff(fx2,Z01);
DX02fx2=diff(fx2,X02);
DY02fx2=diff(fx2,Y02);
DZ02fx2=diff(fx2,Z02);
DBofx2=diff(fx2,Bo);
DBpfx2=diff(fx2,Bp);
DBkfx2=diff(fx2,Bk);
DRofx2=diff(fx2,Ro);
DRpfx2=diff(fx2,Rp);
DRkfx2=diff(fx2,Rk);
DQofx2=diff(fx2,Qo);
DQpfx2=diff(fx2,Qp);
DQkfx2=diff(fx2,Qk);

Dx1fy2=diff(fy2,x1);
Dy1fy2=diff(fy2,y1);
Dx2fy2=diff(fy2,x2);
Dy2fy2=diff(fy2,y2);
Dxofy2=diff(fy2,xo);
Dyofy2=diff(fy2,yo);
Defy2=diff(fy2,c);
DX01fy2=diff(fy2,X01);
DY01fy2=diff(fy2,Y01);
DZ01fy2=diff(fy2,Z01);
DX02fy2=diff(fy2,X02);
DY02fy2=diff(fy2,Y02);
DZ02fy2=diff(fy2,Z02);
DBofy2=diff(fy2,Bo);
DBpfy2=diff(fy2,Bp);
DBkfy2=diff(fy2,Bk);
DRofy2=diff(fy2,Ro);
DRpfy2=diff(fy2,Rp);
DRkfy2=diff(fy2,Rk);
DQofy2=diff(fy2,Qo);
DQpfy2=diff(fy2,Qp);
DQkfy2=diff(fy2,Qk);
%sample macro for plotting accuracy figure as a function of navigation errors
% for medium-format camera
%in this macro zero attitude angles are used (only for generating example figures),
%general macro is separate

function SigmaXYZ=stereo_accuracy_assess(s_opk,s_xyz,s_opk_bors,s_xy,s_cam_cal,H)

%s_opk: standard deviation of attitude angles (values in a vector for plotting) [arcsec]
%s_xyz: standard deviation of platform position (values in a vector for plotting) [cm]
%s_opk_bors: standard deviation of calibrated boresight angles [arcsec]
%s_xy: std of image coordinate measurements [um]
%s_cam_cal: std of camera calibration parameters (c,xo=yo) [um]
%H: flying height

%load partial derivatives formulas for the A and B matrices of G_H model
load partial_formulas.mat

n1=size(s_xyz,1);
 n2=size(s_opk,1);
 kk=1;

c0=55/1000;
x0=0;%principal point
y0=0;

%std values for random error generation
%image coordinate measurement sigma
sigmameas=s_xy/1000000;

%EO sigmas
sivaxyz=s_xyz/100;
sivaopk=s_opk/3600;

%IO sigmas
sivac=s_cam_cal(1)/1000000;
sivaxy=s_cam_cal(2)/1000000;

%boresight sigma
sigmaop=s_opk_bors(1)/3600;
sigmak=s_opk_bors(3)/3600;

%std values for GH model (except for EO)
sx1=s_xy/1000000;
sy1=s_xy/1000000;
sx2=s_xy/1000000;
sy2 = sy/1000000;
sxo = s_cam_cal(2)/1000000;
syo = s_cam_cal(2)/1000000;
sc = s_cam_cal(1)/1000000;
sBo = s_opk_bors(1)/3600*pi/180;
sBp = s_opk_bors(2)/3600*pi/180;
sBk = s_opk_bors(3)/3600*pi/180;

%original ground coordinates
X(1) = -13*H/100;
X(2) = 13*H/100;
X(3) = -13*H/100;
X(4) = 13*H/100;
X(5) = -13*H/100;
X(6) = 13*H/100;

Y(1) = 26*H/100;
Y(2) = 26*H/100;
Y(3) = 0;
Y(4) = 0;
Y(5) = -26*H/100;
Y(6) = -26*H/100;

Z(1) = 0;
Z(2) = 0;
Z(3) = 0;
Z(4) = 0;
Z(5) = 0;
Z(6) = 0;

X01o = -13*H/100;%projection center coordinates of image1
Y01o = 0;
Z01o = -H;
om1o = 0;
phi1o = 0;
ka1o = 0;

X02o = 13*H/100;%projection center coordinates of image2
Y02o = 0;
Z02o = -H;
om2o = 0;
phi2o = 0;
ka2o = 0;
%angles to radian
om1o=om1o*pi/180;
phi1o=phi1o*pi/180;
ka1o=ka1o*pi/180;
om2o=om2o*pi/180;
phi2o=phi2o*pi/180;
ka2o=ka2o*pi/180;

%create original rotation matrix;
Qom=om2o;
Qphi=phi2o;
Qkap=ka2o;
Qorig(1,1)=cos(Qkap)*cos(Qphi);
Qorig(1,2)=-sin(Qkap)*cos(Qom)+cos(Qkap)*sin(Qphi)*sin(Qom);
Qorig(1,3)=sin(Qkap)*sin(Qom)+cos(Qkap)*sin(Qphi)*cos(Qom);
Qorig(2,1)=sin(Qkap)*cos(Qphi);
Qorig(2,2)=cos(Qkap)*cos(Qom)+sin(Qkap)*sin(Qphi)*sin(Qom);
Qorig(2,3)=-cos(Qkap)*sin(Qom)+sin(Qkap)*sin(Qphi)*cos(Qom);
Qorig(3,1)=-sin(Qphi);
Qorig(3,2)=cos(Qphi)*sin(Qom);
Qorig(3,3)=cos(Qphi)*cos(Qom);

%rotate because of camera-image rotation (see Manual of Photo.)
Qorig(1,2)=-Qorig(1,2);
Qorig(1,3)=-Qorig(1,3);
Qorig(2,2)=-Qorig(2,2);
Qorig(2,3)=-Qorig(2,3);
Qorig(3,2)=-Qorig(3,2);
Qorig(3,3)=-Qorig(3,3);

Rom=om1o;
Rphi=phi1o;
Rkap=ka1o;
Rorig(1,1)=cos(Rkap)*cos(Rphi);
Rorig(1,2)=-sin(Rkap)*cos(Rom)+cos(Rkap)*sin(Rphi)*sin(Rom);
Rorig(1,3)=sin(Rkap)*sin(Rom)+cos(Rkap)*sin(Rphi)*cos(Rom);
Rorig(2,1)=sin(Rkap)*cos(Rphi);
Rorig(2,2)=cos(Rkap)*cos(Rom)+sin(Rkap)*sin(Rphi)*sin(Rom);
Rorig(2,3)=-cos(Rkap)*sin(Rom)+sin(Rkap)*sin(Rphi)*cos(Rom);
Rorig(3,1)=-sin(Rphi);
Rorig(3,2)=cos(Rphi)*sin(Rom);
Rorig(3,3)=cos(Rphi)*cos(Rom);

%rotate because of camera-image rotation (see Manual of Photo.)
Rorig(1,2)=-Rorig(1,2);
Rorig(1,3)=-Rorig(1,3);
Rorig(2,2)=-Rorig(2,2);
Rorig(2,3)=-Rorig(2,3);
Rorig(3,2)=-Rorig(3,2);
Rorig(3,3)=-Rorig(3,3);

for ii=1:n1
    for jj=1:n2
        sXo1=s_xyz(jj)/100;
        sXo2=s_xyz(jj)/100;
        sYo1=s_xyz(jj)/100;
        sYo2=s_xyz(jj)/100;
        sZo1=s_xyz(jj)/100*1.5;
        sZo2=s_xyz(jj)/100*1.5;
        sRo=s_opk(ii)/3600*pi/180;
        sRp=s_opk(ii)/3600*pi/180;
        sRk=s_opk(ii)/3600*2*pi/180;
        sQo=s_opk(ii)/3600*pi/180;
        sQp=s_opk(ii)/3600*pi/180;
        sQk=s_opk(ii)/3600*2*pi/180;

        S=zeros(22,22);
        s=[sx1^2; sy1^2; sx2^2; sy2^2; sxo^2; syo^2; sc^2; sXo1^2; sYo1^2; sZo1^2;
          sXo2^2; sYo2^2; sZo2^2; sBo^2; sBp^2; sBk^2; sRo^2; sRp^2; sRk^2; sQo^2; sQp^2;
          sQk^2];
        S=diag(s);%covariance matrix assuming that there is no correlation
        randn('state',sum(100*clock));

        %generate random errors
dc=randn*sivac;
dx01=randn*sivaxy;
dy01=randn*sivaxy;
dom=randn*sigmaop;
dphi=randn*sigmaop;
dkap=randn*sigmak;
dx1=randn*sivaxyz(jj);
dx2=randn*sivaxyz(jj);
dy1=randn*sivaxyz(jj);
dy2=randn*sivaxyz(jj);
dz1=randn*sivaxyz(jj)*1.5;
dz2=randn*sivaxyz(jj)*1.5;
dom1=randn*sivaopk(ii);
dphi1=randn*sivaopk(ii);
\( \text{dka1} = \text{randn} \ast \text{sivaopk(ii)} \ast 2; \)
\( \text{dom2} = \text{randn} \ast \text{sivaopk(ii)}; \)
\( \text{dphi2} = \text{randn} \ast \text{sivaopk(ii)}; \)
\( \text{dka2} = \text{randn} \ast \text{sivaopk(ii)} \ast 2; \)

\%add random errors
\( \text{c} = \text{co} + \text{dc}; \)
\( \text{x0} = \text{x0o} + \text{dx01}; \)
\( \text{y0} = \text{x0o} + \text{dy01}; \)
\( \text{Bo} = \text{dom} \ast \pi / 180; \)
\( \text{Bp} = \text{dphi} \ast \pi / 180; \)
\( \text{Bk} = \text{dkap} \ast \pi / 180; \)
\( \text{X01} = \text{X01o} + \text{dx1}; \)
\( \text{Y01} = \text{Y01o} + \text{dy1}; \)
\( \text{Z01} = \text{Z01o} + \text{dz1}; \)
\( \text{X02} = \text{X02o} + \text{dx2}; \)
\( \text{Y02} = \text{Y02o} + \text{dy2}; \)
\( \text{Z02} = \text{Z02o} + \text{dz2}; \)
\( \text{Rom} = \text{om1o} + \text{dom1} \ast \pi / 180; \)
\( \text{Rphi} = \text{phi1o} + \text{dphi1} \ast \pi / 180; \)
\( \text{Rkap} = \text{ka1o} + \text{dka1} \ast \pi / 180; \)
\( \text{Qom} = \text{om2o} + \text{dom2} \ast \pi / 180; \)
\( \text{Qphi} = \text{phi2o} + \text{dphi2} \ast \pi / 180; \)
\( \text{Qkap} = \text{ka2o} + \text{dka2} \ast \pi / 180; \)

\%preserve original erroneous measurement values because GH adjustment overwrites %them
\( \text{xo_origerr} = \text{x0}; \)
\( \text{yo_origerr} = \text{y0}; \)
\( \text{c_origerr} = \text{c}; \)
\( \text{X01_origerr} = \text{X01}; \)
\( \text{Y01_origerr} = \text{Y01}; \)
\( \text{Z01_origerr} = \text{Z01}; \)
\( \text{X02_origerr} = \text{X02}; \)
\( \text{Y02_origerr} = \text{Y02}; \)
\( \text{Z02_origerr} = \text{Z02}; \)
\( \text{Bo_origerr} = \text{Bo}; \)
\( \text{Bp_origerr} = \text{Bp}; \)
\( \text{Bk_origerr} = \text{Bk}; \)
\( \text{Rom_origerr} = \text{Rom}; \)
\( \text{Rphi_origerr} = \text{Rphi}; \)
\( \text{Rkap_origerr} = \text{Rkap}; \)
\( \text{Qom_origerr} = \text{Qom}; \)
\( \text{Qphi_origerr} = \text{Qphi}; \)
\( \text{Qkap_origerr} = \text{Qkap}; \)
for i=1:6

%calculate image coordinates
x1=xo-co*(Rorig(1,1)*(X(i)-Xo1)+(Y(i)-Yo1)+(Z(i)-Zo1))/(Rorig(1,3)*(X(i)-Xo1)+(Y(i)-Yo1)+(Z(i)-Zo1));
y1=yo-co*(Rorig(1,2)*(X(i)-Xo1)+(Y(i)-Yo1)+(Z(i)-Zo1))/(Rorig(1,3)*(X(i)-Xo1)+(Y(i)-Yo1)+(Z(i)-Zo1));
x2=xo-co*(Qorig(1,1)*(X(i)-Xo2)+(Y(i)-Yo2)+(Z(i)-Zo2))/(Qorig(1,3)*(X(i)-Xo2)+(Y(i)-Yo2)+(Z(i)-Zo2));
y2=yo-co*(Qorig(1,2)*(X(i)-Xo2)+(Y(i)-Yo2)+(Z(i)-Zo2))/(Qorig(1,3)*(X(i)-Xo2)+(Y(i)-Yo2)+(Z(i)-Zo2));

iii=1;
maxres=1;

xo=xo_origerr;
yo=yo_origerr;
c=c_origerr;
X01=X01_origerr;
Y01=Y01_origerr;
Z01=Z01_origerr;
X02=X02_origerr;
Y02=Y02_origerr;
Z02=Z02_origerr;
Bo=Bo_origerr;
Bp=Bp_origerr;
Bk=Bk_origerr;
Ro=Rom_origerr;
Rp=Rphi_origerr;
Rk=Rkap_origerr;
Qo=Qom_origerr;
Qp=Qphi_origerr;
Qk=Qkap_origerr;

OBSVECORIG=[x1;y1;x2;y2;xo;yo;c;X01;Y01;Z01;X02;Y02;Z02;Bo;Bp;Bk;Ro;Rp;Rk;Qo;Qp;Qk];

%compute LESS
if (i==1)
    X0=X(1);
    Y0=Y(1);
    Z0=Z(1);
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end

if (i==2)
    X0=X(2);
    Y0=Y(2);
    Z0=Z(2);
end

if (i==3)
    X0=X(3);
    Y0=Y(3);
    Z0=Z(3);
end

if (i==4)
    X0=X(4);
    Y0=Y(4);
    Z0=Z(4);
end

if (i==5)
    X0=X(5);
    Y0=Y(5);
    Z0=Z(5);
end

if (i==6)
    X0=X(6);
    Y0=Y(6);
    Z0=Z(6);
end

etilda=zeros(22,1);

maxres=1;
maxobsdiff=1;
itnum=0;

while ((maxres>0.00000000001)||(maxobsdiff>0.0000001))

    itnum=itnum+1;

    Agh=zeros(4,3); %A matrix for G-H model

    %substitute values to partial derivative formulas
    Agh(1,1)=subs(DXfx1);
    Agh(1,2)=subs(DYfx1);
    Agh(1,3)=subs(DZfx1);
    Agh(2,1)=subs(DXfy1);
$Agh(2,2) = \text{subs}(DYfy1)$;
$Agh(2,3) = \text{subs}(DZfy1)$;
$Agh(3,1) = \text{subs}(DXfx2)$;
$Agh(3,2) = \text{subs}(DYfx2)$;
$Agh(3,3) = \text{subs}(DZfx2)$;
$Agh(4,1) = \text{subs}(DXfy2)$;
$Agh(4,2) = \text{subs}(DYfy2)$;
$Agh(4,3) = \text{subs}(DZfy2)$;

$Bgh = \text{zeros}(4,22); \ % B matrix for G-H model$

% substitute values to partial derivative formulas
$Bgh(1,1) = 1;$
$Bgh(1,2) = 0;$
$Bgh(1,3) = 0;$
$Bgh(1,4) = 0;$
$Bgh(1,5) = -1;$
$Bgh(1,6) = 0;$
$Bgh(1,7) = \text{subs}(Dcfx1);$  
$Bgh(1,8) = \text{subs}(DX01fx1);$  
$Bgh(1,9) = \text{subs}(DY01fx1);$  
$Bgh(1,10) = \text{subs}(DZ01fx1);$  
$Bgh(1,11) = 0;$
$Bgh(1,12) = 0;$
$Bgh(1,13) = 0;$
$Bgh(1,14) = \text{subs}(DBofx1);$  
$Bgh(1,15) = \text{subs}(DBpfx1);$  
$Bgh(1,16) = \text{subs}(DBkfx1);$  
$Bgh(1,17) = \text{subs}(DRofx1);$  
$Bgh(1,18) = \text{subs}(DRpfx1);$  
$Bgh(1,19) = \text{subs}(DRkfx1);$  
$Bgh(1,20) = 0;$
$Bgh(1,21) = 0;$
$Bgh(1,22) = 0;$

$Bgh(2,1) = 0;$
$Bgh(2,2) = 1;$
$Bgh(2,3) = 0;$
$Bgh(2,4) = 0;$
$Bgh(2,5) = 0;$
$Bgh(2,6) = -1;$
$Bgh(2,7) = \text{subs}(Dcfy1);$  
$Bgh(2,8) = \text{subs}(DX01fy1);$  
$Bgh(2,9) = \text{subs}(DY01fy1);$  
$Bgh(2,10) = \text{subs}(DZ01fy1);$
Bgh(2,11)=0;
Bgh(2,12)=0;
Bgh(2,13)=0;
Bgh(2,14)=subs(DBofy1);
Bgh(2,15)=subs(DBpfy1);
Bgh(2,16)=subs(DBkfy1);
Bgh(2,17)=subs(DRofy1);
Bgh(2,18)=subs(DRpfy1);
Bgh(2,19)=subs(DRkfy1);
Bgh(2,20)=0;
Bgh(2,21)=0;
Bgh(2,22)=0;

Bgh(3,1)=0;
Bgh(3,2)=0;
Bgh(3,3)=1;
Bgh(3,4)=0;
Bgh(3,5)=-1;
Bgh(3,6)=0;
Bgh(3,7)=subs(Dcfy2);
Bgh(3,8)=0;
Bgh(3,9)=0;
Bgh(3,10)=0;
Bgh(3,11)=subs(DX02fx2);
Bgh(3,12)=subs(DY02fx2);
Bgh(3,13)=subs(DZ02fx2);
Bgh(3,14)=subs(DBofx2);
Bgh(3,15)=subs(DBpfx2);
Bgh(3,16)=subs(DBkfx2);
Bgh(3,17)=0;
Bgh(3,18)=0;
Bgh(3,19)=0;
Bgh(3,20)=subs(DQofx2);
Bgh(3,21)=subs(DQpfx2);
Bgh(3,22)=subs(DQkfx2);

Bgh(4,1)=0;
Bgh(4,2)=0;
Bgh(4,3)=0;
Bgh(4,4)=1;
Bgh(4,5)=0;
Bgh(4,6)=-1;
Bgh(4,7)=subs(Dcfy2);
Bgh(4,8)=0;
Bgh(4,9)=0;
Bgh(4,10)=0;
Bgh(4,11)=subs(DX02fy2);
Bgh(4,12)=subs(DY02fy2);
Bgh(4,13)=subs(DZ02fy2);
Bgh(4,14)=subs(DB0fy2);
Bgh(4,15)=subs(DBpfy2);
Bgh(4,16)=subs(DBkfy2);
Bgh(4,17)=0;
Bgh(4,18)=0;
Bgh(4,19)=0;
Bgh(4,20)=subs(DQofy2);
Bgh(4,21)=subs(DQpfy2);
Bgh(4,22)=subs(DQkfy2);

w(1,1)=-(x1-xo+c*((cos(Rk)*cos(Rp))-(
sin(Rk)*cos(Ro)+cos(Rk)*sin(Rp)*sin(Ro))*(X0-X01)+
(sin(Rk)*cos(Rp))*(Y0-Y01)+
(-sin(Rp)-cos(Rp)*sin(Ro)*Bo+cos(Rp)*cos(Ro))*Z0-Z01))/((cos(Rk)*cos(Rp)*Bp-
(sin(Rk)*cos(Ro)*Bp+sin(Rk)*sin(Rp)*sin(Ro))*Bo-sin(Rk)*sin(Ro)-
(cos(Rk)*sin(Ro)))*(X0-X01)+(sin(Rk)*cos(Rp)*Bp-
(cos(Rk)*cos(Ro)+sin(Rk)*sin(Rp)*sin(Ro))*Bo+cos(Rk)*sin(Ro)-
sin(Rk)*sin(Rp)*cos(Ro))*(Y0-Y01)+(sin(Rp)*Bp-cos(Rp)*Bo-cos(Rp)*cos(Ro))*(Z0-Z01));

w(2,1)=-(y1-yo+c*((-cos(Rk)*cos(Rp)*Bk+sin(Rk)*cos(Ro)-
cos(Rk)*sin(Rp)*sin(Ro)+cos(Rk)*sin(Rp)*cos(Ro)))*Bo)*
(X0-X01)+(-sin(Rk)*cos(Rp)*Bk-cos(Rk)*cos(Ro)-sin(Rk)*sin(Rp)*sin(Ro)+
(cos(Rk)*sin(Ro)+sin(Rk)*sin(Rp)*cos(Ro))*Bo+cos(Rk)*sin(Ro)-
sin(Rk)*sin(Rp)*cos(Ro))*(Z0-Z01))/((cos(Rk)*cos(Rp)*Bp-
(sin(Rk)*cos(Ro)+sin(Rk)*sin(Rp)*sin(Ro))*Bo-sin(Rk)*sin(Ro)-
(cos(Rk)*sin(Ro)))*(X0-X01)+(sin(Rk)*cos(Rp)*Bp-
(cos(Rk)*cos(Ro)+sin(Rk)*sin(Rp)*sin(Ro))*Bo+cos(Rk)*sin(Ro)-
sin(Rk)*sin(Rp)*cos(Ro))*(Y0-Y01)+(sin(Rp)*Bp-cos(Rp)*Bo-cos(Rp)*cos(Ro))*(Z0-Z01));

w(3,1)=-(x2-xo+c*((cos(Qk)*cos(Qp))-(
sin(Qk)*cos(Qo)+cos(Qk)*sin(Qp)*sin(Qo))*(X0-X02)+
(sin(Qk)*cos(Qp))*(Y0-Y02)+
(-sin(Qp)-cos(Qp)*sin(Qo)+cos(Qp)*sin(Qo))*Bp*(Z0-Z02))/((cos(Qk)*cos(Qp)*Bp-
(sin(Qk)*cos(Qo)+cos(Qk)*sin(Qp)*sin(Qo))*Bo-sin(Qk)*sin(Qo)-
(cos(Qk)*sin(Qo)))*(X0-X02)+(sin(Qk)*cos(Qp)*Bp-
(cos(Qk)*cos(Qo)+sin(Qk)*sin(Qp)*sin(Qo))*Bo+cos(Qk)*sin(Qo)-
sin(Qk)*sin(Qp)*cos(Qo))*(Y0-Y02)+(sin(Qp)*Bp-cos(Qp)*Bo-cos(Qp)*cos(Qo))*(Z0-Z02));
\[
\cos(Q_k)\sin(Q_p)\cos(Q_o)\times(X_0 - X_0^2) + (\sin(Q_k)\cos(Q_p) - \cos(Q_k)\cos(Q_o) + \sin(Q_k)\sin(Q_p)\sin(Q_o) - \sin(Q_k)\sin(Q_p)\cos(Q_o)\times(Y_0 - Y_0^2) + (-\sin(Q_p)\cos(Q_p) - \cos(Q_p)\sin(Q_o) - \cos(Q_p)\cos(Q_o)\times(Z_0 - Z_0^2));
\]

\[
w(4,1) = -(y_2 - y_0 + c^*(-\cos(Q_k)\cos(Q_p) - \sin(Q_k)\cos(Q_o) + \cos(Q_k)\sin(Q_p)\sin(Q_o) + (-\cos(Q_k)\sin(Q_o) + \sin(Q_k)\sin(Q_p)\cos(Q_o)\times(X_0 - X_0^2) + (-\sin(Q_k)\cos(Q_p) - \cos(Q_k)\cos(Q_o) - \sin(Q_k)\sin(Q_p)\sin(Q_o) + (-\cos(Q_k)\sin(Q_o) + \sin(Q_k)\sin(Q_p)\cos(Q_o)\times(Y_0 - Y_0^2) + (-\sin(Q_p)\cos(Q_p) - \cos(Q_p)\sin(Q_o) - \cos(Q_p)\cos(Q_o)\times(Z_0 - Z_0^2))/((\cos(Q_k)\cos(Q_p) - \sin(Q_k)\cos(Q_o) - \cos(Q_k)\sin(Q_p)\sin(Q_o) - \sin(Q_k)\sin(Q_p)\cos(Q_o)\times(X_0 - X_0^2) + (\sin(Q_k)\cos(Q_p) - \cos(Q_k)\cos(Q_o) - \sin(Q_k)\sin(Q_p)\sin(Q_o) - \cos(Q_k)\sin(Q_p)\cos(Q_o)\times(Y_0 - Y_0^2) + (-\sin(Q_p)\cos(Q_p) - \cos(Q_p)\sin(Q_o) - \cos(Q_p)\cos(Q_o)\times(Z_0 - Z_0^2)));
\]

\[
w = w + B_{gh}\tilde{e}\
\]

%parameter estimates
XYZ = inv((A_{gh}')*inv(B_{gh}*S*B_{gh}'))*A_{gh}*inv(B_{gh}*S*B_{gh}')*w;
Xgh(i) = X0 + XYZ(1); % ground coordinates
Ygh(i) = Y0 + XYZ(2);
Zgh(i) = Z0 + XYZ(3);
XYZact(:, itnum) = XYZ;

maxres = max(abs(XYZ));
X0 = Xgh(i);
Y0 = Ygh(i);
Z0 = Zgh(i);

%etilda predictions
etilda = S*B_{gh}'*inv(B_{gh}*S*B_{gh}')*(w - A_{gh}*XYZ);
OBSVECact(:, itnum) = OBSVECORIG + etilda;

%update observations
x1 = OBSVECact(1, itnum);
y1 = OBSVECact(2, itnum);
x2 = OBSVECact(3, itnum);
y2 = OBSVECact(4, itnum);
xo = OBSVECact(5, itnum);
yo = OBSVECact(6, itnum);
c = OBSVECact(7, itnum);
X01 = OBSVECact(8, itnum);
Y01 = OBSVECact(9, itnum);
Z01 = OBSVECact(10, itnum);
X02 = OBSVECact(11, itnum);
Y02=OBSVECact(12,itnum);
Z02=OBSVECact(13,itnum);
Bo=OBSVECact(14,itnum);
Bp=OBSVECact(15,itnum);
Bk=OBSVECact(16,itnum);
Ro=OBSVECact(17,itnum);
Rp=OBSVECact(18,itnum);
Rk=OBSVECact(19,itnum);
Qo=OBSVECact(20,itnum);
Qp=OBSVECact(21,itnum);
Qk=OBSVECact(22,itnum);

if itnum==1
    maxobsdiff=max(abs(OBSVECact(:,1)-OBSVECORIG));
else
    maxobsdiff=max(abs(OBSVECact(:,itnum)-OBSVECact(:,itnum-1)));
end

calculate covariance matrix of GH solution
if (i==1)
    COVGH1=inv((Agh')*inv(Bgh*S*Bgh')*Agh);
end
if (i==2)
    COVGH2=inv((Agh')*inv(Bgh*S*Bgh')*Agh);
end
if (i==3)
    COVGH3=inv((Agh')*inv(Bgh*S*Bgh')*Agh);
end
if (i==4)
    COVGH4=inv((Agh')*inv(Bgh*S*Bgh')*Agh);
end
if (i==5)
    COVGH5=inv((Agh')*inv(Bgh*S*Bgh')*Agh);
end
if (i==6)
    COVGH6=inv((Agh')*inv(Bgh*S*Bgh')*Agh);
end

sigmax(kk)=sqrt(COVGH1(1,1));
sigmay(kk)=sqrt(COVGH1(2,2));
sigmaz(kk)=sqrt(COVGH1(3,3));
sigmay3(kk)=sqrt(COVGH3(2,2));

xaxis(kk)=sivaxyz(jj)*100;
yaxis(kk)=sivaopk(ii)*3600;
kk=kk+1;

end

end

SigmaXYZ=[sigmax' sigmay' sigmaz' xaxis' yaxis'];

%plot accuracy figure as a function of standard deviation of the navigation solution
figure
plot3(xaxis,yaxis,sigmax,'.');  
grid on
hold on
plot3(xaxis,yaxis,sigmay,'.g');  
grid on
plot3(xaxis,yaxis,sigmaz,'.r');  
grid on
legend('Sigma X','Sigma Y','Sigma Z')
xlabel('Sigma XI YI [cm]')
ylabel('Sigma Omega Phi [asec]')