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ABSTRACT

Research has shown that even if a student passes a standard introductory statistics course, they often still lack the ability to reason statistically. This is especially true when it comes to reasoning about variability. Variability is one the core concepts in statistics, yet many students come away from introductory course unable to discuss basic ideas of variability or make the connection between graphical displays of data and measures of variability.

This study investigated students’ conceptual understanding of variability by focusing on two numerical measures of variability: standard deviation and standard error. Two sections of introductory statistics were taught at a small Midwestern liberal arts college. One section was taught with standard lecture methods for the topics of standard deviation, sampling distributions and standard error, and confidence intervals and the margin of error. The other section completed a hands-on active learning lab for each these topics. These labs were designed with a conceptual change framework. Students were asked to use their prior knowledge to make predictions, collect and analyze data to test their predictions, and then evaluate their predictions in light of their results. Assessment questions designed to test conceptual knowledge were included at the end of each lab.
Both classes completed the Comprehensive Assessment of Outcomes in a first Statistics course (CAOS) as a pretest and a posttest. The assessment questions from the active learning labs were analyzed and coded. And small number of students from each section also participated in twenty-minute interviews. These interviews consisted of statistical reasoning questions.

The analysis of the data showed students’ conceptual understanding of ideas related to standard deviation improved in the active class, but not in the lecture class. There was no evidence of improvement on the topic of standard error in either class and some evidence that students had regressed in both sections. The analysis of the qualitative data suggests that understanding the connection between data distributions and measures of variability, and understanding the connection between probability concepts and variability is very important for students to successfully understand standard error.

There is also evidence that students come to an introductory statistics course with more conceptual knowledge related to sampling distributions than was previously thought. There is evidence that the feedback portion of hands-on active labs is the most important feature of the conceptual change framework. Further research is needed to investigate how much prior knowledge students possess about sampling distributions and how important probability concepts are to understanding concepts of variability.
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CHAPTER 1

INTRODUCTION

During the first few years that I taught introductory statistics, I always tried to follow my department guidelines for teaching statistics very closely. I had taken a job as an adjunct at a local community college while I started working on my doctoral degree. This particular mathematics department had many different instructors for introductory statistics. In an attempt to keep the introductory classes as similar as possible, they had laid out in great detail exactly what topics I should cover and when I should cover them. The course was taught in a bi-weekly class meeting, with a weekly computer lab period. They had a departmental final, weekly labs written by a course coordinator, and departmental guidelines on what should be taught with the graphing calculator. Initially, I thought this was great; I wouldn’t have to do much planning. However, I discovered very quickly the course was tightly packed with material. I had very little time for any creative teaching innovations, such as demonstrations or fun activities. I was forced to lecture through most class periods just to get through the material on time. It was my first experience as a lead statistics instructor. I had been a teaching assistant for years, teaching in statistics recitation sections. Generally, however, this only entailed going over student questions or helping students work through pre-designed activities. I had never been in charge before of presenting the material for the whole course. It turned out to be
quite the learning experience for me. One of the requirements at the end of the quarter was for me to cover a departmental final exam review sheet that included material from the entire ten-week course. In this review packet, there was always at least one question that asked students to calculate the standard deviation of a data set and then offer an explanation of what the standard deviation meant in the context of the data set. Generally, my students had little difficulty calculating the standard deviation using their required graphing calculators, except for perhaps forgetting under which menu in the calculator they were supposed to use. However more importantly, the explanation portion of that question proved incredibly difficult for my students. Some were able to give the general definition of standard deviation as a “measure of spread,” but rarely were they able to elaborate further or explain any connection between the number they had just calculated and the dataset from which it came. And more often than I would like to admit, I would get responses such as the one I received from a student who said she had “just forgotten” what it was. As the instructor and a statistics education researcher, this was disappointing.

Rationale of the Study

The idea of variability and its associated measures such as standard deviation in a data set is one of the core concepts presented in an introductory course in statistics (Cobb, 1991; Moore, 1992; Snee, 1993). “Variation is at the heart of all statistical investigation. If there were no variation in data sets, there would be no need for statistics” (Watson & Kelly, 2002, p. 1). It is obvious, from both my own personal teaching experience and the literature in statistics education, that students struggle with understanding the concept of variability as it relates to data (Reading & Shaughnessy, 2004). Instructors struggle also
with how to teach it effectively. In February of 2005, the American Statistical Association (ASA) released a report that presented Guidelines for Assessment and Instruction in Statistics Education (GAISE) at the college level. Those statistics educators who contributed to the report recognized that “many introductory courses contain too much material and students end up with a collection of ideas that are understood only at a surface level, are not well integrated and are quickly forgotten. If students don’t understand the important concepts, there’s little value in knowing a set of procedures” (ASA, 2005, p. 10). One of the arguments made for including technology (such as graphing calculators) in the statistics classroom is that it reduces the time needed to teach the procedures, such as the formula for calculating standard deviation, leaving instructors more class time to focus on the concepts (Collins & Mittag, 2005). Theoretically, this extra time spent on the conceptual nature of variation should result in better student understanding of this basic statistical idea. However, even in classes that utilize graphing calculators or other technology extensively, there is still overwhelming evidence that students do not leave an introductory statistics class with good understanding of the concept of variability (Hawkins, 1996). The solution to this problem then is much more complex than simply using technology to do the calculations. Understanding variability in a data set is a basic building block to all of the topics presented in an introductory class in statistics. If students don’t understand this basic idea, this is a significant problem in statistics education.

There has certainly been a good deal of research in the last few years dealing with student learning in the elementary statistics classroom. As more and more researchers
recognize that the problems of statistics education are separate from mathematics education (Moore & Cobb, 2000; Moore, 1988), the volume of literature in statistics education is slowly growing. Specifically, many of these studies focus on the development of students’ statistical reasoning skills as the main goal of an introductory course in statistics. While there is disagreement about how statistical reasoning is defined\(^1\), most researchers agree that it includes “the use of statistical tools and concepts to summarize, make predictions about and draw conclusions from data” (Lovett 2001, p. 350). Certainly, the act of making correct interpretations from the data is key to any definition of statistical reasoning. Because of the shift in focus to statistical reasoning in the introductory class (and away from a memorization of procedures), there have been an increased number of calls for change in the way statistics is taught (Ben-Zvi & Garfield, 2004). Several factors have been identified as to why this change is needed:

- Changes in the field of statistics, including new techniques of data exploration
- Changes and increases in the use of technology in the practice of statistics, and the growing availability of this technology in schools and at home
- Increased awareness of students’ inability to think or reason statistically, despite good performance in statistics courses
- Concerns about the preparation of teachers of statistics at the K-12 and college level, many of whom have never studied applied statistics or engaged in data analysis activities (Ben-Zvi & Garfield, 2004, p. 5).

There has been research into statistics education topics since the seventies. Some of the first “statistics education” researchers attempted to identify and classify the types of statistical reasoning misconceptions people possess. Most notably in their research,

\(^1\) The debate over the definition of statistical reasoning is discussed later in this chapter.
Kahneman, Slovic and Tversky (1982) documented many statistical reasoning fallacies\(^2\) that people possess and classified these into heuristics (the processes by which people discover or learn). Their goal, however, was only to understand and classify how people reasoned statistically, not to develop methods to correct incorrect statistical reasoning. These studies were also not focused on students in statistics courses, but rather the general population.

In the eighties more researchers focused on whether students, who were enrolled in a statistics course, showed a higher level of statistical reasoning than the subjects of the previous research of the seventies. Fong, Krantz, and Nisbett (1986) showed that statistics students made only marginal gains in statistical reasoning from the beginning to the end of the course. Other researchers attempted to test different models of statistical reasoning to explain why students reasoned incorrectly (Konold, 1989; Pollatsek, Konold, Well, & Lima, 1984). These studies still did not provide suggestions for improving instruction, but mainly focused on trying to define how statistics students reasoned incorrectly.

In contrast, the nineties were marked by a rapid shift in the research towards providing instructional strategies that would help students learn to reason statistically (Garfield & delMas, 1991). This shift mirrored an effort in the mathematics education community to develop pedagogy that was aimed at helping students learn to reason better mathematically (Lovett, 2001; National Council of Teachers of Mathematics (NCTM), 2003; Shirley, 2000). Part of this shift was in response to the rapid shift in the practice of

\(^2\) For example, the gambler’s fallacy: the incorrect belief that the likelihood of a random event can be affected by or predicted from other independent events.
statistics. Software programs for not only doing statistics, but also for learning statistics were being developed and refined. A computer lab section where students could use these software applications was becoming more common in the introductory course (Lovett, 2001). The advent of graphing calculators in the late nineties that allowed students to have basic statistical capabilities right at their fingertips, drastically changed the possibilities for data analysis right in the classroom (Moore, 1997; NCTM, 2003).

The most recent research in statistics education is trying to pull all these different foci together: using the theories of how students learn to guide what kind of instructional strategies should be tested and used in the introductory classroom (Lovett, 2001). Certainly one pedagogical approach that has been recommended repeatedly by recent researchers is the use of active learning techniques instead of traditional lecturing (Gnanadesikan, Scheaffer, Watkins & Witmer, 1997; Moore, 1997; Shaughnessy, 1977). The use of active learning is based partly on the theories on constructivism and cooperative learning. Researchers argue that actually having students participate in activities where they can manipulate and analyze real data that they themselves have collected, leads to a much deeper and sophisticated understanding of the statistical concepts being presented (Ben-Zvi, 2004; Mackisack, 1994).

Using active learning methods in class is a valuable way to promote collaborative learning, allowing students to learn from each other. Active learning allows students to discover, construct, and understand important statistical ideas and to model statistical thinking. Activities have an added benefit in that they often engage students in learning and make the learning process fun. (ASA, 2005, p.11)

However, the interpretation of what constitutes an active learning activity has been varied. Teachers and departments often identify labs completed in a weekly
computer lab section as examples of active learning. This was certainly my experience at the previously mentioned community college where I was an adjunct. Students, either in groups or on their own, would work through these assigned labs on a computer using a statistical software package. Unfortunately, while these labs did provide students exposure to current statistical software and technology, many of these labs were frequently more of an exercise in following directions and did not provide students the opportunity to do real statistical investigation. Active learning techniques are “used in a variety of class settings to allow students to ‘discover’ concepts of statistics by working through a set of ‘laboratory’ exercises” (Scheaffer, Watkins, Gnanadesikan, & Witmer, 1996, p. vii). The most important feature of these active learning activities is that students are allowed to discover concepts, and unfortunately many computer lab activities don’t allow that process of student discovery to occur. Several texts (e.g., *Workshop Statistics*, *Activity Based Statistics*, etc.) have been published in the last few years with a wealth of active learning activities that allow a process of student discovery that could be used in any type of statistics classroom. However, these textbooks are still considered experimental by many, and very few departments have adopted them as course textbooks. Regardless, they are invaluable references for the instructor who is looking to incorporate active learning activities into a “regular” introductory course.

One of the benefits of active learning techniques is that it often involves data collection. One of the main recommendations of the GAISE report is for teachers to “use real data” (ASA, 2005). Many times this comes in the form of either student run projects or experiments in the classroom. It has been noted that students are much more invested
in understanding why a dataset behaves a certain way if it is their own (Mackisack, 1994; Hogg, 1991). Often, data that are presented in textbooks are contrived and neat. While contrived datasets may be necessary for teaching certain concepts, datasets in the real world are complex and students should be exposed to that complexity (ASA, 2005). Many different statistics educators have recommended student projects as an excellent way of providing this exposure to data analysis in the real world (Binnie, 2002; Field, 1985; Mackisack & Petocz, 2002; Sylvester & Mee, 1992). However, this can potentially take a great deal of time and effort for the instructor, who may have to mentor many students’ projects individually.

However, simply incorporating active learning techniques into the introductory statistics classroom may not be enough to affect real change in student’s conceptual understanding. In what became a multistage research project conducted at two different colleges, a study showed several students were still failing to develop correct understanding of sampling distributions after the topic was taught using active learning techniques (Chance, delMas & Garfield, 2004). This was a surprise to the researchers, given the numerous sources and studies that have proposed active learning helps to develop student’s conceptual understanding. So the researchers decided to look outside of the research in mathematics and statistics education to science education. Statistics is considered in many circles to be more of a scientific discipline rather than a mathematical one, so looking into the research in science education to better understand how students might learn statistics certainly has merit. One learning theory that has a particularly strong research base in science education is conceptual change theory. The theory posits that students learn when an existing conception that they already possess is challenged.
“This model proposes that students who have misconceptions or misunderstandings need to experience an anomaly, or contradictory evidence, before they will change their current conceptions” (Chance, delMas & Garfield, 1999, p. 5).

While most research on the application of conceptual change theory occurred in science education, educators are now starting to see the potential applications in other fields, such as statistics education. “Teaching for conceptual change primarily involves 1) uncovering students' preconceptions about a particular topic or phenomenon and 2) using various techniques to help students change their conceptual framework” (Davis, 2001, para. 2.1). In a follow up study to the multistage research project described previously, Chance, delMas and Garfield (2004) designed computer simulation activities that followed a “predict/test/evaluate model” that allowed students to make predictions about graphical test questions, use a sampling software to create the distributions to test their predictions, and finally allowed students to evaluate their predictions with the computer results. Chance et al. (2004) found that these activities, designed from a conceptual change framework, significantly improved students’ reasoning about sampling distributions. This multistage research project, which was part of the impetus for this research, will be discussed in much greater detail in chapter two.

Problem Statement

It is important to understand how student’s come to reason about variability and specifically what kind of instructional techniques improve the conceptual understanding of variability. Research in the statistics education community has shown that traditional lecture techniques are not providing students with the statistical reasoning skills they
should possess after a first course in statistics (Ben-Zvi & Garfield, 2004). Active learning techniques provide an alternative type of learning for students, but this covers a wide range of activities. What needs to be researched is how particular active learning techniques specifically improve students’ conceptual understanding of variability.

Focus Questions

1) Do active learning labs, designed with a conceptual change framework, have a significant impact on students’ conceptual understanding of variability in an introductory statistics course?

2) How do students articulate their understanding of variability?

3) What differences in understanding of variability are there between students whose introduction to variability measures occurs through a lecture/demonstration format and students whose introduction occurs through active learning labs?

Definitions

Variation vs. Variability

Many research studies use the terms variation and variability interchangeably, and assume these terms have self-evident definitions. Some recent research has attempted to be more specific about the difference between variation and variability. Reading and Shaughnessy (2004) distinguish the difference between the two terms as follows:

The term variability will be taken to mean the [varying] characteristic of the entity that is observable, and the term variation to mean the describing or measuring of that characteristic. Consequently, the following discourse, relating to “reasoning about variation,” will deal with the cognitive
processes involved in describing the observed phenomenon in situations that exhibit variability, or the propensity for change (p. 202).

However, reasoning about variation and reasoning about variability are not always differentiated this way in the literature. It is generally accepted that variation or variability encompasses several things: the quantitative measures such as standard deviation and variance, how it is used as a tool and why it is used in certain contexts (Makar & Confrey, 2005). This particular study uses variability to encompass these ideas.

Statistical Literacy, Reasoning and Thinking

A distinction also needs to be made among several terms that refer to the goals of statistics education: statistical literacy (a component of quantitative literacy), statistical reasoning, and statistical thinking. In much of the statistics research, these terms often overlap one another in how they are defined and used. However, in recent years, there has been a concerted effort to come to an agreement on their definitions. They have been discussed and debated extensively at the International Research Forums on Statistical Reasoning, Thinking, and Literacy and the following definitions of each term is the product of several papers written on the subject by various statistics educators after the forums. Although these terms are being defined here, it should be noted that different researchers still use these terms interchangeably.

- **Statistical literacy** includes basic skills such as organizing data in graphs and tables, understanding the concepts, vocabulary, and symbols, and recognizing that probability is a measure of uncertainty. Statistical literacy goes beyond knowing statistical terminology to the “ability to understand and critically evaluate statistical results that permeate daily life…. a questioning attitude one can
assume when applying concepts to contradict claims made without proper statistical foundation” (Gal, 2002, p. 2).

- **Statistical reasoning** requires the ability to make interpretations about data based on graphs, tables or statistical summaries. It also includes the ability to make connections and explain the relationships between the different statistical processes “Reasoning means understanding and being able to explain statistical processes and being able to fully interpret statistical results” (Ben–Zvi & Garfield, 2004, p. 7).

- **Statistical thinking** requires that one gets the “big ideas” of statistics. Specifically, statistical thinking focuses on the how and why of statistical inference. Snee (1990) defines statistical thinking as “thought processes, which recognize that variation is all around us and present in everything we do, all work is a series of interconnected processes and identifying, characterizing, quantifying, controlling, and reducing provide opportunities for improvement” (p. 118). For example, it includes knowing when to use appropriate data analysis techniques and knowing how and why inferences can be made from samples to populations to understanding why designed experiments are necessary to show causation. Statistical thinkers are able to evaluate and critique statistical studies and can explain how models can be used to simulate random phenomena (Ben–Zvi & Garfield, 2004; Chance, 2002).

In much of the literature, the ideas of statistical literacy, statistical reasoning, and statistical thinking are hierarchal in terms of learning goals for an introductory course (statistical literacy being most basic to statistical thinking being most advanced). However, there is still a great deal of dissention in other research over the definitions of these terms. delMas (2002) points out that some researchers feel that these terms should cover separate ideas but recognize that there will be some degree of overlap. Other authors have posited that statistical thinking and reasoning are actually completely subsets of the overall idea of statistical literacy. Figure 1 shows a visual representation of these competing models of statistical literacy, reasoning and thinking.
Although there is a disagreement in the literature about whether statistical reasoning is a unique goal unto itself, I feel that the goals of my research specifically target the idea of statistical reasoning. The main goals of my study revolve around students being able to see the connections between statistical measures of variability and how a dataset behaves. This goes beyond knowledge of how to calculate and define measures of variability as part of statistical literacy. It might be argued that the goals of my study, particularly related to students knowing when to apply standard deviation versus when to use standard error, might fall under the definition of statistical thinking. However, I still believe that this particular knowledge can also be defined as statistical reasoning, because it involves students “being able to explain statistical processes” (Ben–Zvi & Garfield, 2004, p.7).
Theoretical Framework

The main theoretical framework of this study is the theory of conceptual change. Conceptual change theory is based on Jean Piaget’s ideas and writings on how students learn. Piaget used the idea of schemas to describe the mental skills that a student or a person possesses. Piaget defined two terms to describe how students process new information or ideas into their already existing schemas: \textit{assimilation} and \textit{accommodation}. Assimilation occurs when a student encounters a new phenomenon or idea and uses existing schemas to make sense of it. The new information is assimilated into the old schemas. However, if the students’ existing schemas can’t fully explain the new phenomenon, it creates a perturbation for the student. Then, a review of the phenomenon is initiated that may lead to an accommodation (Von Glasersfeld, 1997). During accommodation, a student must reorganize or replace his existing schemas to allow for understanding the new phenomenon.

Assimilation and accommodation work like pendulum swings at advancing our understanding of the world and our competency in it. According to Piaget, they are directed at a balance between the structure of the mind and the environment, at a certain congruency between the two that would indicate that you have a good (or at least good-enough) model of the universe. This ideal state he calls equilibrium. (Boeree, 2006, para. 2)

His work eventually became the underlying foundations of constructivism, a theory that postulates, “the learner constructs his/her own understanding from the totality of the experiences which he/she sees as relevant to the content, belief, skill etc., being considered” (Gunstone, 1994, p. 132). Constructivism has been extensively researched and applied in mathematics education (Cobb, 1994).
The theory of conceptual change builds upon the ideas of assimilation and accommodation a bit further: that the process of learning or how a student comes to know a new concept is also guided by a student’s existing schemas on how learning should take place. “Without such concepts it is impossible for the learner to ask a question about the (new) phenomenon, to know what would count as an answer to the question, or to distinguish relevant from irrelevant features of the phenomenon” (Posner, Strike, Hewson & Gertzog, 1982, p. 212). The central concepts of the conceptual change model are status and conceptual ecology.

The status that an idea has for a person holding it is an indication of the degree to which he or she knows and accepts it: status is determined by its intelligibility, plausibility and fruitfulness to that person. The idea of a conceptual ecology deals with all the knowledge that a person holds, recognizes that it consists of different kinds, focuses attention on the interactions within this knowledge base, and identifies the role that these interactions play in defining niches that support some ideas (raise their status) and discourage others (reduce their status). Learning something, then, means that the learner has raised its status within the context of his or her conceptual ecology. (Hewson, Beeth & Thorley, 1998, p. 201)

Teaching for conceptual change can be difficult. Students may have to change their “fundamental assumptions about the world, about knowledge, and that such changes can be strenuous and potentially threatening” (Posner et al., 1982, p. 213). Many recent researchers have taken these concepts and conceived that conceptual change “involves the learner recognizing his/her ideas and beliefs, evaluating these ideas and beliefs (preferably in terms of what is to be learned and how this is to be learned), and then personally deciding whether or not to reconstruct these existing ideas and beliefs” (Gunstone 1994, p. 132). In short, this creates a “recognize, evaluate, decide whether to reconstruct” (Gunstone 1994, p. 132) formula of how conceptual change can occur.
In much of the literature, research on conceptual change and research on “misconceptions” are research on the same idea. In particular, some researchers define misconceptions as a “miscategorized concept(s)”, and that conceptual change entails re-categorizing these misconceptions correctly. There has been some dissention among conceptual change researchers as to what exactly sparks the process of conceptual change or recategorization for a learner. Vosniadou (2002) argues that learners begin with “naïve theory of how something works based on previous experience” (p. 65) and the process of conceptual change begins with instruction that is “inconsistent with their existing mental representations” (p. 65) and that creates a perturbation in the mind of the student. As students begin to assimilate the new knowledge, “they form synthetic meanings that lack coherence and stability” (Vosniadou, 2002, p. 65). Resolving these internal inconsistencies is a gradual process that can entail a progression of a series of mental models about the new knowledge. In other words, conceptual change is not an instantaneous reorganization and replacement of concepts (Mayer, 2002, p. 102), but a process that happens over time.

Chi and Roscoe (2002) argue that “to accomplish conceptual change, learners must become aware that they have miscategorized a concept” (Mayer, 2002, p. 104), but again they view this process as an incremental process that happens over time. Others stress the importance of sociocultural aspects in the process of conceptual change. Ivarsson, Schoultz and Saljo (2002) argue “human cognition is socialized through the participation in activities where tools are used for particular purposes” (p. 79). In particular, these authors ran an experiment that demonstrated children developed more sophisticated reasoning about the nature of earth when they had access to a world map
during interviews. They argued that students’ mental models depend heavily on the tools
the students have access to in a particular learning situation.

Others stress that conceptual change and metacognition are irrevocably intertwined (Gunstone, 1994). Metacognition is the consciousness of our thoughts and the
knowledge we have about our cognitive process. Gunstone argues learners must
recognize and evaluate “with an understanding of learning goals, of relevant uses of the
knowledge/skills/strategies/structures to be learned, of the purposes of particular
cognitive strategies/structures to be learned, of the purposes of particular cognitive
strategies appropriate to achieving these goals, of the processes of learning itself” (p. 133). For example, De Jong and Gunstone (1998) found in their study to affect
conceptual change in physics students, that they were met with resistance because the
students felt that learners needed “high intelligence” and “good memory” in order to be
successful in physics and a student either had those things or they didn’t. The researchers
found that these students prevented themselves from learning because they believed they
did not possess the necessary skills to learn.

Because of these differing viewpoints, defining all the aspects of the theory of
conceptual change is difficult. And some researchers point out the limitations of the
theory and the lack of “theoretical accountability concerning the nature of the mental
entities involved in the process of conceptual change” (Limon & Mason, 2002, p. xvi).
Since there is disagreement over how conceptual change operates, there is corresponding
disagreement over how exactly conceptual change theory works in practical applications.
However, common to all of the definitions and variations of the conceptual change
model, is the importance given to students’ knowledge prior to instruction (Hewson,
Beeth, & Thorley, 1998). In one of the first articles published on conceptual change theory in science education, Posner, Strike, Hewson and Gertzog (1982) recommend the following teaching strategies for teaching toward conceptual change.

1) Develop lectures, demonstrations, problems, and labs that can be used to create cognitive conflict in students.

2) Organize instruction so that teachers can spend a substantial portion of their time in diagnosing errors in students’ thinking and identifying defensive moves used by students to resist accommodation.

3) Develop the kinds of strategies that teachers could include in their repertoire to deal with student errors and moves that interfere with accommodation.

4) Help students make sense of science content by representing content in multiple modes (e.g. verbal, mathematical, concrete-practical, pictorial), and by helping students translate from one mode of representation to another.

5) Develop evaluation techniques to help the teacher track the process of conceptual change in students. (p. 225)

Researchers agree that teaching for conceptual change requires a great deal from teachers. There is much they need to know not only about the content of a particular course, but also the range of ideas students may have about a particular topic and the various pedagogical techniques that can be employed (Hewson, Beeth & Thorley, 1998).

Generally, researchers agree on the fundamental ideas of conceptual change and accommodation and assimilation. The disagreements discussed above relate to how this process actually occurs and what conditions must be present to stimulate the process.

Conceptual change theory has been a major theoretical framework for science education (especially physics) in the last thirty years or so. It has only been transferred to other fields in a limited capacity. However there are a few recent studies in mathematics
and statistics that have used conceptual change theory successfully as their theoretical framework (Chance, delmas, & Garfield, 1999). In particular, Chance, delMas and Garfield (2004) used conceptual change theory to redesign an “activity to engage students in recognizing their misconceptions and to help them overcome the faulty intuitions that persisted in guiding their responses on assessment items” (p. 299). This was part of the multistage research project that was mentioned earlier in this chapter. The researchers in this case redesigned computer lab activities to follow a “predict/test/evaluate model” that followed closely the “recognize/evaluate/decide whether to reconstruct” model of conceptual change proposed by science education researchers. This study will be discussed in much more detail in chapter two of this document.

My personal rationale for this study

My intention for this study is to test how well conceptual change theory works in the introductory statistics classroom. Shortly before I began working on this research, I was hired as a full time instructor at a small, mid-western, liberal arts college. Teaching introductory statistics at this college turned out to be a much bigger challenge than I had encountered previously in my career. First, this course carried credit for the mathematics major and was taught from a very mathematical perspective. However, this course was taken and required by a wide variety of other majors, including business, nursing, and sports management. While all the students had the required college algebra prerequisite, there was still a great disparity in mathematical skills and reasoning abilities among the students in the class. Second, the college did not have a computer lab large enough to hold thirty students, which was the usual number of students in a particular introductory
statistics section. This made the logistics of teaching introductory statistics with a computer component nearly impossible. And lastly, there was resistance within the department to see the need for change to the introductory statistics curriculum. It was my hope that by conducting my dissertation research at this college, I would be able to demonstrate the need to revise their introductory statistics curriculum. I was also hoping to demonstrate that the reforms proposed by the statistics education community would improve the course, as it already existed.

What to expect in the next chapters

Chapter 2 provides a literature review of studies done in statistics education and beyond that are relevant to the issues of developing students’ conceptual understanding of variability in an introductory statistics course. Chapter 3 discusses the qualitative and quantitative methodologies that were employed to answer the research questions posed previously. Chapter 4 gives a detailed analysis of all the relevant data from assessment instruments, lab activities and student interviews. And chapter 5 discusses the issues related to this study, the conclusions I was able to draw from my data and the implications for further research on students’ conceptual understanding of variability.
CHAPTER 2

LITERATURE REVIEW

Statistics Education

The number of statistics courses taught at college and universities around the United States and beyond has grown tremendously over the last twenty years. This is partly due to the increased demand by the marketplace that college graduates have at least a basic understanding of statistical concepts. Advancements in technology have created the ability to collect vast volumes of data in government, business, and other industries. Consequently, the ability to analyze data has become a much more valued commodity in the workplace. “Not surprisingly, the Curriculum and Evaluation Standards for School Mathematics (National Council of Teachers of Mathematics (NCTM), 1989) has echoed the increased attention to statistics and probability in society by recommending a prominent role for applications of data and chance in school mathematics” (Shaughnessy & Zawojewski, 1999, p. 713).

While the Principles and Standards for School Mathematics, published by National Council for Teachers of Mathematics, have increased the focus on data analysis at all grade levels, there is still a struggle to get statistics and probability instruction into K-12 classrooms. Many mathematics teachers, who end up becoming the statistics instructors in many schools, receive little education in statistics during their professional
preparation (Fendel & Doyle, 1999). In most cases, only one statistics course is required for pre-service teachers and in some cases, the statistics course is optional. Certainly the college where this study took place requires only pre-service secondary mathematics teachers to take a statistics course. For pre-service elementary teachers, statistics is an optional course. Even so, there is evidence of an increase in the coverage of statistical topics in K-12 classrooms. The 1996 National Assessment of Education Progress (NAEP) showed that teachers are spending a “moderate” amount of time on statistical topics. This is opposed to surveys conducted in 1990 and 1992, which showed teachers spending “little” time on these topics (Shaughnessy & Zawojeski, 1999). The most current version of the report shows that 4th graders in many states are doing significantly better on the data analysis and probability sections of the assessment (United States Department of Education, 2007).

Even with this progress, for most students, their first formal experience with statistics occurs in college. Therefore, a significant amount of the literature in statistics education has focused on the college student and is the focus of this particular study. Many of the conclusions and recommendations cited here, however, can apply to both the college statistics student and the K-12 student. And I will discuss a few studies in this literature review, which are relevant to conceptual understanding of variability that took place in K-12 classrooms.
Statistical Reasoning: Early Studies

Advances in educational and statistical technology have made data analysis much more accessible to all grade levels. Before graphing calculators and computers, the introductory statistics curriculum had to focus on performing calculations and learning to manipulate complex statistical formulas. Now with the advancement and availability of technology, it is no longer necessary for statistics students to complete those complex calculations by hand. This has shifted the focus in statistics classrooms toward learning the underlying concepts of statistics and learning to reason statistically. Therefore, research in statistics education has shifted its focus to the unique educational issues that come with trying to teach and learn abstract statistical concepts (Ben-Zvi & Garfield, 2004). The goal is no longer mastery of statistical skills, but rather a mastery of statistical reasoning.

If teachers were asked what they would really like students to know six months or one year after completing an introductory statistics course, …Many would indicate that they would like students to understand some basic statistical concepts and ideas, to become statistical thinkers, and to be able to evaluate quantitative information (Garfield, 1995, p. 26).

In many of these studies, there is discussion and debate over defining statistical reasoning versus statistical thinking. As I mentioned in Chapter 1, many authors use these two terms interchangeably or feel that the concepts they encompass overlap. Lovett (2001) defines statistical reasoning as “the use of statistical tools and concepts… to summarize, make predictions about, and draw conclusions from data” (p. 350). Wild and Pfannkuch (1999) define statistical thinking as “the complex thought processes involved in solving real world problems using statistics with a view to improving such problem
solving” (p. 224). There does seem to be a consensus in the research that statistical thinking is higher level of cognitive activity than statistical reasoning. “Statistical reasoning may be defined as the way [italics added] people reason with statistical ideas and make sense of statistical information…. Statistical thinking involves an understanding of why and how [italics added] statistical investigations are conducted” (Ben-Zvi & Garfield, 2004, p. 7). Still, the definitions of statistical reasoning and statistical thinking are being developed and debated in the literature (delMas, 2004). Regardless of the exact definition, several studies have been conducted recently that focus on the issues of developing statistical reasoning.

Research into understanding how students reason in probability and statistics began with a few studies done in the late seventies and the early eighties. Two psychologists, Kahneman and Tversky (1982) did a series of studies trying to understand how people reason about probability and classify the different types of misconceptions people develop about probability. These studies were conducted with people who had no particular statistics training. Two of these heuristics that they developed are described below:

1) **Representativeness** – people tend to make decisions about the probability of an event happening depending on how close the event models what happens in the distribution from which it is drawn. For example, deciding that a particular sequence of coin flips, such as H H H T H is not likely because it does not contain 50% heads. (Shaughnessy, 1977)

2) **Availability** – people tend to assess the probability of a particular situation depending on how easily they can relate to it in their own mind. For example, a person might feel the probability of a middle-age person having a heart attack is high, if they have middle-age friends who have had heart attacks. (Kahneman & Tversky, 1982)
A number of studies were completed after Kahneman and Tversky published their work attempting to confirm their classifications and understand how to correct these misconceptions. Pollastek, Konold, Well, and Lima (1984) conducted two experiments in which they took the one particular type of assessment question Kahneman and Tversky had used in their work to identify use of the representativeness heuristic and posed them to current statistics students. All the students answered the questions as part of a bonus questionnaire that was passed out in class. Then some of those students were interviewed later. In the second experiment, the interviewers posed alternative solutions to the assessment questions to the interview subjects. These alternative suggestions were made in an effort to judge how strongly students held onto their original answer and to further probe what kind of reasoning the students were using. Pollastek et al. (1984) put forth their own model (active balancing) to classify what kind of reasoning students were using. However, they concluded that there was no evidence to support their model and students were indeed using reasoning consistent with Kahneman and Tversky’s representativeness heuristic. One major implication of the study was that “since students’ actual heuristic, representativeness, is so different in form from the appropriate mechanistic belief, it may not be easy…to effect any lasting change in students’ beliefs” (Pollastek et al., 1984, p. 401). The researchers were very concerned that the methods students employed to reason about these probability assessment items were radically different from any correct reasoning methods.

Other studies focused on different aspects of Kahneman and Tversky’s heuristics or used them as a framework for their own research. Fong, Krantz, and Nisbett (1986)
performed a series of studies to determine whether the level of statistical training of subjects (Kahneman and Tversky’s subjects had no statistical training) affected the statistical “quality” of responses to assessment questions. Fong et al. (1986) defined statistical “quality” as how much formal statistical reasoning was used to answer the assessment question. Although they were able to show that statistical training did have some effect on the quality for some assessment questions, they were surprised to find that statistical training had no effect on the statistical quality of the responses to two of their four assessment questions. Their results suggested that coursework and training in statistics would not necessarily guarantee a higher level of statistical reasoning skills (Lovett, 2001). Konold (1989) tested his own model of statistical reasoning, what he termed the “outcome approach”, against the representativeness heuristic and found that there were “additional misconceptions that ought to be taken into account” (p. 93). He observed that students would predict the outcome to a single trial with a yes or no for any type of probability question and relied on casual, informal explanations of outcomes and variability. For example, some participants were given an irregularly shaped bone with each side labeled with different letters and asked which side was most likely to land upright. A composite “outcome approach” response from his interview transcripts is quoted below:

S: Wow. If I were a math major, this would be easy. B is nice and flat, so if D fell down, B would be up. I’d go with B
I: And how likely do you think B is to land upright?
S: I wouldn’t say it’s much more likely. It depends on the roll.
I: So what do you conclude, having rolled it once?
S: Wrong again. [B] didn’t come up.
I = Interviewer S= Student (Konold, 1989, p. 67)
The first part of this composite response demonstrates what Konold meant by a casual, informal explanation: students not using any sort of a mathematical model to reason about the question. The second part of this composite response shows what he meant by a yes or no response: the student thought the probability of rolling a particular side of the bone (B) was determined to be either right or wrong after each roll. Konold used his results to demonstrate that Kahneman and Tversky’s classifications were a start to understanding a student’s statistical reasoning and misconceptions, but there was much more to the story.

Lecoutre (1992) added the idea of “equiprobability bias” to the previously mentioned heuristics. The equiprobability bias occurs when students feel that all results from random events are equally likely. For example, if a jar contains two red chips and one white chip, students will mistakenly feel that the probability of drawing two red chips is the same as the probability of drawing one red chip and one white chip. Lecoutre discovered this bias in a study of 87 students. She attempted to “trick” students into using the correct conceptual model by first asking students a probability question with the chance aspect masked and then following it with a more standard probability problem. Of the students that got the first question correct, only sixty percent were able to correctly transfer the reasoning to a second standard probability question. Another study confirmed that there are enduring misconceptions among students of statistics regardless of age or experience. Metz (1998) conducted a study of kindergarteners, third graders and undergraduates, attempting to trace the conceptual development of the statistical idea of randomness. Based on her videotaped analysis of students working three specific
sampling tasks, she concluded that while students did develop a more sophisticated idea of randomness as they got older, there still remains “enduring challenges in the interpretation of random phenomena, manifested from kindergarten to adulthood” (Metz, p. 349).

Most of this work in the seventies and eighties (and some in the nineties) focused on reasoning in probability situations. The main conclusion of all of this research was that students have many enduring misconceptions in probability and statistics even after they complete an introductory course in statistics. Later research (Chance, delMas, & Garfield, 1999; Garfield, 1995) would expand upon these identified misconceptions and attempt to present pedagogy that would address and correct them.

Exploratory Data Analysis (EDA)

Much of the more recent research that has been done in the area of statistical reasoning has been done to ascertain how students develop these skills. One hypothesis set forth by researchers is that students understand much more conceptually if they are exposed to statistics through Exploratory Data Analysis (EDA). EDA is a statistics curriculum that asks students to analyze and explore data to answer open-ended questions with a heavy emphasis on interpreting graphical displays, often with the aid of technology (Ben-Zvi, 2004; Ben-Zvi & Friedlander, 1997; Burrill & Romberg, 1998). This parallels mathematics education paradigms such as problem-based learning and inquiry-based learning. Several researchers have done teaching experiments where EDA was the primary pedagogical method. Ben-Zvi (2004) observed the development of
statistical reasoning in two students in a seventh grade EDA classroom in Tel-Aviv. This particular curriculum (*Statistics Curriculum*) was “based on the creation of small scenarios in which students can experience some of the processes involved in the experts’ practice of data based enquiry” (Ben-Zvi, 2004, p. 125). For example, one task asked students to take data from the men’s 100-meter Olympic races and look for trends and interesting phenomena. Then the students were asked to respond to an argument between two journalists as to whether there is a limit to how fast a human can run.

These students’ reasoning development was tracked over the course of two and a half months through video recordings, classroom observations, interviews, student notebooks, and student projects. He found that in this controlled learning environment, students developed “their reasoning about data by meeting and working with, from the very beginning, ideas and dispositions....[that include] making hypotheses, formulating questions, handling samples and collecting data, summarizing data, recognizing trends, identifying variability [italics added] and handling data representations” (Ben-Zvi, 2004, p. 141).

Other researchers have focused on creating an EDA classroom with a heavier reliance on technology. Biehler (1997) conducted two studies in which students used a software tool for an entire course in data analysis, which culminated in an end of course project. Through in-depth interviews, Biehler was able to identify the problem areas and difficulties students and teachers encounter in elementary data analysis much more extensively; issues such as lacking the language to accurately describe graphical structure. All of these studies emphasize the importance as well, even with the increased
use of technology, of the teacher in creating EDA environments that motivate and challenge students to really understand the complexities of a dataset (Ben-Zvi, 2004; Ben-Zvi & Friedlander, 1997; Groth, 2006).

In some introductory statistics classes that are geared for science majors, EDA can come in the form of scientific experiments. Because carrying out an experiment or project is an exercise in applying general principles to a specific task (Mackisack, 1994), these experiments can provide students with a way to examine aspects of data analysis that wouldn’t be otherwise possible with traditional textbook problems. One of the main principles of EDA is to have students work with real data. “Learning about statistics is more meaningful – and fun – when students are analyzing real data that they themselves collected. Whenever possible, it is important to involve students in testing their own hypotheses” (Wolfe, 1993, p. 4). Issues such as critiquing experimental designs, giving detailed interpretations of results, exploring anomalous observations, questioning to elicit detailed information about somebody else’s problem, and deciding what analysis is appropriate for a particular data set can be explored within the context of these experiments (Mackisack, 1994).

Reasoning about Distribution

The concept of distribution is one of the first topics introduced in an introductory statistics course. Researchers argue that it is fundamental for students to understand how data behaves graphically (Gal & Short, 2006) and is inextricably linked to conceptual
understanding of variability (delMas & Liu, 2005; Leavy, 2006; Makar & Confrey, 2003; Reading & Reid, 2006).

Variation is at the heart of statistical thinking but the reasoning about variation is enabled through diagrams or displays…such as graphs or frequency distributions of data. (Pfannkuch & Reading, 2006, p. 4)

Several researchers have researched student’s conceptual understanding of distribution. Bakker and Gravemeijer (2004) observed the development of statistical reasoning about the shape of a distribution in students in four different seventh grade classrooms in the Netherlands over the course of a year. They used specifically designed series of interactive web applets (Minitools) that allowed students to first develop informal reasoning about concepts such as majority, outliers, chance, reliability and mean on given datasets. Later, students could use Minitools to invent their own dataset distribution in response to descriptions of the data presented by their teacher. For example, in an activity on battery life, students had to create a distribution that would show “brand A is bad but reliable; brand B is good but unreliable; brand C has about the same spread as brand A, but is the worst of all the brands” (Bakker & Gravemeijer, 2004, p. 154). During these lessons, the researchers conducted mini-interviews with students. By asking students to move back and forth between interpreting distributions and constructing distributions, the researchers were able to demonstrate that in this kind of classroom environment, students were able to represent many elements of distributions in their graphs. They also stressed that the assessments, which asked students to create graphs using given statistical information, was very effective in developing students’ conceptual understanding of distribution.
Other researchers have also focused on the importance of understanding how teachers develop and talk about their own conceptions of distributions (Pfannkuch, 2006). One study in particular, Leavy (2006), explored the development of pre-service teachers’ understanding of distribution in a mathematics methods course. The study consisted of three phrases: pretest/baseline data collection, instructional intervention, and a posttest. The pretest involved a bean sprout experiment in which the pre-service teachers were asked to present their conclusions. From these results, researchers were able to see that the teachers mostly relied on numerical methods instead of graphical displays to make data comparisons. Based on the pretest results, the pre-service teachers participated in a semester-long statistical investigation of the bean experiment with a specific focus on distribution. During the course of the semester, the pre-service teacher’s work related to the ongoing investigations was used to frame discussion and instruction. They were also asked to keep a journal and participate in focus groups to discuss statistical strategies. The pre-service teachers, then, participated in a post-instruction investigation involving popcorn, but similar in structure to the pretest bean sprout experiment. The posttest results showed several improvements in the pre-service teachers’ reasoning: they were more attuned to issues of sample size, their choice of descriptive statistics was much more careful, and the teachers were much more conscious of limitations of the choices they made for data presentation.

The results from this study had several important implications. The first was recognizing that before this course, pre-service teachers focused much more on summary of the data rather than exploration. Other researchers have noted this lack of statistical
knowledge with pre-service teachers and encouraged degree programs to require content experience with data analysis and statistics (Lajoie & Romberg, 1998). Given that these teachers are a crucial component in bringing statistics education reforms into classrooms, it is important to realize that “their lack of exposure to statistical ideas and statistical inquiry lead to the blanket implementation to measures they are familiar with – the mean invariably” (Lajoie & Romberg, 1998). However, once participants’ attention was drawn to variation, in concert with an emphasis on how variation is modeled in graphical representations, variation quickly became the central component of participants’ understanding of distribution” (Leavy, 2006, p. 106). The study also highlights the connection between statistical inquiry, concepts of distribution and recognizing the importance of variation.

While some researchers and educators view distribution as the “lens” through which students learn and come to understand variation (Wild, 2006), other researchers view reasoning about variation as a prerequisite to understanding distribution. Reading and Reid (2006) conducted a study of statistical reasoning with 57 students in an introductory course. The students were asked to complete four minute-papers around four different themes: exploratory data analysis, probability, sampling distribution, and inference. The minute papers were short assessment questions that were given to students in the last five minutes of class and submitted to the instructor immediately. The papers were coded by the researchers initially with a consideration of student’s reasoning about variation using a four level hierarchy (no consideration of variation, weak consideration of variation, developing consideration of variation, strong consideration of variation).
Later, the same minute papers were coded similarly but with a consideration towards reasoning about distribution. The researchers found that there was a very strong link between the code that a student received on variation and the code a student received on distribution. Students who were rated weak on variation rarely demonstrated strong understanding of distribution. Students who were rated developing consideration of variation did a much better job describing the different elements of a distribution and were more able to make the connection between variation and distribution. These results make the argument that conceptual understanding of variability and conceptual understanding of distribution are inextricably linked. However, it was noted by these researchers, “few responses were able to successfully apply their understanding of centre, spread, and density to the complex notion of the sampling distribution of the mean” (Reading & Reid, 2006, p. 57).

Reasoning about Sampling Distributions

Perhaps the most well known study of students’ conceptual understanding of sampling distributions, Chance, delMas, and Garfield (2004) conducted a seven-year, multi-stage project at two different American universities to track how college students were reasoning about sampling distributions. Eventually they had five different studies come out of this one larger project, each previous study driving the conceptual framework for the next study. Initially they were interested in evaluating the usefulness of simulation software for learning sampling distributions. Students participated in an instructional activity that utilized a computer simulation program developed by one of the
researchers (*Sampling Distribution*). Students could change certain settings such as population shape and sample size for generating sampling distributions. They were then asked to summarize the results of what they had observed. The researchers used the results from pretest and posttest graphical based assessment items to measure change in reasoning about sampling distributions. The results from the assessment items showed some positive changes, but for the most part did not demonstrate that students were developing the correct reasoning about sampling distributions. From these results, the researchers hypothesized that the simulation activities needed to have more than just a visual component.

Thus, Chance, delMas, and Garfield (2004) attempted to redesign the simulation activities, using a conceptual change framework, i.e., “redesigning the activity to engage students in recognizing their misconceptions and to help them overcome the faulty intuitions that persisted in guiding their responses on assessment items” (p. 299). Students were asked to give their response to a graphical test item and then use the *Sampling Distribution* program to produce a sampling distribution in order to evaluate their response to the graphical test item. The “predict/test/evaluate” model for the redesigned activities seemed to produce better understanding of sampling distributions in students, but there were still misconceptions that persisted.

For the third study, Chance, delMas and Garfield (2004) looked at whether students’ understanding of the knowledge prerequisite to understanding sampling distribution could explain students’ persistent misconceptions about sampling distributions. Through analysis of the experiences and observations of the classroom
researchers involved in the first two studies, plus a detailed analysis of student responses from the first two studies, the researchers were able to compile a list of the prerequisite knowledge necessary to understanding sampling distribution. These included the idea of variability, the idea of distribution, the normal distribution and the idea of sampling. The researchers then took those ideas and created a pretest designed to identify students’ weaknesses and help guide instruction before students began the unit on sampling distributions.

The fourth study gathered more information about students’ conceptions about the prerequisite knowledge and how they developed reasoning about sampling distributions though interviews with students in a graduate level introductory statistics class. Students were asked to answer open-ended questions about sampling variability while interacting with the Sampling Distribution software. From these interviews, a developmental model (Table 1) of how students come to reason about sampling distribution was proposed.
<table>
<thead>
<tr>
<th>Level of Reasoning</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Idiosyncratic reasoning</td>
<td>The student knows some words and symbols related to sampling distributions, uses them without fully understanding them, often incorrectly, and may scramble these words with unrelated information.</td>
</tr>
<tr>
<td>2: Verbal reasoning</td>
<td>The student has a verbal understanding of sampling distributions and the Central Limit Theorem, but cannot apply this knowledge to actual behavior. For example, the student can select a correct definition or state the implications of the Central Limit Theorem as it describes sampling distributions, but does not understand how the key concepts such as variability, average, and shape are integrated.</td>
</tr>
<tr>
<td>3: Transitional reasoning</td>
<td>The student is able to correctly identify one or two dimensions of the sampling process without fully integrating these dimensions. For example, the student only understands the relationship between the sampling distribution shape and the population shape, the fact that large samples lead to more normal looking sampling distributions, or that larger sample size leads to a narrower sampling distribution (decreased variability among sample means).</td>
</tr>
<tr>
<td>4: Procedural reasoning</td>
<td>The student is able to correctly identify the dimensions of the sampling process but does not fully integrate them nor understand the process that generates sampling distributions. For example, the student can correctly predict which sampling distribution corresponds to the given parameters, but cannot explain the process and does not have confidence in his or her predictions.</td>
</tr>
<tr>
<td>5: Integrated process reasoning</td>
<td>The student has a complete understanding of the process of sampling and sampling distributions and is able to coordinate the rules (Central Limit Theorem) and behavior of the sampling process. The student can explain the process in her or his own words and makes correct predictions with confidence.</td>
</tr>
</tbody>
</table>

Table 1: Developmental model of statistical reasoning about sampling distributions (Garfield, 2002, p. 4).
This developmental model became the basis for the fifth study. Chance, delMas and Garfield (2004) developed a diagnostic assessment that was designed to identify students who were at potentially different levels of statistical reasoning. Three different populations of students took this diagnostic test after their unit on sampling distributions. Subsets of these students participated in interviews, consisting of four questions related to sampling distributions. The initial purpose of the interviews was to validate the level of reasoning each interviewee had been placed at by the diagnostic test. However, the researchers found it incredibly difficult to ascertain from the interviews the appropriate level of reasoning for particular student.

Each of these five studies contributed greatly to understanding why sampling distributions is such a difficult subject for students to learn. The researchers were able to identify some of the problem areas and document how “forcing students to confront the limitations of their knowledge…[helped] students…correct their misconceptions and …construct more lasting connections with their existing knowledge framework” (Chance, delMas, & Garfield, 2004, p. 312). The researchers, however, recognized that many students did not have the necessary prerequisite knowledge of variability and distribution and that research needs to focus on how “these early foundational concepts needs to be integrated throughout the course so students will be able to apply them and understand their use in the context of sampling distribution” (Chance, delMas, & Garfield, 2004, p. 314).
Models of Statistical Reasoning

Several other studies have proposed models of statistical reasoning, although these studies had different statistical topics as their focus. A longitudinal study (Watson 2004) of 22 Tasmanian students of varying grade levels classified students’ reasoning about sampling into one of six categories. These categories were subsets of tiers (Table 2) of statistical literacy that had been developed by the researchers in an earlier study (Watson, 1997).

<table>
<thead>
<tr>
<th>Tier 1</th>
<th>Understanding Terminology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tier 2</td>
<td>Understanding Terminology in Context</td>
</tr>
<tr>
<td>Tier 3</td>
<td>Critical Questioning of Claims made without Justification</td>
</tr>
</tbody>
</table>

Table 2. Categories of developing concepts of sampling (Watson, 2004).

Watson (2004) used these categories and tiers to track students reasoning over the period of four years through student interviews. They were able to document students’ responses to the assessment questions on sampling four years after their initial classification generally improved. However, it was impossible to ascertain whether “life experiences or the mathematics curriculum” (Watson, p. 290) were responsible for the improvement. Some of the older students referred to examples in their classes, which seemed to indicate that the mathematics curriculum was having an influence.

Several studies employed a version of the Structure of Observed Learning Outcomes (SOLO) taxonomy developed originally by Biggs and Collis (1982) to develop a hierarchy of statistical reasoning (Pfannkuch, 2005; Reading & Reid, 2006; Watson,
The SOLO taxonomy postulated the existence of five modes of functioning that span from birth to about 20 years old and five cognitive levels (prestructural, unistructural, multistructural, relational, and extended abstract) that “recycle during each mode and represent shifts in complexity of students’ reasoning” (Jones, Langrall, Mooney, & Thorton, 2004, p. 99). Table 3 shows theses levels were modified and applied to describe levels of statistical reasoning.

<table>
<thead>
<tr>
<th>Level of SOLO taxonomy</th>
<th>Description of application to statistical reasoning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prestructural (P)</td>
<td>Does not refer to key elements of the concept.</td>
</tr>
<tr>
<td>Unistructural (U)</td>
<td>Focuses on one key element of the concept.</td>
</tr>
<tr>
<td>Multistructural (M)</td>
<td>Focuses on more than one key element of distribution.</td>
</tr>
<tr>
<td>Relational (R)</td>
<td>Develops relational links between various key elements of the concept.</td>
</tr>
</tbody>
</table>

Table 3. Interpretation of SOLO taxonomy for statistical reasoning (Reading & Reid, 2006).

Researchers have used this framework as the framework for their research into student statistical reasoning on a particular topic or concept. Reading and Reid (2006) used this to frame their study on reasoning about distribution, while Chance, delMas and Garfield (2004) used this model as the basis for determining “dimensions” of statistical reasoning behavior.
Reasoning about Variability

Despite recognizing the importance of variability in an introductory course, very little research “has been published about how people, particularly novices and statistics students, actually reason about variability, or how this type of reasoning develops in the course of statistics instruction” (Ben-Zvi & Garfield, 2004). Many of the studies already mentioned previously have recognized the importance of students’ conceptual understanding of variability as crucial to students’ understanding of other areas in statistics (Chance, delMas, & Garfield, 2004; Reading & Reid, 2006; Leavy, 2006). There have been some studies that have focused primarily on variability, but many within the context of other topics (distribution, sampling, etc). Reading and Shaughnessy (2004) examined students’ conceptions of variability within the topic of sampling. Twelve students from both primary school and secondary school were interviewed and asked to answer a series of questions about the probabilities associated with two sampling situations. Students were presented with two mixtures of lollipops: the first had 50 red, 30 blue and 20 yellow lollipops; the second contained 70 red, 10 blue, and 20 yellow lollipops. Students were asked to predict how many red lollipops could be expected if a student drew 10 lollipops out of each mixture. Then they were asked if six people each drew 10 lollipops out of each mixture, and each person returned the lollipops to the bowl after each draw, how many red lollipops could be expected. Students were asked to explain their reasoning and given an opportunity to change their answer after they physically drew 10 lollipops out of the mixtures. The researchers were able to categorize most responses into one of two hierarchies:
1) Description hierarchy – based around students’ descriptions of the variation occurring, developed from aspects of students’ responses such as *it is more spread out, there’s not the same number each time*.

2) Causation hierarchy - based around students’ attempts to explain the source of the variation, developed from aspects of student responses such as *because there’s heaps of red in there* (Reading & Shaughnessy, 2004).

The researchers used these hierarchies to analyze and code the students’ responses. In these descriptions, students emphasized two main concepts of variation. One concept was on how spread out the numbers were: students gave responses that indicated they were considering variation when they were dealing with extreme values. The other concept was on what was happening with the numbers within the range of possibilities. The researchers also discovered that “students demonstrated more of their developing notions of variation in those tasks that they found more difficult” (Reading & Shaughnessy, 2004, p. 221). The challenge of dealing with the 70% red setup versus the 50% setup and increasing the number of repetitions provided the researchers more insight into students’ conceptual understanding as students struggled with the complexity of the situation. Researchers concluded that instructors should not shy away from more challenging data sets, as they allow “more opportunity for discovering” (Reading & Shaughnessy, 2004, p. 223).

Liu and delMas (2005) explored students’ conceptual understanding of the standard deviation, one of the main statistical measures of variability, as students interacted with a designed computer environment and an interviewer. The computer environment was a Java program that allowed students to compare and manipulate
distributions and standard deviations. Students from four sections of an introductory
statistics course at a large Midwest research university participated in a three-phrase
interview process: introduction, exploration and testing. The introduction allowed the
students time to become familiar with the computer program. During the exploration
phase, students were presented with five different sets of bars and asked to arrange them
so that they produced the largest possible standard deviation. The computer program then
allowed students to check their answers and receive feedback.

During the testing phase, students were presented with 10 pairs of histograms. The mean and the standard deviation of the left histogram were presented but only the
mean of the right histogram were presented. Students were asked to decide whether the
standard deviation of the right histogram was larger, smaller or the same as the histogram
on the left. After each pair, students were asked to explain their reasoning and then were
allowed to check their answers. Figure 2 shows an example pair of histograms from a test
item from this study.

Figure 2: Sample test item from Liu and delMas’ (2005) study
The purpose of this study was exploratory in nature and was meant to address the lack of research describing how students think about variability. The researchers were able to identify eleven types of justifications students used to explain their responses to the test items. These justification types included bell-shaped, big mean, and equally spread out. In addition, the researchers were able to demonstrate that the interaction with the computer and the interviewer did help students form the correct conceptualization of how standard deviation relates to a histogram.3

Several authors have researched how teachers understand variability. Makar and Confrey (2005) looked at the types of language pre-service teachers use when engaged in data analysis tasks. Interviews were conducted with 17 pre-service teachers at both the beginning and end of a pre-service course on assessment, which included a unit on exploratory data analysis. During the interviews, participants were given data from an education project and asked to use the provided data and dotplots to comment on the effectiveness of a remediation program. From the transcripts of these interviews, the researchers were able to document the types of statistical and nonstandard language that the participants used in comparing distributions and how much that improved over the course. The use of statistical language (proportion, mean, maximum, sample size, outliers, range, shape, standard deviation) did increase from the beginning of the course.

3. It should be noted that several features of Liu & delMas’ research study were used in my own research study (although I did not realize it at the time). The teaching unit that was presented to these classes before the completion of the interviews was identical to the standard deviation distribution worksheet that I included in my standard deviation lab (see Appendix A). Liu and delMas’ study also utilized a conceptual change framework and focused on conceptual understanding of standard deviation, as did I in the first part of my own research study, although I did not use a computer interface.
to the end. The nonstandard language (evenly spread out, the bulk of them, bunched up, clustered, etc) that participants used also increased from beginning to end of the course.

The researchers found that even though the majority of participants were using at least some form of non-standard language to compare the distributions, they still demonstrated a “keen awareness of variation in the data” (Makar & Confrey, 2005, p.47). In one example, prospective teachers split the distribution into parts and examined a chunk of the distribution. This was a similar finding in a study completed by Hammerman and Rubin (2004), in which prospective teachers broke up the distribution into bins and compared slices of the data. “Although simple, this is a more variation-oriented perspective than responses that took into account only the proportion or number of students who improved on the test” (Makar & Confrey, 2005, p. 48). The researchers argue that learning to recognize nonstandard language when students are describing statistical concepts is incredibly important. Not recognizing non-standard language can mean that teachers miss understanding their students’ reasoning and send a tacit message to students that statistics can only be understood if it is communicated in the “proper” language (Makar & Confrey, 2005). Use of nonstandard language by both students and teachers allows individuals to convey their conceptions of variability using words that hold meaning for them, which is incredibly important from a constructivist perspective. It also allows statistics to be more accessible to a wider population of students and may eventually lead students and teachers down the path toward using more standard statistical language.
Other studies have explored how teachers reason about variability. Hammerman and Rubin (2004) used the software program *TinkerPlots* with current teachers during professional development workshops and then observed them in their own classrooms. Their goal was describe how teacher’s conceptions of variability developed and changed as they went from learner to teacher using *TinkerPlots*. The researchers found that the visual features of the software program helped deepen the teachers’ understanding of variability and the analyses they completed were much more sophisticated. This was a cyclical process as the teachers were faced with more complex variability questions from their students as a result of their students’ interactions with *TinkerPlots*.

**Active Learning in Statistics**

The use of active learning techniques in the introductory statistics classroom is not a new idea. Shaughnessy (1977) conducted a study in 1976 that demonstrated the benefits of active learning for a probability classroom. He compared two groups of students: one group took a traditional lecture-based course in elementary probability, while the other group took an experimental, activity-based course. The purpose of his study was to “test the relative effectiveness of a lecture-based approach in overcoming certain misconceptions that college students have about probability… that arise from reliance upon the heuristics of representativeness and availability⁴” (Shaughnessy, 1977, p. 289). The experimental course consisted of nine activities in probability,

---

⁴ The representativeness and availability heuristics (Kahnman & Tversky (1982)) are described in more detail at the beginning of chapter two.
combinatorics, game theory, expected value, and elementary statistics. Each activity required the participants to complete experiments, gather data, organize and analyze the data, and finally summarize their findings and hopefully discover some mathematical principle. Students were very much encouraged to work together and told to keep a log of all of their work both in and out of the classroom. The instructor’s role in the experimental section was to circulate throughout the room and clarify students’ questions. Both groups of students, lecture and experimental, were given a pretest and a posttest developed by the researcher and specifically designed to test “for knowledge of some probability concepts and for reliance upon representativeness and availability in estimating the likelihood of events” (Shaughnessy, 1977, p.308). Some example items from that assessment are shown in Figure 3 below:

<table>
<thead>
<tr>
<th>A Representativeness Item</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1: The probability of having a baby boy is about ½. Which of the following sequences is more likely to occur for having six children? (a) BGGBGB (b) BBBBGB (c) about the same choice for each</td>
</tr>
<tr>
<td>Give a reason for your answer</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>An Availability Item</th>
</tr>
</thead>
<tbody>
<tr>
<td>A2: A man must select committees from a group of 10 people. Would there be: (a) More distinct possible committees of 8 (b) More distinct possible committees of 2 (c) About the same number of committees of 8 as committees of 2</td>
</tr>
<tr>
<td>Give a reason for your answer (Shaughnessy, 1977, p. 309-313)</td>
</tr>
</tbody>
</table>

Figure 3. A sample of assessment items used to detect the use of an availability or representativeness heuristic.
Shaughnessy found that the experimental students were able to discover many of the probability concepts he presented in the lecture sections and that there was evidence that students in the experimental course were more successful in overcoming the representative and availability heuristics. He also found that the activities had a positive effect on student attitudes.

In the mid 1990s, as part of a NSF funded project, Scheaffer, Gnanadeskian, Watkins, & Witmer (1996) published a textbook called *Activity Based Statistics*.

So that students can acquire a conceptual understanding of basic statistical concepts, the orientation of the introductory statistics course must change from a lecture-and-listen format to one that engages students in active learning. This is the premise underlying an effort of the authors to produce and use a collection of hands-on activities that illustrate the basic concepts of statistics covered in most introductory college courses. Such activities promote the teaching of statistics more as an experimental science and less as a traditional course in mathematics. An activity-based approach enhances learning by improving the students' attention, motivation, and understanding. (Gnanadesikan et al, 1997, ¶1)

Another project called Workshop Statistics focused on the development and implementation of curricular materials, which guide students to learn fundamental statistical ideas through self-discovery. Using the workshop approach, the lecture-format was completely abandoned. Classes are held in microcomputer-equipped classrooms in which students spend class-time working collaboratively on activities carefully designed to enable them to discover statistical concepts, explore statistical principles, and apply statistical techniques. (Rossman, 1997, ¶ 1)

The publication of these textbooks highlights the shift in statistics education toward emphasizing a more activity-based classroom. Few studies have documented, other than Shaughnessy (1977), the effectiveness of a complete activity-based classroom in an
introductory statistics course. There have been several studies on various types of active learning in the literature: computer simulations (Burrill, 2002; Lipson, 2002; Mills, 2002;), exploratory data analysis (Ben-Zvi, 2004), experiments (Martinez-Dawson, 2003), and semester long projects (Binnie, 2002). The research of this dissertation is focused more on hands-on, in-class small experiments and activities. There are a few studies that have specifically addressed this type of active learning.

Jun and Pereira-Mendoza (2002) conducted a study that used focused teaching interventions with small group activities. Two grade 8 classes participated in six 40-minute lessons twice a week outside regular class time. These lessons were designed to overcome misconceptions that had been identified in a previous study. One of the classes had access to a computer for simulations. The other components of the class (activities, workbook, problems for class discussion and the teacher) were the same for both of the classes. The difference between the classes was in how data was given to students after the activities. In the computer class, data from extended versions of the activities completed in class were simulated in front of the students, whereas the other class was presented data and told it was computer generated. Based on pre- and posttests, their results from the teaching interventions did help students overcome some misconceptions, although it is unclear whether the hands-on activities were the reason or simply the instruction specifically targeted at overcoming misconceptions.

Researchers do recognize however that activities don’t always work. Mickelson and Haseman (1998) found that activity-based learning did not promote a deeper conceptual understanding of sampling distributions for all students. They concluded there
was “very complex interaction concerning the epistemology the student brings to the class, the connection between the students' epistemology and the epistemology inherent in constructivist instructional methods, the content of the activity, prior educational experiences, and the social/academic atmosphere of the class/institution” (CAUSE website literature index). Other researchers recognize that the logistics and time commitment necessary to do activities may simply be too much in an introductory class, especially in larger lecture sections. Activities must be carefully planned and the point of the activity needs to be explicit to students (Gnanadesikan, Scheaffer, Watkins, & Witmer, 1997).

Learning Theory Underpinning Active Learning

“The literature that describes misconceptions about statistics and probability is much more extensive than literature on what can practically be done to ameliorate them” (Garfield & Ahlgren, 1988, p. 53). That statement was published in 1988. Fortunately in the last twenty years, however, that has changed. There is now a body of research that attempts to address how students learn basic statistical concepts and how to implement instructional techniques to accomplish this. This has led to a reform in statistics education that has been motivated and supported by current cognitive theory in education. Most researchers agree that students learn statistics by doing statistics (Smith, 1998). Lovett and Greenhouse (2000) delineated five principles of learning that can be applied to statistics education.

1) Students learn best what they practice and perform on their own.
2) Knowledge tends to be specific to the context in which it is learned.
3) Learning is more efficient when students receive real-time feedback on errors.
4) Learning involves integrating new knowledge with existing knowledge.
5) Learning becomes less efficient as the mental load student must carry increases. (p. 196)

These principles of learning are derived from the learning theories of constructivism and situated learning. Constructivism postulates that students actively “construct” their knowledge. They integrate new information with pre-existing knowledge. Garfield (1995) concluded “regardless of how clearly a teacher or book tells them something, students will understand the material only after they have constructed their own meaning for what they are learning. Moreover, ignoring, dismissing, or merely ‘disapproving’ the student’s current ideas will leave them intact – and they will outlast the thin veneer of course content” (p. 26). Situated learning postulates that learning is inextricably linked to the activity in which the knowledge was developed (Brown, Collins, & Duguid, 1989). “Situated thinking exploits as much as possible the specific quality, relations, and elements of the respective situation” (Ben-Zvi, 2000, p. 142). Other authors have noted that “activity in which knowledge is developed is not separable from or ancillary to learning … Rather, it is integral part of what is learned” (Bradstreet, 1996, p. 73).

Conceptual change theory has been used more extensively in science education, than in mathematics or statistics education, but it builds on the premises of constructivism and situated learning. Primarily, it focuses on a “shift or restructuring of existing knowledge and beliefs is what distinguishes conceptual change from other types of learning. Learning for conceptual change is not merely accumulating new facts or learning a new skill. In conceptual change, an existing conception is fundamentally
changed or even replaced” (Davis, 2001, para. 2). Various studies in science education have shown that when students come to conceptual understanding of a topic through conceptual change instruction, their conceptual skills are much stronger because they understand how they come to their conceptual understanding (Vosniadou, 1994).

In addition to hands-on activities, use of cooperative learning groups in statistics has been promoted in the literature in the last few years. “Cooperative learning is a technique that requires students to work together in small fixed groups to accomplish some task” (Magel, 1996, p. 52). These tasks can range from completing worksheets and assignments in class (Keeler & Steinhorst, 1995; Magel, 1996) to completing semester-long experiments or projects (Mackisack, 1994; Martínez-Dawson, 2003). In many cases activity-based learning and cooperative learning go hand in hand. Shaughnessy (1977) made use of both in his study.

Borresen (1990) compared three types of statistics classes, two of which were activity based and utilized cooperative learning, over a period of three years. The first type of classroom was traditional, the second type was a classroom where student groups assigned by instructor worked on their assignments together in class, and the third type utilized small groups formed by students voluntarily. Borresen was mainly interested in building on a previous study of cooperative learning in teaching statistics to see if how the groups were formed made a difference in the test scores of his students. Borresen found, as the previous study did, that the total semester point distribution of his cooperative learning classes were significantly higher than his traditional class, but there did not seem to be a significant difference between the test scores of the two cooperative
learning classrooms. However, he also found that “the subject of the questions (from students) changed from computing procedure to statistical rationale” (Borresen, p. 27) in the cooperative groups as the semester progressed, indicating that the cooperative learning groups moved students towards discussions of statistical concepts.

In another study, Smith (1998) researched the use of out of class statistical projects throughout a semester-long course. Students, in teams of three, were assigned biweekly projects. Each member of the three-person team did two written reports and two oral presentations of the project results. “The use of teams fosters cooperative learning, develops team-working skills, and often builds considerable camaraderie” (Smith, 1998, ¶ 11). And the projects did seem to help students learn. Although Smith did not conduct a formal study, his exam scores have improved dramatically from an average of 80% before the implementation of the projects to an average 92% in classes that completed projects.

Even if cooperative learning groups are not used for the entirety of a course, they still have benefits to students. Dietz (1993) reported that she employed cooperative learning techniques on the unit dedicated to methods of selecting a sample. She spent four classes (50 minutes in length) discussing and carrying out the activity. Although not a formal study, Dietz observed that students were able to discover the different sampling methods through their group discussions and this seemed to build students’ confidence immensely.

The use of experiments is another way to create the possibility of deeper understanding of statistical knowledge. Because carrying out an experiment or project is
an exercise in applying general principles to a specific task (Mackisack, 1994), these experiments can provide students with a way to examine aspects of data analysis that wouldn’t be otherwise possible with traditional textbook problems. One of the main goals of many statistics educators is to have students work with real data. “Learning about statistics is more meaningful – and fun – when students are analyzing real data that they themselves collected. “Whenever possible, it is important to involve students in testing their own hypotheses” (Wolfe, 1993, p. 4). Issues such as critiquing experimental designs, giving detailed interpretations of results, exploring anomalous observations, questioning to elicit detailed information about somebody else’s problem, and deciding what analysis is appropriate for a particular data set can be explored within the context of these experiments (Mackisack, 1994).

Student Attitudes towards Statistics

One major concern of statistics instructors is the pervasive negative attitudes towards statistics that most students take with them into an elementary statistics course. Frustrations, boredom, dislike, and, at times, fears of the course are some of the common attitudes observed in students (Lee, Zeleke, Meletiou, & Watchel, 2002). “Consequently, students enter the statistics course with high anxiety and low expectation of learning” (Lan, Bradley, & Parr, 1993, p. 38). Overcoming these negative attitudes can be a major obstacle for statistics instructors. Garfield (1995) stated the following attitude goals should be set for students in statistics:

1) It is important to learn some fundamentals of statistics in order to better understand and evaluate information in the world.
2) Anyone can learn important ideas of statistics by working hard at it, using good study habits, and working together with others.
3) Learning statistics means learning to communicate using the statistical language, solving statistical problems, drawing conclusions, and supporting conclusions by explaining the reasoning behind them.
4) There are often different ways to solve a statistical problem.
5) People may come to different conclusions based on the same data if they have different assumptions and use different methods of analysis. (p. 26)

Student attitudes are normally measured by student surveys. Many studies in statistics education have included some sort of class evaluation at the end of the project to assess student attitudes (Borresen, 1990; Magel, 1998; Rossman, 1997). Magel (1998) kept track of the percentage of students who dropped his class and the percentage of students who attended class as a measure of students’ attitudes about the class in general. Most of the studies that utilize activity-based learning, cooperative-based learning, and technology have claimed improved student attitudes even if there was no formal evidence. One study in particular, Mvududu (2003), examined the relationship between students’ attitudes toward statistics and the use of constructivist strategies in the introductory course in statistics. Two samples of students were selected, one from an undergraduate institution in the United States (U.S.) and one from an undergraduate institution in Zimbabwe. Each sample of students completed two assessment instruments, the Constructivist Learning Environment Survey (CLES) and the Attitude Toward Statistics (ATS) scale. The CLES is a 25-question scale that measures students’ preferences towards constructivist strategies in their learning environment for constructivist strategies and whether constructivist strategies are actually present in their classroom. The ATS (Wise, 1985) is an “29-item attitudinal scale (that) consists of two
subscales: attitude toward the field of statistics (20 items) and attitude toward the course (9 items)” (ARTIST). Through a principal-components analysis, Mvududu was able to show that the personal relevance of what they are learning was very important to the U.S. students’ success in introductory statistics. There was also a significant preferred social component for the U.S. students. This suggests that use of cooperative learning groups in introductory statistics classes is important. The social aspects of learning, combined with real-world data, are components of active learning.

Assessment

In statistics education, as in all of education, there is a current debate as to how to best assess student learning, and more importantly, assess statistical reasoning. New questions have arisen about standard testing techniques in a statistics classroom and whether it authentically measures mathematical and statistical reasoning. Many studies still use traditional tests and quizzes or end of the term point totals to measure statistical understanding. Other studies have relied on pretest/posttests that they themselves have authored in order to measure learning gains (Shaughnessy, 1977). However suggestions have been made that in order to accurately measure students’ conceptual understanding, alternative methods of assessment are necessary (Garfield, 1995). “An adequate assessment of student outcomes is not possible using only multiple choice or short answer questions” (Gal & Garfield, 1997, p. 6). Certainly, many researchers have discovered much more about student statistical reasoning through interviews and other open-ended questioning techniques (Makar & Confrey, 2005).
The Guidelines for Assessment and Instruction in Statistics Education (GAISE) report recommends an educator “uses assessment to improve and evaluate student learning” (p. 13). Several alternative assessments, in addition to the more traditional assessments such as quizzes and tests, have been suggested to better assess conceptual understanding of statistical ideas. Course-long projects that allow students to grapple with the issues of data collection and analysis in a real-world way have become more popular in introductory courses (Smith, 1998). One curriculum that has been successful with middle school students is the Authentic Statistics Program (ASP). Students are “transformed into small groups of design teams, where each team constructs a research question, collects data to the question, represents the data graphically, analyzes the data and presents its project to the classroom” (Lajoie, Lavigne, Munsie, & Wilkie, 1998, p. 200). The statistical knowledge needed, such as descriptive statistics, was presented to students through an interactive computer tutorial before students completed the project. In order to validate the different forms of assessment that this classroom used, the researchers followed two of the design teams as case studies through multiple mediums of assessment (pretests, posttests, regular tests, homework, journals, presentation questions) over time. The researchers were interested to find that while both groups improved significantly on the posttest, by analyzing the other forms of assessment, they found that the two groups had made gains in different areas. By identifying how individuals differ in terms of knowledge through these multiple means of assessment, then instruction can be designed based on students’ strengths and weaknesses (Lajoie et al, 1998).
Summary

This chapter was intended as a review of the literature that is relevant to “Students Conceptual Understanding of Variability”. Some early studies that attempted to classify different student misconceptions in probability were reviewed. Studies on reasoning about specific topics in an introductory statistics course, such as distributions and variability were also reviewed. In particular, a multistage research project that studied students’ conceptual understanding of sampling distributions was discussed in detail, as that study was part of the inspiration for this particular research paper. Research which has incorporated different pedagogical approaches into an introductory statistics course, such as active learning and exploratory data analysis, were highlighted. And a discussion of different statistical reasoning models that other researchers have developed based on their work was presented.

What follows is a description of the methods used in my research in Chapter 3, the analysis of the different data that were collected in Chapter 4 and a review of the conclusions, limitations and implications of this research in Chapter 5.
CHAPTER 3

METHODS

Introduction

This study was a combination of qualitative and quantitative methods. The quantitative results will hopefully provide a foundation and background for a more in-depth analysis of the qualitative results. In recent years, mathematics educators have moved away from quantitative methods and relied heavily on qualitative methods. However, a recent report form the American Statistical Association (ASA) recommends finding middle ground between quantitative and qualitative methods (ASA, 2007).

For the qualitative portion of my study, I will be conducting an action research project. Classroom research, also often called action research is defined as a “form of inductive, practical research that focuses on gaining a better understanding of a practice problem or achieving a real change or improvement in the practice context” (Quigley & Kuhne, 1997). Often this term action research is used interchangeably with teacher research or classroom-based research in the literature. Generally, this practice involves the teacher in a classroom being both the practitioner (teacher of the class) and the researcher. In recent years, this form of research has been used more frequently (Ball, 2000). The benefit of this type of research uses “the position of the teacher to ground questions, structure analysis, and represent interpretation” (Ball, p. 365). As an insider,
the teacher has insights to her classroom that outsiders do not. One might argue one loses objectivity and transferability in the research (Chance, delMas, & Garfield, 1999), however with the appropriate structure and rigor, “such work can be seen as a means to legitimate perspectives of practice in the construction of knowledge about teaching” (Ball, p. 375).

Classroom research, although initially conducted in elementary and secondary classrooms has, in recent years, become recommended in postsecondary research (Cross & Steadman, 1996). Several statistics education researchers have used this model of research in their own work. Chance, delMas and Garfield (1999) used the following questions to guide them through their classroom research on sampling distributions:

1) **What is the problem?** What is not working in the class? What difficulties are students having learning a particular topic or learning from a particular type of instructional activity? The identification of the problem emerges from experience in the classroom, as the teacher observes students, reviews student work, and reflects on this information. As a clearer understanding of the problem emerges, the teacher may also refer to published research to better understand the problem, to see what has already been learned and what is suggested regarding this situation, and to understand what might be causing the difficulty.

2) **What technique can be used to address the learning problem?** A new instructional technique may be designed and implemented in class, a modification may be made to an existing technique, or alternative materials may be used, to help eliminate the learning problem.

3) **What type of evidence can be gathered to show whether the implementation is effective?** How will the teacher know if the new technique or materials are successful? What type of assessment data will be gathered? How will it be used and evaluated?

4) **What should be done next, based on what was learned?** Once a change has been made, and data have been gathered and used to evaluate the impact of the change, the situation is again appraised. Is there still a problem? Is there a need for further change? How might the technique or
materials be further modified to improve student learning? How should new data be gathered and evaluated? (para. 1)

One of the most important guiding principles one should follow in conducting action research is that “its primary purpose is to simultaneously study and generate knowledge about the very practice that it seeks to change” (Doerr & Tinto, 2000, p. 408). This is a cyclic process in which I, as the teacher, planned and executed the methods of research discussed below; but as I collected data, I analyzed the information and adjusted my methods as necessary. This was especially true in terms of the treatment labs I created. The labs that addressed sampling distributions and confidence intervals were constructed during the quarter of research and were adjusted based on what I had perceived was happening in my class. I also reformulated the questions I sought to answer. “Action research is. …characterized by spiraling cycles of problem identification, systematic data collection, reflection, analysis, data-driven action taken, and finally, problem redefinition” (Johnson, 1993, p. 1). The nature of my research questions originally broadly focused on students’ conceptual understanding of variability in general. However, as the quarter progressed and through my initial data analysis, this focus narrowed to specifically how students understand standard deviation and standard error. I had picked those measures originally as my method for assessing students’ conceptual understanding of variability in general. However, there is so much prerequisite and co-requisite knowledge that is essential to understanding how these two measures (standard deviation and standard error) relate to general variability in a dataset, and understanding each measure is closely tied to the concepts of probability distribution, sampling distribution and the central limit theorem. Therefore I felt simply looking at how
students’ understood these measures was not enough to make a definite conclusion about how students conceptually understood variability all together. This is one of the issues that statistics education researchers wrestle with in conducting any research on statistical reasoning on any topic: each concept is inextricably linked to several other concepts (Chance, delMas, & Garfield, 1999; Reading & Reid, 2006). Trying to narrow the focus of one’s research is incredibly difficult.

Overview of Methods Used

I compared the results from two sections of an introductory course in statistics that I taught in the Winter Quarter of 2007. One class was the control section and the other was the treatment section. The control section (lecture) was taught with more traditional methods of lecture, discussion, demonstration and some activities. The treatment section (active) was taught with the same methods with the exception of three research labs that addressed the topics of standard deviation, sampling distributions, and confidence intervals. The last two labs were designed to address, indirectly, standard error. Students in both sections completed a pretest and posttest for overall comparisons. The responses of the active class on the research labs were collected and analyzed. A small sample of students from both sections participated in interviews during the eighth week of the quarter.

Location of Study

This study took place a small, Midwestern, four year, liberal arts college. While this institution attracts students from all over the United States, the majority of students
are from the state of Ohio. They enroll approximately 3000 students, approximately 600 of which are continuing education adult learners. They have a student-to-faculty ratio of 12 to 1 and offer 56 majors and 41 minors, as well as individualized fields of study. Master's degree programs are offered in education, nursing, and business administration.

This college offers an introductory statistics course at the sophomore level through the mathematics department. It has a college algebra perquisite. This course caters to a wide variety of students and majors and is the only introductory statistics course offered at the college. In addition, this college has a very successful continuing studies program so often there are several non-traditional students enrolled in this statistics course. This wide variety of student and mathematics skill in this course makes it very difficult to teach. The syllabus covers the topics typically taught in an introductory course: descriptive statistics, graphical displays, probability, binomial & normal probabilities, regression, correlation, central limit theorem, and hypothesis testing. It does so with a very strong bent toward the mathematical theory. This is partly because this course does count toward a major in mathematics.

I taught two sections of this course in the winter quarter of 2007. These sections met back to back on Mondays, Wednesdays and Fridays; the first class ran from 9:30 to 10:50 am and the second ran from 11:00 am to 12:20 pm. Because the classes were so close together in time, this allowed me to minimize the differences in teaching schedule between the two sections. The college does not have a computer classroom that is large enough for the number of students in an introductory statistics section, so there was very little opportunity to use any computer tools during class meetings. The regular classroom was outfitted with an instructor computer station and projector, which did allow for
computer simulation demonstrations. However, any data analysis that was done by students in the classroom was done with their required graphing calculators.

Participant Selection

Each section of the course started with approximately thirty students. Students were informed of the study on the second day of the quarter and informed consent forms (see Appendix A) were distributed at that time. All students in both sections returned the form and only one student in the lecture section chose not to participate in the study. I discovered in the third week of the quarter, that I had not explicitly asked students for permission to access their Otterbein records for the purposes of demographics in my research. A supplemental informed consent form (see Appendix B) was distributed at that time and all the students still enrolled in the course at that time completed and returned this second informed consent. An additional two students in the lecture section choose not to have their academic records included in the demographics for this study. Regardless of participation in this research study, all students participated in the labs and completion of the pretest Comprehensive Assessment of Outcomes in a First Statistics Course (CAOS) and a posttest CAOS. There was no way for any of the students in the class to know who was participating in the study and who was not. The data (labs and test scores) for the students who choose not to participate were simply not analyzed for this study.

---

5 I have permission to access participants’ records as a faculty member and had failed to realize I would need separate permission from the participants as the researcher. To fix this oversight, I resubmitted the paper work to the Institutional Review Board and handed out the supplemental informed consent.
research study. In addition, three students in each class did not finish the course, and were not included in any of the analyses.

Interview Subject Selection

As part of the original informed consent, I asked students to indicate if they would be willing to participate in a short interview toward the end of the quarter. Approximately 10 students from each section indicated they would be willing to participate. Later in the quarter, I emailed these students in order to coordinate the interview schedule. As a result of the limited time slots for the interviews, five students from each section were selected for interviews. These students were selected in such a way to ensure equal selection from the lecture and active classes and to ensure that a variety of majors and mathematics backgrounds were represented.

Class Instruction

I was the sole instructor for the statistics classes that were used for this study. As part of my research, I kept a daily log of my own reflections on my instruction, student questions and feedback in class, my perceptions of student attitudes. My goal with this journal was to have a written record of the course’s progress that I could refer back to later during the data analysis portion of my study.

I taught both sections of this course with a mixture of lecture methods and active learning methods. Since my study is analyzing specifically whether specific active learning techniques affects a student’s conceptual understanding of variability, I wanted especially the participants in the active class to be comfortable and familiar with active
learning techniques by the time I got to the labs that are specific to this study. Therefore there were other labs, which both classes completed, that were unrelated to the purposes of my research.

Researcher Perspective

I have now taught statistics courses nearly ten years, in several different settings. My personal experience as a student in my undergraduate introductory statistics course guides what I believe today as an instructor and researcher in statistics education. I am someone who learns by doing. Even in my own mathematics and statistics courses, I always learned by mimicking example problems. Only after I understood the methods and applications, was I able to understand the general theory. The course I took in college was taught entirely through lecture. Fortunately, I had a very good instructor who did lots of examples and his teaching methods matched well with my learning style. However, I did not fully understand the Central Limit Theorem and the connection to sampling distributions until my second course in statistics. I had made it through my first course understanding only that in certain situations that asked about “the probability that mean was …”, I needed to use standard error in my calculations instead of standard deviation. I had no idea what a sampling distribution was or how the Central Limit theorem was connected to these problems. It wasn’t until I got to the second course that had a more applied focus, analyzing real data sets, that everything started to make sense. I literally had an “a – ha” moment.

Because of my own experience learning statistics and the experiences of students I have observed over the last ten years, I am very much aware as the teacher that many
students pass through a statistics course in the same way I did, learning just enough to do the problems but without really understanding concepts. This is why I am so interested in statistics education and the movement toward a more hands-on approach in the introductory course. My regular teaching methods include a mixture of contexts for any particular concept. For example, when I introduce quantitative measures of center, I discuss the formula and the notation for mean and median, I do a sample problem with help from the class, and then I hand out a worksheet that has three datasets (one left skewed, one right skewed, and one symmetric) on it and ask students in groups to calculate the mean and median for each. I also ask them to discuss in groups any relationship they see between the distribution shape and where the mean and median fall. Usually a good number of groups will “discover” the relationship and I always bring the class back together and discuss the results. I believe just the simple act of asking students to do some quick data analysis in class helps them become more engaged with the topics and ideas I am trying to present.

Even with my focus on providing multiple contexts for a concept, I still tend to control the presentation and discussion of the concepts when I teach, and that continued to be true for the control section of this study. The active learning labs in the treatment section were different from my normal pedagogical approach in that I let labs and the activities present the material. Conceptual change theory is predicated on the idea of creating cognitive conflict in students and I designed the labs to help students diagnose their own misconceptions and to help correct them. Students were much more in control of their learning. I was there simply to provide assistance or clarification when it was needed during these labs.
Research Labs

For the purposes of my research I conducted three active-learning labs that focused specifically on aspects of learning variability: one to specifically address the concept of standard deviation and its connection to distribution (Appendix C), one to specifically address the topic of sampling distributions and standard error (Appendix D), and one to specifically address the difference between standard error and standard deviation and how that relates to confidence intervals and hypothesis testing (Appendix E). These three labs had a specific structure to ensure a conceptual change framework. I first asked students to make certain predictions and conjectures. I then asked them to collect data that allowed them to test their conjectures. I asked them to analyze their results and discuss how their results compared to their original conjectures. Finally, I asked some extension questions that were meant to ascertain whether students had learned the concepts presented in the lab and could transfer their conceptions to problems in a different context. These extension questions were obtained from the assessment builder section of the Assessment Resources Tools for Improving Statistical Thinking (ARTIST) website.

The assessment item database (consists of)...items... pulled from exams of the project staff (co-investigators and advisory board members) and also solicited from the statistics community through a posting on the ARTIST website....The co-investigators and some of the advisors reviewed items to organize them by topic and learning outcome....The database currently consists of more than 1100 items, with new items being added periodically as they are submitted by ARTIST users and reviewed (ARTIST).
This structure of the labs was designed to challenge or reinforce students’ prior conceptions of variability, one of the major underpinnings of conceptual change theory.

Pretest/Posttest

As part of the class, I asked students to take the Comprehensive Assessment of Outcomes for a first course in Statistics (CAOS) test at the beginning of the quarter and again at the end of the quarter. Garfield, delMas, Chance & Oooms (2006), originally developed this test over a three-year period as part of a National Science Foundation (NSF)-funded ARTIST project. The test consisted of multiple-choice questions that were specifically designed to assess student’s statistical reasoning skills.

The CAOS test was designed to provide an instrument that would assess students’ statistical reasoning after any first course in statistics. Rather than focus on computation and procedures, the CAOS test focuses on statistical literacy and conceptual understanding, with a focus on reasoning about variability. The test was developed through a three-year process of acquiring and writing items, testing and revising items, and gathering evidence of reliability and validity. (ARTIST)

The test has gone through several rounds of feedback and validity testing. Initially, the ARTIST advisory board conducted these revisions. The second round of feedback came from high school AP Statistics teachers who used the CAOS test as part of their course. The third round of feedback and revisions came from 30 statistics instructors who were faculty readers of the Advanced Placement Statistics exam in June of 2005.

Administration of the test was done online and during class time. Because of the lack of a computer classroom that was large enough to accommodate the entire class, a few students had to take the test in a different building. Since the test was accessed by a unique pass-code and was restricted to a specific time period, I was at least able to make
sure all students were still taking the test in the same window of time. Completing the pretest CAOS and the posttest CAOS counted as a 10-point lab score each; however, their actual score on the test was not factored into their grade. After the test was administered, I was able to download a copy of the test, with the percentage breakdowns for my class overall, as well as a spreadsheet with the percentage correct for each individual student. Later during the data analysis portion of my study, I contacted the test administrators for the raw scores for all of my students. This was necessary because there were three students who completed the pretest who did not complete the posttest in each section and I needed to eliminate their information from the summaries that ARTIST provided me. I also needed to remove the one student who did not wish to participate in the research study. Since I was selecting specific CAOS test questions for analysis, I needed more detailed information than the regular CAOS test reports provided.

As a postscript to my study, I emailed a small sample of students at the end of the spring quarter to retake the CAOS test. These students had indicated previously that they would be willing to do this on the supplemental informed consent. This was to check for long-term retention of the concepts in the introductory course. Unfortunately, only five students completed this test and they were all from the lecture section. These scores provided me no useful data.

Interviews

Interviews were conducted with eight students, four from each section of the course. Ten interviews were scheduled, but two students failed to show up. The interviews were designed to be approximately half an hour long and took place in the
children’s area of the college library. Because the children’s area is in the basement of the library, it is a fairly quiet location. The interviews took place during the eighth week of the quarter on the afternoons of February 21\textsuperscript{st} and February 23\textsuperscript{rd} of 2007. These interviews were conducted by a fellow Ohio State education graduate student. This graduate student is the head of the mathematics department at a local community college and is also conducting research in the field of statistics education. Since I was concerned about participants feeling pressure or uncomfortable being interviewed by their current statistics instructor, this graduate student became an ideal candidate to conduct these interviews\textsuperscript{6}. The interview participants were given a ten-dollar gift certificate to the bookstore as a thank you for their time and to help recruitment of interview subjects. This graduate student recorded each interview with a digital voice recorder. Interview recordings were labeled with a code number.

The individual interviews had two main purposes. First, I wanted to collect more detailed information about these specific students’ backgrounds and their mathematics histories before entering my class. Secondly, I asked them three assessment questions that dealt with variability concepts and asked them to respond out loud. One question dealt with standard deviation, one dealt with standard error, and one question dealt with the difference between standard deviation and standard error. The interview protocol is attached in Appendix G. This allowed me to analyze with much more detail how they reasoned through a variability problem and how well they conceptually understood these measures of variability. These questions, as well as the extension questions on the labs,

\textsuperscript{6} To return the favor, I conducted the interviews that this graduate student required for his dissertation research.
were pulled from the ARTIST online assessment builder database. The interviewer used a
digital recorder and each interview file was named only with a code number. At the end
of the interview sessions, the interviewer returned the digital recorder to me and it was
stored in my locked office desk until the end of the quarter. I did not listen to the tapes
until after the end of the quarter and grades had been assigned. Although there were no
identifiers on each interview recording, it should be noted that I knew these students very
well, and could recognize each student’s voice. In the transcriptions, on the recordings
and in all other written work produced as part of this research study, interview subjects
were identified only by their interview code number.

Demographic Data

As a member of the faculty at the college, I had access to background information
about the student enrolled in my statistics sections. With permission from my students, I
retrieved their records for the following information: class standing, major, ACT
mathematics score, ACT comprehensive score, college GPA, college mathematics GPA,
and score on the college’s mathematics placement exam. The main purpose of this was to
provide a background picture of the students in these two sections of the course and to
demonstrate the wide variety in the type of student enrolled in this course. I also wanted
to ensure there were no significant differences between the two sections in terms of
mathematics skills or major.
Data Analysis

Quantitative Data

The data analysis began with the CAOS results. I chose to use a paired t-test on each section separately first. The paired t-test is designed to compare means on the same or related subject over time or in different situations. Often this entails subjects being tested in a before-and-after situation. In this case, the pretest/posttest results on the CAOS test qualified as a before-and-after situation. I used this test to see if there was any significant improvement in each section on its own.

I then used a two-sample t-test to compare the average improvement between the lecture class and the active learning class on the entire test, and then on only the questions that directly related to my study (there were 12 questions out of 40 that directly assessed either standard deviation or standard error). A two-sample t-test is generally used to compare the means of two independent groups that have been randomly assigned. Since I was not able to randomly assign students to each section, I also used two-sample test to test the demographic information collected from each class for significant differences in academic ability (college GPA, college mathematics GPA, ACT mathematics score, or college mathematics placement score). So while students were not randomly assigned to each section, I was reasonably confident there were minimal differences in the make-up of the two sections.

Qualitative Data

The qualitative data consisted of written responses to lab questions in the active learning class and the interview transcriptions. Over the course of the quarter, I scanned
copies of all the labs (both research and otherwise) for all of the participants in each section. I began the coding of this data by looking through each of the scans of the research labs and simply recording how many students answered each question correctly or incorrectly. Once this was done, I started with the assessment questions on each lab and started making notes about what jumped out me or about things that seemed to be repeated in student responses over and over again. Given my experience teaching this course over the years, I did have some preconceived notions of what I was expecting to find in the data analysis. For example, one of the assessment questions on the standard deviation lab (Appendix C) was a two-part question that should have required similar reasoning. I expected students would either get both parts correct or get both parts incorrect. Also, during the analysis of the central limit theorem lab, I was expecting most students that got the first assessment question incorrect did so because they used the standard deviation instead of the standard error. I found that in a few cases, I was correct; but for the most part analyzing student responses was far more complicated.

After the initial few passes through the research labs, I went back and re-read Makar and Confrey’s (2005) article on use of language in statistics. The authors had conducted a study with pre-service teachers and had taken an in-depth look at the type of language these teachers used when describing the concepts of distribution and variation. I looked especially at the categories of non-standard language they had identified and used this as a lens for my own data. I found that I had identified several of the same types of nonstandard phrases that Makar and Confrey had. For example, the word *range* was used liberally by students in their responses, but in a way that was not statistically correct.
I also attempted to use Garfield’s model of statistical reasoning (see Table 1 in Chapter 2) as a rubric for “scoring” my students responses. However, I discovered that this was incredibly difficult. My students had written very short responses to the lab questions and I found it nearly impossible to classify a student’s thinking neatly into a single category. I simply did not have enough information. I also felt that for the particular purpose of my research, trying to classify these responses into categories did not provide me any further insight into my student’s thinking or understanding of variability. So I went back to the data and I simply continued to develop my own classifications grounded in the data.

The interview audio files were also transferred to my computer and transcribed near the end of the spring quarter in 2007. I discovered that the interviews would become my richest source of data. I listened to them once, just to get a sense of how they went, and I was truly shocked. The student responses to the three assessment questions in the interviews were very different from what I was expecting. Most significantly, the students’ responses to the interview questions were mostly wrong, even though these were mostly students who were doing well in the class. So I spent a great deal of time transcribing and taking detailed notes on the interviews. This process was very similar to the process I employed for analyzing the research labs. I started by making a note of how many students got each question correct and incorrect. I then went back and tried to find patterns in the responses. It was surprising how much a student’s reasoning changed from question to question, even though I felt these questions were connected. Because of this, I ended up mostly analyzing each interview question individually. Later, I went back and tried to find connections across questions. I also matched up the interviews to some of the
lab work, to see if that would give me a clearer picture of why students could progress through the research labs successfully, yet still retain incorrect reasoning that would persist through the course and beyond.

I collected these multiple forms of qualitative data in an effort to triangulate the data. “The use of multiple methods, or triangulation, reflects an attempt to secure an in-depth understanding of the phenomenon in question” (Denzin & Lincoln, 2000, p. 5). The multiple methods I employed included interview transcriptions, the CAOS test results and the student written responses to the lab questions.

<table>
<thead>
<tr>
<th>Dates</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>January 5, 2007</td>
<td>CAOS Pretest</td>
</tr>
<tr>
<td>January 12, 2007</td>
<td>Research Lab: Standard Deviation</td>
</tr>
<tr>
<td>February 16, 2007</td>
<td>Research Lab: Sampling Distribution</td>
</tr>
<tr>
<td>February 21, 2007</td>
<td>Research Lab: Confidence Intervals</td>
</tr>
<tr>
<td>February 21 &amp; 23, 2007</td>
<td>Student Interviews</td>
</tr>
<tr>
<td>March 9, 2007</td>
<td>CAOS Posttest</td>
</tr>
<tr>
<td>March 26, 2007 – June 6, 2007</td>
<td>Qualitative Analysis Course</td>
</tr>
<tr>
<td></td>
<td>Transcription of Interviews</td>
</tr>
<tr>
<td></td>
<td>Initial Coding and Analysis of Research Labs</td>
</tr>
<tr>
<td>May 27, 2007 – June 3, 2007</td>
<td>Window for CAOS deferred posttest</td>
</tr>
<tr>
<td>June – September 2007</td>
<td>Data analysis and writing a first draft</td>
</tr>
</tbody>
</table>

Table 4. Timeline of Research Methods
Summary

In this chapter, I described the mixed methods research methodology I employed in conducting my research. Two introductory statistics classes were taught in the winter of 2007 at a small liberal arts college, one in a traditional lecture format, the other in an experimental format with active-learning research labs. I collected pretest and posttest scores on the CAOS test, a statistical reasoning assessment instrument. I also collected written responses to statistical reasoning questions that were placed at the end of each research lab. Interviews were conducted with four students from each section late in the quarter of instruction. This chapter enumerated in detail these different forms of data and explained the rationale behind collecting each form of data.
CHAPTER 4

DATA ANALYSIS

Introduction

In this chapter, I present the data analysis. I will begin with the quantitative results of the Comprehensive Assessment of Outcomes in a first Statistics course (CAOS) test that give an overview of the conceptual understanding of the two separate classes. I will then qualitatively analyze written responses in student lab work. Finally, I will analyze the interviews. Both the labs and interviews will be analyzed in the context of the three measures of variability that were addressed in this study: standard deviation, standard error and the difference between standard deviation and standard error. This will provide a more detailed and complete analysis of the conceptual understanding of variability for a sample of students from each of the two different classes. The goal of this study was to answer the following research questions:

1) Do labs designed with a conceptual change framework (a make and test conjecture model) have a significant impact on students’ conceptual understanding of variability, specifically the measures of variability, in an introductory statistics course?

2) How do students articulate their understanding of variability?

3) What differences in understanding of variability are there between students whose introduction to variability measures occurs mainly through
standard lecture/demonstration methods and students whose introduction
occurs through active learning/discovery methods?

Demographics

At the end of the quarter, there were twenty-seven students remaining in the
lecture class and there were twenty-six students remaining in the active class. For the
purposes of the data analysis, only these participants were included. Table 5 provides a
comparison of the demographics between the lecture class (control section) and the active
class (treatment class). The p-values for two sample t-tests testing the difference between
the quantitative demographic measures are included. A Mann-Whitney statistic was used
to test for a difference between class standing for each class.

<table>
<thead>
<tr>
<th>Class Standing</th>
<th>Lecture Class</th>
<th>Active Class</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freshman</td>
<td>37.9%</td>
<td>Freshman 10.3%</td>
<td>.0012</td>
</tr>
<tr>
<td>Sophomore</td>
<td>37.9%</td>
<td>Sophomore 37.9%</td>
<td></td>
</tr>
<tr>
<td>Junior</td>
<td>13.8%</td>
<td>Junior 27.8%</td>
<td></td>
</tr>
<tr>
<td>Senior</td>
<td>10.3%</td>
<td>Senior 20.7%</td>
<td></td>
</tr>
<tr>
<td>Special Undergraduate</td>
<td>7%</td>
<td>3.4%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Average ACT Mathematics</th>
<th>Lecture Class</th>
<th>Active Class</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>24.8</td>
<td>24.1</td>
<td>.455</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Average College GPA</th>
<th>Lecture Class</th>
<th>Active Class</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3.331</td>
<td>3.348</td>
<td>.907</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Average College Mathematics GPA</th>
<th>Lecture Class</th>
<th>Active Class</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3.045</td>
<td>3.101</td>
<td>.796</td>
</tr>
</tbody>
</table>

Table 5. Demographic summary of each class section

7 A special undergraduate is a student that has temporarily transferred to take classes, but
will not be at the college permanently.
The p-values in Table 5 from the two sample t-tests showed that there was no statistically significant differences between the lecture and active classes in terms of college GPA, college mathematics GPA, and ACT mathematics score, that needed to be taken into account for the quantitative analyses. There was a significant difference between class standing. This is important to note as the active class contained more upperclassmen. Upperclassmen are more experienced in college and may have better study skills.

Both sections of the course had a wide variety of majors represented. Figure 4 shows separate bar charts of the distribution of majors in each class section.
Figure 4. Distribution of majors for each class section
In larger undergraduate institutions, there are different introductory statistics course for different types of majors. Having vastly different majors, such as Business, Mathematics, Education and Athletic Training/Management, all in the same introductory course is unusual and can make teaching the course difficult. It is assumed that mathematics majors will come to the course with a different set of mathematical reasoning skills than a sports management major. The different mathematical skill sets can be indirectly seen through the distribution of mathematics placement scores for each class in Figure 5.
Figure 5. Mathematics placement scores distribution for each class section
The college requires each incoming student to take the Mathematics department’s placement test. The distributions in Figure 5 show the initial mathematics course placement of students when they arrived at this college. Since this is a liberal arts college, all students are required to take at least one college level mathematics course. The college algebra course is a prerequisite for the introductory statistics course, so all students theoretically have this minimum mathematical knowledge when they enter the course. Although, a placement score is not necessarily a perfect indicator of mathematics skills, the above distributions do show a great deal of variation and that there are many students who have much more than the required algebra background (such as calculus). Both classes, however, had this wide range of mathematics placement scores. A Mann-Whitney test compared the placement scores and showed no evidence of a significant difference between the two classes (p-value = .2525).

Quantitative Results – the CAOS test

*Analysis of complete CAOS test results*

The CAOS test is an assessment tool that measures statistical reasoning skills, with an emphasis on reasoning about variability. However, the test measures more than just reasoning on the three measures of variability that were the focus of this study.

The CAOS test was designed to provide an instrument that would assess students’ statistical reasoning after any first course in statistics. Rather than focus on computation and procedures, the CAOS test focuses on statistical literacy and conceptual understanding, with a focus on reasoning about variability. The test was developed through a three-year process of acquiring and writing items, testing and revising items, and gathering evidence of reliability and validity. (ARTIST)
So while the CAOS test focused on reasoning on variability, there were many test items that did not directly address my research questions. These test items covered topics, such as measures of center and hypothesis testing, that I had introduced in both classes using the same teaching method. Therefore, although students took the entire CAOS test both at the beginning of the quarter and the end of the quarter, the overall scores from the entire test were not useful in answering any of my research questions. However, as part of the process of analyzing the data, I conducted a paired sample t-test on the complete test results in each class separately to see if there was any evidence of improvement in statistical reasoning. The Minitab statistical analysis and output from this paired t-test for the entire CAOS test results from each class separately are shown in Figure 6. A histogram of the score difference (posttest- pretest) is shown for each class as well the statistical results of a hypothesis test, testing whether these differences equaled zero.
<table>
<thead>
<tr>
<th>Lecture Class</th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Posttest</td>
<td>27</td>
<td>18.667</td>
<td>4.169</td>
<td>0.802</td>
</tr>
<tr>
<td>Pretest</td>
<td>27</td>
<td>18.593</td>
<td>4.060</td>
<td>0.781</td>
</tr>
<tr>
<td>Difference</td>
<td>27</td>
<td>0.074</td>
<td>3.407</td>
<td>0.656</td>
</tr>
</tbody>
</table>

95% CI for mean difference: (-1.274, 1.422)
T-Test of mean difference = 0 (vs not = 0): T-Value = 0.11 P-Value = 0.911

<table>
<thead>
<tr>
<th>Active Class</th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Posttest</td>
<td>26</td>
<td>18.615</td>
<td>3.889</td>
<td>0.763</td>
</tr>
<tr>
<td>Pretest</td>
<td>26</td>
<td>17.115</td>
<td>2.833</td>
<td>0.556</td>
</tr>
<tr>
<td>Difference</td>
<td>26</td>
<td>1.500</td>
<td>3.839</td>
<td>0.753</td>
</tr>
</tbody>
</table>

95% CI for mean difference: (-0.051, 3.051)
T-Test of mean difference = 0 (vs not = 0): T-Value = 1.99 P-Value = 0.057

Figure 6. Statistical analysis of CAOS test results (paired t-test) from both class sections
The results in Figure 6 show that there was a somewhat significant increase in the CAOS scores for the active section with a p-value of 0.057. This seems to indicate that the active class made some reasoning gains, while there is no evidence of a change in the lecture class. Because of the focus of the course and its associated textbook being more calculation-based and not necessarily focused on statistical reasoning explicitly, I was not expecting to see a significant improvement on the CAOS test as a whole. It was encouraging to see even a slight improvement on the CAOS scores for the active section. This may be an indication that the active learning labs had an effect on students’ reasoning skills.

In order to compare level of improvement between the sections, I performed a Mann-Whitney test, a nonparametric test that compares the improvement ranks for each class. Since I had attempted to keep the classes content and style roughly the same, with the exception of the sessions that dealt with standard deviation and standard error, I did not expect to have a significant p-value. Figure 7 shows the Minitab statistical output from this Mann-Whitney test.
Mann-Whitney Test and CI: Lecture, Active

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lecture</td>
<td>27</td>
<td>0.000</td>
</tr>
<tr>
<td>Active</td>
<td>26</td>
<td>1.500</td>
</tr>
</tbody>
</table>

Point estimate for ETA1-ETA2 is -1.500
95.1 Percent CI for ETA1-ETA2 is (-3.001,1.000)
W = 652.0
Test of ETA1 = ETA2 vs ETA1 not = ETA2 is significant at 0.1735
The test is significant at 0.1717 (adjusted for ties)

Figure 7. Statistical output of Mann-Whitney test comparing improvement levels between each section.
As expected, with a p-value of .1735, Figure 7 shows there was not a significant difference between the level of reasoning improvement between the lecture class and the active class on the overall CAOS test. It was interesting in light of the fact even though the active class had shown a somewhat significant improvement from pretest to posttest, the improvement level between the two classes was not significant. However, after analyzing the histograms of the differences in each section, it became clear that one student did much better on the posttest (12-point improvement on a 40 point test) than on the pretest in the active class. Otherwise, the distribution of differences was roughly the same for each section. In such small sample sizes, one student can have much more of an effect in the paired t-test. When the differences were compared between classes, that student’s score had much less of an effect on the results of the Mann-Whitney test.

The results from the paired t-test on each class and the comparison between the two sections demonstrate there may be some evidence that the active class improved their overall reasoning skills over the course of the quarter, while the lecture class showed no significant improvement. However, it is impossible to draw any meaningful conclusions in the context of this study from these statistics based on the entire CAOS test.

*Analysis of research CAOS questions*

In order to directly address the research questions, at the conclusion of the quarter, I selected items from the CAOS test that directly assessed student’s reasoning about standard deviation, standard error and the difference between these two measures. Only these questions were statistically analyzed for the purposes of answering the research questions. The online ARTIST system provided a question-by-question
percentage correct for each of the classes as well as a breakdown of the percentage of the class that chose each of the remaining wrong answers. I was also able to obtain the raw results for each student from the ARTIST administrators. This allowed me to more extensively and accurately analyze the results. There were three students in each class who dropped the course after they had taken the pretest and therefore needed to be cut from the pretest/posttest analysis. Also the student, who had chosen not to participate in the study, was eliminated from the analysis.

According to my interpretation, there were seven questions on the CAOS test that directly measured reasoning about standard deviation, four that directly measured reasoning about standard error and one question that asked students to reason about the difference between standard deviation and standard error. On these 12 questions, the lecture class did not show significant improvement (p-value = .18) while the active class did show significant improvement (p-value = .004)\(^8\). This does seem to indicate that the active learning labs improved student’s reasoning skills on variability as it applies to standard deviation and standard error. However, once the results were grouped by concept measured, the data showed some interesting trends. Figure 8 shows side-by-side boxplots of the improvement of each class for the questions concerning standard deviation and the statistical results from a Mann–Whitney test comparing the improvement levels. Figure 9 shows side-by-side boxplots of the improvement of each class for the questions concerning standard error and the statistical results from a Mann–Whitney test comparing the improvement levels. And Table 6 shows a contingency table

---

\(^8\) These p-values are from a paired t-test that was performed on each class separately.
comparing student responses on CAOS Question 32, which addressed understanding the difference between standard deviation and standard error.
Mann-Whitney U
No Selector
Individual Alpha Level 0.05
Ho: Median1 = Median2  Ha: Median1 ≠ Median2
Ties Included

1:DiffSD - 2:DiffSD:
Test Ho: Median(1:DiffSD) = Median(2:DiffSD) vs Ha: Median(1:DiffSD) ≠ Median(2:DiffSD)

<table>
<thead>
<tr>
<th></th>
<th>Rank</th>
<th>Totals</th>
<th>Cases</th>
<th>Mean Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:DiffSD</td>
<td>613</td>
<td>27</td>
<td>22.70</td>
<td></td>
</tr>
<tr>
<td>2:DiffSD</td>
<td>818</td>
<td>26</td>
<td>31.46</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>2757</td>
<td>53</td>
<td>52.02</td>
<td></td>
</tr>
<tr>
<td>Ties Between Groups</td>
<td>1326</td>
<td>51</td>
<td>26</td>
<td></td>
</tr>
</tbody>
</table>

U-Statistic: 235
U-prime: 467
Sets of ties between all included observations: 7
Variance: 3159
Adjustment To Variance For Ties: -170.53
Expected Value: 351
z-Statistic: -2.1219
p = 0.0338
Reject Ho at Alpha = 0.05

(1 = Lecture Class, 2 = Active Class, SD = Standard Deviation)

Figure 8. Statistical output comparing improvement between lecture and active sections on standard deviation CAOS test questions.
Mann-Whitney U
No Selector
Individual Alpha Level 0.05
Ho: Median1 = Median2 Ha: Median1 ≠ Median2
Ties Included

1:DiffSE - 2:DiffSE:
Test Ho: Median(1:DiffSE) = Median(2:DiffSE) vs Ha: Median(1:DiffSE) ≠ Median(2:DiffSE)

<table>
<thead>
<tr>
<th></th>
<th>Rank</th>
<th>Totals</th>
<th>Cases</th>
<th>Mean Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:DiffSE</td>
<td>702</td>
<td>27</td>
<td></td>
<td>26.02</td>
</tr>
<tr>
<td>2:DiffSE</td>
<td>728</td>
<td>26</td>
<td></td>
<td>28.02</td>
</tr>
<tr>
<td>Total</td>
<td>2757</td>
<td>53</td>
<td></td>
<td>52.02</td>
</tr>
<tr>
<td>Ties Between Groups</td>
<td>1326</td>
<td>51</td>
<td></td>
<td>26</td>
</tr>
</tbody>
</table>

U-Statistic: 324
U-prime: 378
Sets of ties between all included observations: 4
Variance: 3159
Adjustment To Variance For Ties: -252.04
Expected Value: 351
z-Statistic: -0.49150
p = 0.6231
Fail to reject Ho at Alpha = 0.05

(1= Lecture Class, 2 = Active Class, SD = Standard Error)

Figure 9. Statistical output comparing improvement between lecture and active sections on standard error CAOS test questions.
It is clear from Figure 8 that the active class made significant reasoning gains on the concept of standard deviation over the lecture class. However, the active class performed statistically the same as the lecture class on the concept of standard error (Figure 9) and performed statistically the same on CAOS question 32, the question that addressed understanding the difference between standard deviation and standard error. Table 6 shows that there were 38 students that got CAOS question 32 incorrect on both the pretest and the posttest, four students who were correct on both tests, and four students that went from an incorrect response to a correct response. These four students were distributed evenly between the active and the lecture class (two each). The result that was unexpected was the 7 students who went from a correct response to an incorrect response on the posttest for this question. This needed further analysis.

Table 6. Contingency table of student responses to CAOS question 32

<table>
<thead>
<tr>
<th>CAOS PRETEST (Question 32)</th>
<th>Incorrect</th>
<th>Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incorrect</td>
<td>38</td>
<td>4</td>
</tr>
<tr>
<td>Correct</td>
<td>7</td>
<td>4</td>
</tr>
</tbody>
</table>

*Analysis of CAOS question 32*

CAOS question 32 specifically assessed whether students understood when to apply standard deviation versus standard error (referred to as sampling error below) and is reprinted here.
It has been established that under normal environmental conditions, adult largemouth bass in Silver Lake have an average length of 12.3 inches with a standard deviation of 3 inches. People who have been fishing Silver Lake for some time claim that this year they are catching smaller than usual largemouth bass. A research group from the Department of Natural Resources took a random sample of 100 adult largemouth bass from Silver Lake and found the mean of this sample to be 11.2 inches. Which of the following is the most appropriate statistical conclusion?

A. The researchers cannot conclude that the fish are smaller than what is normal because 11.2 inches is less than one standard deviation from the established mean (12.3 inches) for this species.

B. The researchers can conclude that the fish are smaller than what is normal because the sample mean should be almost identical to the population mean with a large sample of 100 fish.

C. The researchers can conclude that the fish are smaller than what is normal because of the difference between 12.3 inches and 11.2 inches is much larger than the expected sampling error.

The correct response to question 32 is answer C. Knowing to use the standard error (or sampling error) requires students to understand that the mean of a sample will vary much less than an individual fish. Standard deviation measures how much variability should be expected for one fish at a time, whereas the sampling error or standard error measures how much variability can be expected for the average of a sample. Table 7 shows the distribution of answers to this question in each class. In particular, the table shows how many students changed their answers to CAOS question 32 and how they changed them.
Table 7. Distribution of answers for CAOS question 32

Response A to CAOS question 32 indicated that students understood that some variability is to be expected with a sample but did not understand that standard deviation was an inappropriate measure to use. Response B indicated that students did not understand that there should be some variability in the sample from the population. Since response C was the correct response, Table 7 shows a disturbing trend for the active class. The number of answers to the incorrect responses (A & B) in the active class increased from the pretest to the posttest. Table 7 shows that of the seven students who correctly answered question 32 on the pretest, all answered it incorrectly on the posttest. In each class, two students who answered question 32 incorrectly on the pretest then answered the question correctly on the posttest.
The result in Table 7 that stands out, however, is that the overwhelming number of students in both classes that choose incorrect response A. One of the challenges of teaching students when to use standard error is that the assessment questions usually provide the population standard deviation. Students are supposed to recognize that although the standard deviation is provided and also is a measure of variability, it does not measure the variability among sample means. This requires students to understand the difference between standard deviation and standard error and to recognize that although essentially standard deviation and standard error measure conceptually the same idea, they do so on two different distributions. It is not that surprising then that students overwhelmingly choose A as their response, the response that used standard deviation incorrectly as the measure of variability. This indicates that students generally understood that some variability was to be expected, and that a sample of one hundred from a population may not have the same mean as the population mean. However, students still did not understand how the two measures, standard deviation and standard error, differ or when each is appropriate to apply. A question similar to this had been placed at the end of the sampling distribution lab and in the interview protocol. There were indications from the responses to this lab question, which will be analyzed more extensively later in this chapter, and one of the interview questions, that knowing when standard error versus when standard deviation is the appropriate measure of variability was not well understood by students.

Unfortunately, with a multiple-choice test, it is impossible to understand what a student’s thought process was when they answered a particular question. The results from the CAOS test provided an excellent overview of how the two classes performed overall
on the topics addressed by this research. I further investigated students’ thought processes in this research as they reasoned about variability as they were learning the concepts (through the follow-up questions on the labs) and after they were theoretically comfortable with the concept of variability (through the interview transcripts during the eighth week of the quarter). What follows is an in-depth analysis of the written responses of students in the active class from these research labs and an in-depth analysis of the interview transcripts conducted with students in both classes.

Data Analysis Codes

In the process of analyzing the data, I assigned codes to the research labs and the interview transcriptions. Table 8 shows the key to these codes that will be used throughout the rest of this chapter.

Research Labs

<table>
<thead>
<tr>
<th>Research Labs</th>
<th>Codes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard Deviation Lab</td>
<td>SDL</td>
</tr>
<tr>
<td>Sampling Distribution Lab</td>
<td>CLT</td>
</tr>
<tr>
<td>Confidence Interval Lab</td>
<td>CI</td>
</tr>
</tbody>
</table>

Interview Transcriptions

<table>
<thead>
<tr>
<th>Interview Transcriptions</th>
<th>Codes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interview Subject - Lecture Class</td>
<td>LECTURE</td>
</tr>
<tr>
<td>Interview Subject – Active Class</td>
<td>ACTIVE</td>
</tr>
</tbody>
</table>

Table 8. Data analysis code descriptions

In this document, each of the codes from Table 8 is followed by a number, i.e. SDL17 or LECTURE08. The numbering for the lab codes was completely arbitrary. Each lab was
numbered in the order that they were in the stack of labs. These numbers are crossed referenced across labs and interviews, i.e. SDL14 refers to the same student as CI14.

Research Lab (Standard Deviation)

*Overview of instruction*

During the second week of the quarter, I introduced the topic of standard deviation in both classes. In both sections, I initially presented the concept of standard deviation by introducing the formula and showing an example calculation on a small dataset. Although many statistical formulas are abstract, the standard deviation formula is unique. In the process of calculating the standard deviation, a student must find the distance of each data point from the mean (and therefore introduce the idea of a deviation) and then average the deviations (and therefore introduce the idea of average distance away from the mean). I discussed, using the structure of the standard deviation formula as a guide, how this measure reflected not only the range of a dataset but also measured how far, on average, data points fell from the mean. I then showed the class how to calculate this number in the graphing calculator and did a couple of example problems from the textbook.

For the next meeting of the lecture class, I lectured on the connection between standard deviation and the distribution of the data, demonstrating that not only does the range effects the value of the standard deviation, but also the location of the data within that range. I had some overhead examples to demonstrate my point. I then asked

---

9 These examples were three of the side-by-side distributions that were used in the part b of the standard deviation research lab for the active class. See Appendix D.
students to look at some distributions (constructed from data collected in class) and guess which would have the larger standard deviation. This was similar to the exercise posed to the active class, but done as a class discussion rather than individually and on their own.

For the next meeting of the active class, I had sent students home with a pre-lab questionnaire that asked students to predict which of two variables (based on data that was collected from their classmates) would have a larger standard deviation and why. The next class session was then devoted to completing the standard deviation lab (Appendix C). Students had to complete part b of the lab (stating which histogram had the larger standard deviation) and check their answers with me before I gave them the collected class data for the rest of the lab. They finished the analysis questions at the end of the lab for homework. Included in these analysis questions was a statistical reasoning question designed so that students had to apply what they had just learned on a new and slightly different type of problem. This was the question I used to determine whether students had fully grasped the concept of standard deviation and how it connected to data. This assessment question from the standard deviation lab is reprinted in Figure 10.
3) Consider the following samples of quiz scores and answer the questions without doing any calculations.

<table>
<thead>
<tr>
<th>Sample 1:</th>
<th>10, 11, 12, 13, 14, 15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample 2:</td>
<td>10, 10, 15, 15, 15</td>
</tr>
<tr>
<td>Sample 3:</td>
<td>10, 12.5, 12.5, 12.5, 15</td>
</tr>
</tbody>
</table>

a. Which sample has greatest standard deviation? Why?
b. Which sample has the smallest standard deviation? Why?

**Figure 10.** Statistical reasoning assessment question from standard deviation research lab

**Analysis**

The expectation was that student responses to the two questions in Figure 10 would be the same in terms of logic, i.e. they would either be both correct or both incorrect. However, that was not necessarily the case. Nine students got at one of the two questions incorrect. Table 8 shows the distribution of correct and incorrect responses to the reasoning assessment question in Figure 10.
Table 9. Distribution of responses to standard deviation lab reasoning assessment in the active class

Twenty-one of the students were consistent in their answers to this question and six were inconsistent.

I included this question not only to measure how successful the lab had been at teaching the desired concepts, but also to analyze how students were articulating their understanding of standard deviation. Makar and Conley (2005) argue that students may articulate a rich and complex understanding of variability, but may do so using non-standard language. In analyzing the written responses, use of non-standard language was one of several commonalities in students’ explanations of their reasoning. Several students incorrectly used statistical language, even though they answered the question correctly. For example, several students used the term *range* in the description of their reasoning. Range is technically defined as the distance between the highest and lowest data point in a sample. The statistical definition of range had been discussed briefly in the
class meeting prior to the lab. In this assessment question (Figure 10), all three samples have exactly the same range. In the data analysis, responses are prefaced with a or b to indicate which part of the assessment question a student was answering.

a. Sample 2. The range is the largest.
b. Maybe sample 3. The range is smaller than sample 1. (SDL2)

b. Sample 3. It has the smallest range. (SDL13)

a. Without doing calculations, I think that sample 2 would have the greatest standard deviation because it has a range from 10 to 15.
b. I think sample 3 would have the smallest because it doesn’t have a very big range in the data set. (SDL14)

All three students correctly identified sample 2 as the answer to question a and sample 3 as the answer to question b. However their usage of the term range was statistically incorrect. While range is a statistical measure, most students appear to use the term range in their common vernacular. Perhaps their use of the term range reflects not a lack of conceptual understanding, but a lack of vocabulary to accurately describe the idea of how the data were distributed within the range. Other students were more successful in explaining their reasoning in correct statistical language. For example:

a. Sample 2 has the greatest standard deviation. All the samples have the same range, so now the distribution of the data is analyzed. Sample 2 only has data at the ends of the range, where the other two samples have data throughout the range. This data shows that sample 2 will deviate more from its average than the other two samples.
b. I would say that sample 3 would have the smallest standard deviation. Sample 3 would have a bell-shaped graph because the data is evenly distributed on both sides of its peek. Since all the samples have the same range, this symmetric distribution of its data makes it a likely candidate for having the smallest standard deviation. (SDL3)
The students who did use correct statistical language tended to have longer responses. This may be an underlying factor to why so many responses had the correct answer but incorrect reasoning. In my experience, students tend to be hesitant to write more than they absolutely must to answer a question, especially if they were not confident about their answers.

Discussions of distribution were also common in student responses, although again the vocabulary used to describe the shape of the distribution was at times statistically incorrect. Many researchers argue that it is extremely important for students to understand the connection between statistical measures and graphical displays of data to successfully understand statistical concepts (Liu & delMas, 2005; Reading & Reid, 2006). The purpose of the portion of the lab that asked students to guess which graph had a larger standard deviation was to “help students discover that the standard deviation is a measure of the density of values about the mean of a distribution and to become more aware of how clusters, gaps, and extreme values affect the standard deviation” (delMas, 2001, para. 1).

A couple of students referred to the distribution of data explicitly in their explanations.

b. Sample 3 b/c it has an even distribution. (SDL24)

Although this student explicitly mentioned the distribution, Sample 1 is an even distribution, not Sample 3. It is unclear from this response what this student understood an even distribution to be. Others were clearer in their answers.

b. Sample 3 because it is a bell-shaped curve and 2/3 of the calculations are the same. (SDL12)
Most students, however, described the distribution of the data more indirectly. For example:

a. 2, because the only numbers are the maximum and minimum, which makes the mean different from all the numbers.
b. 3, because it has 4 numbers that are the same. (SDL10)

a. Sample 2 has greatest deviation because data more spread out from center. Also the data is adding less middle #’s to provide for standard deviation.
b. Sample 3 because most the data is already located in the center. (SDL 27)

a. Sample 2 because top loaded and end loaded. (SDL24)

a. #2 because of the jump from 10 to 15 without any numbers in between, resulting in the greatest standard deviation.
b. Sample #3 because of the repeating 12.5’s, results in a smaller standard deviation. (SDL8)

All of these students demonstrated an understanding of the connection between how the data were distributed and the size of the standard deviation, but again did so using mostly non-technical language. It is important to recognize that students may understand the concepts, but may not have the vocabulary to explain their thinking in a statistically correct way. This is consistent with other research findings that introductory students often talk about variability correctly but without a correct technical vocabulary (Makar & Confrey, 2005; Hammerman & Rubin, 2004). It is important for statistics instructors to encourage conceptual understanding first. The technical vocabulary will develop eventually (Makar & Confrey, 2005).

The students who missed either of these questions tended to have either incorrect reasoning as it related to distribution or incorrect reasoning as it related to standard deviation, but not necessarily both. One student understood that Sample 1 had a uniform
distribution, but failed to understand that since Sample 3 was more condensed around the mean. A sample, which is more condensed around the mean, would have a lower standard deviation.

b. Sample 1 because it is level all the way across, representing each number in the range. (SDL 22)

Another student did not seem to understand how to analyze the distribution, but did seem to have an idea of what she should be looking for in terms of the standard deviation.

a. Sample 1, the data is the least consistent, and most different.
b. Sample 2, there are no other options than 10 and 15. Not much change, as both have their data pieces as well. (SDL 01)

She understood that low standard deviation meant data were similar, but did not understand that it had to be similar to the mean.

So for a few students, the lab was not successful in fully fleshing out their conceptions of standard deviation and how it related to the data distribution, but for the most part students appeared to have discovered the concepts for which the lab was designed. An interesting side-note: in analyzing the lab, the phrase “average distance from the mean” came up in many of the students’ reasoning explanations. This is significant because it is the phrase I had used in the previous class meeting to sum up approximately what standard deviation measured. This phrase was used in correct as well as incorrect answers. For example:

a. Sample 2: Because the average distance away from the mean would be greater without the numbers in between 10 and 15 to bring the average down.
b. Sample 1: The average of the distance away from the mean would be brought down by the data points between 10 and 15. (SDL 06)
It should be noted, however, that while this student technically answered the question incorrectly, they still demonstrated a conceptual understanding of standard deviation, i.e. data points that are closer to the mean will reduce the value of the standard deviation. This highlights the importance of checking to see that students actually do fully understand the concepts being taught. Many researchers have found that students can repeat back what an instructor says and have the appearance of comprehension, but do so without actually understanding the underlying concepts (Ben-Zvi & Garfield, 2004). Unfortunately in some cases, student use of my catchphrase for a definition of standard deviation masked how students were thinking conceptually about standard deviation and limited my ability as the researcher to decipher whether students actually understood what the phrase meant.

Research Lab (Sampling Distributions)

*Overview of instruction*

It is difficult to separate the idea of standard error of the mean from the ideas of a sampling distribution. For this reason, in both classes, standard error was presented in the context of learning what a sampling distribution of the sample mean was. For the lecture class, I constructed a probability distribution using the years of pennies from a large jar of pennies I keep in my office. I passed out pennies to each student and entered the year of one of their pennies into a dataset of penny years I had already constructed in Minitab prior to class. I then asked each student to calculate the average of five of the pennies in

---

10 This was a distribution of about half of the pennies (roughly 250 pennies) in the jar. I was not able to enter every single penny in the jar because of time restraints. This was my
front of them and entered those averages alongside averages of size five I had already drawn from using Minitab’s simulation capabilities. I also had averages from samples of size 30 preloaded into Minitab. I then used all of this data to create a probability distribution of the population of pennies, an estimated sampling distribution for the samples of size five and an estimated sampling distribution of the samples of size 30. I used these three distributions as the backdrop to a discussion about what the sampling distribution of the sample means looks like and how it relates to the probability distribution. This led to a definition of all the aspects of the Central Limit Theorem and the formula of standard error as the standard deviation divided by the square root of the sample size.

In the active class, I designed the sampling distribution lab so that students experienced building a sampling distribution from scratch and discovered how standard error measures the variability in a sampling distribution (or at least discovered the idea that the sampling distribution is narrower than a probability distribution and that it varies depending on how big a sample was taken). The lab was adapted from an activity in the textbook *Activity Based Statistics* (Gnanadesikan, Scheaffer, Watkins & Witmer, 1997). As with each of the research labs that were used in the active class, there was a list of questions that students were asked to complete prior to the class in which the lab was actually completed. The extension questions at the end of the lab were designed to measure if students understood the concepts presented in the lab. In this lab, there were

“population of pennies”. Students drew their sample of pennies from the same jar. I entered one of each student’s pennies so they would feel a part of the population, even though there is a possibility a penny could be counted twice.
three different assessment questions (each downloaded from the ARTIST website) and each had been picked for a particular reason.

*Description of reasoning assessment questions*

The first assessment question (Post Q1) was designed to assess whether students understood the difference between a population distribution and a sampling distribution and how the variability changes when one looks at the average of a sample versus one data point from one individual. It is reprinted here:

Post Q1: The distribution of Math SAT scores is Normal with mean 455 and standard deviation 102. Would you expect to find a difference between (a) the probability that a single person scores above 470 and (b) the probability that in a random sample of 35 people, the sample mean ($\mu$) is above 470. Why or why not? Explain.

The second assessment question (Post Q2) was included to assess whether students understood the connection sample size and changes in variability and is as follows:

Post Q2: Alice, Ben, Connie and Dwayne have each taken a random sample of students from their school to estimate the variability in amount spent on movie tickets this summer. Alice asked 10 people, Ben 30, Connie 50, and Dwayne 70. Whose sample standard deviation probably differs most from true population standard deviation? (Correct answer is Alice.)

The third question (Post Q3) assessed whether students understood the graphical displays of a population distribution and a sampling distribution and whether they fully understood the difference between the two. Since the question asked for a sampling distribution of sample means where only one test score was selected at a time, students had to recognize that this was not a central limit theorem question at all. The sampling
distribution should look the same as to the original population distribution. The question is reprinted here:

Post Q3: The upper left graph is the distribution for a population of test scores. Each of the other five graphs, labeled A to E represent possible sampling distributions of sample means for 500 random samples drawn from the population.

Which graph represents a sampling distribution of sample means where only 1 test score was selected at a time? Justify your choice. (graph C is the correct answer).

It should be noted that later analysis of this question revealed some problems with its wording. It should say the that A through E represent estimated sampling distributions. An actual sampling distribution, where the sample size is equal to one, should look identical to the population distribution. This would lead students
to correctly answering D. However, an estimated sampling distribution, where only 500 samples are represented, would correctly correspond to Answer C. Also the graphic is difficult to read and it is unclear what the vertical axis scale represents. This question was not extensively analyzed for the purposes of this research, so these problems to do affect a great deal of the analysis. They should be noted nonetheless.

Analysis

Student responses to these assessment questions were disconcerting to me as the instructor. Many students answered the pre-lab questions correctly, but answered the post-lab questions incorrectly. This seems to indicate that the labs hurt conceptual understanding more than they helped. The pre-lab (Pre Q4 and Pre Q5) questions assessed a more general understanding of the nature of sampling distributions without actually defining a sampling distribution or the Central Limit Theorem.

Pre Q4: If everyone in the class reaches into the same jar of pennies and finds the average age of their handful (about 25 pennies), do you expect that everyone will come in with the same average or different averages? If not, how much variability do you expect between everyone’s averages? (A lot, some, or almost no variability?)

Pre Q5: Would changing how many pennies everyone drew from 25 to 100 change how much variability there is between everyone’s averages? Explain.

Other researchers, especially in the area of sampling distributions, have found the same result with their own research (Garfield, 2007): that students actually have a basic conception about how a distribution of averages will perform before they learn about
sampling distributions, but seem to lose those reasoning skills after they have been taught sampling distributions and the Central Limit Theorem. Table 10 tracks students’ reasoning skills as they relate to sampling distributions in the active class from the pre-lab questions to the post-lab assessment questions. Post Q1 and Post Q3 matched best conceptually with Pre Q4 and Pre Q5 and were therefore included in Table 10.

<table>
<thead>
<tr>
<th>Pre Q4 &amp; Pre Q5</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Both Correct</td>
<td>6</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Post Q1 &amp; Post Q3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One Correct</td>
<td></td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Both Incorrect</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 10. Distribution of responses to pre-lab and post-lab reasoning assessment questions in the sampling distribution lab

Perhaps the most striking piece of information gained from the Table 10 is that none of the students went into this lab with completely incorrect reasoning about sampling distributions and only four of the students missed one of the pre-lab questions. The rest (17 students) correctly reasoned generally about the idea of a distribution of averages before completion of the lab. Because sampling distributions and the central limit theorem are traditionally difficult to teach successfully, this was a remarkable finding. However, somewhere in the lab or the discussion afterward of the more technical
aspects of the Central Limit Theorem, these students in the active class became very confused and lost their correct reasoning or were simply unable to then apply these ideas into an application question.

In analyzing the incorrect responses to the first post-lab assessment question (Post Q1), it became clear that there were two types of incorrect answers. The first type of answer revolved around reasoning that focused solely on the mean and gave no consideration to the idea of variability. These students grasped the idea the center of a sampling distribution tends to be the same as the population mean, but this seemed to be the only concept of the Central Limit Theorem that they took away from the lab. For example:

They would be the same because the mean stays relatively the same. (CLT08)

No, because it seems that the average stays the same throughout. (CLT09)

They should be about the same because the mean always stays the same. (CLT16)

No because the mean does not change very much between a population & random sample. The sample is just as likely to have people about 470 as the population (CLT07)

No because the averages stay about the same as the sample size increases, so I think the probabilities of these 2 events will be about the same. (CLT18)

Often in this kind of assessment question, where two means are mentioned (the population mean and the particular sample mean), students will confuse the two and substitute the sample mean as the population mean. In this case, that would mean that students used 470 as both the sample mean and the population mean and may account for why students felt the probabilities were the same. Unfortunately, with such short
responses to analyze, it is difficult to tell in the responses quoted above whether students confused these numbers.

The second type of wrong answer revolved around a misunderstanding of the connection between a narrower distribution and a change in probabilities. (In the following responses, answer A was the correct response to the assessment question (Post Q1)).

No, I don’t think there is a difference between A & B because a single person will probably score above a 470 and out of a random 35 peoples sample mean will be above a 470. (CLT14)

(a) P (1 person scores > 470)  
(b) P (random 35 sample mean > 470)  
I think the probability could possibly be the same. (CLT12)

Yes because most of the scores lay around 455, a random sample of 35 people will have scores around 455. Probability a single person has a score of 470 is not as high. (CLT02)

B more likely than A because of mean being 455 more luck w/ one person getting it then 35 being above the average. (CLT27)

The last student response above (CLT27) appears to be reasoning correctly about the problem, however the student technically gave the wrong answer.

It could be argued many of these students’ incorrect statistical reasoning above stemmed from a lack of understanding of what the mean is, i.e. that it is the balancing point of a sample of numbers. However, this was impossible to discern from the fairly short responses to this assessment question (Post Q1). On the other hand, students who answered this question correctly showed a clear conceptual understanding of how a mean differs from an individual data point. For example:

The probability that a single person scores 470 is greater than the probability that the mean of 35 scores is above 470. In order for the mean
to be 470, about half of people must score above 470 which is unlikely if the average is 455. (CLT13)

There could be a difference. The single person could be significantly above or below the mean where as the average of 35 people should be pretty close to the mean. (CLT11)

Although calculations were not required to answer the question, by the time students had a chance to answer these assessment questions, there had been a discussion over how to calculate the standard error as a way to numerically measure the variability of a sampling distribution. It is interesting to note that only one student attempted to calculate the standard error in order to answer this question (See Figure 11).

As part of the classroom discussion after the lab, I introduced the formula for standard error ($\frac{\sigma}{\sqrt{n}} = \text{standard deviation divided by the square root of the sample size}$) and demonstrated how the real life results showed that this formula worked. The lack of use of the standard error formula in answering Post Q1 seems to indicate is that while students may understand theoretically that a mean of a sample has a higher likelihood to be closer to the population mean rather than one individual data point, students do not
necessarily see a mathematical connection between the probability and the standard error. This will be explored further in the student interviews later in this chapter.

Research Lab (Confidence Intervals)

Overview of instruction

The last research lab on confidence intervals was different from the first two as it was not designed to address either standard deviation and standard error directly, but addressed the idea of standard error and margin of error indirectly through the construction and interpretation of confidence intervals. Margin of error is calculated by multiplying the estimated standard error times the number of standard errors away from the mean required to achieve a particular confidence level. Standard error is the “unit” of variability measurement on a distribution of means, margin of error measures the actual distance from the mean one must travel in standard error units to cover a particular percentage of the distribution of means.

In a slight departure from the first two research labs, the lecture class also completed a “lab” in class for the topic of confidence intervals (Appendix F). This lab did not use a conceptual change framework and was merely a guide for how to create a confidence interval for the proportion of green M&M’s. This lab also did not include any statistical reasoning assessment questions. I used the intervals the students constructed in the lab to lead a discussion of how a confidence interval is constructed and how to correctly interpret one. As stated previously, both classes participated in activities and labs that were not part of this research. Because this lab was merely an activity to do in class, I felt that it was appropriate to include in my lecture class.
For the active class, I asked the following pre-lab question pre-lab (CI Pre 4):

4) Suppose the following are the results from 10 people with 10 different samples (assume everyone has approximately 70 M&Ms each). Based on these results, would you argue that M&Ms is giving its customers “fewer” green M&Ms. Why or why not?

<table>
<thead>
<tr>
<th>Sample Percentage ((\hat{p}))</th>
<th>95% margin of error</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.5%</td>
<td>+/- 8.1%</td>
</tr>
<tr>
<td>11.5%</td>
<td>+/- 8.8%</td>
</tr>
<tr>
<td>12%</td>
<td>+/- 9%</td>
</tr>
<tr>
<td>8.9%</td>
<td>+/- 7.8%</td>
</tr>
<tr>
<td>8.9%</td>
<td>+/- 7.8%</td>
</tr>
<tr>
<td>9.6%</td>
<td>+/- 6.9%</td>
</tr>
<tr>
<td>10.6%</td>
<td>+/- 7.2%</td>
</tr>
<tr>
<td>14.7%</td>
<td>+/- 8.2%</td>
</tr>
<tr>
<td>9.9%</td>
<td>+/- 6.9%</td>
</tr>
<tr>
<td>10.4%</td>
<td>+/- 7.2%</td>
</tr>
</tbody>
</table>

In a previous pre-lab question, students had been asked to estimate what percent of M&Ms should be green if M&Ms were equally distributed. All but one student correctly answered that should be about 16.7%, so that did not create any problems with analyzing the responses to question above (CI Pre 4). Then as a follow-up question (CI Post 11) after the lab, I asked the following:

Look at your answer to number 4 on the preliminary question sheet. Based on what you learned during this lab, would you change your answer from what you said originally? Explain.

Analysis

Based on student responses to this question, this lab appeared to be more successful in accomplishing its learning goals than the previous lab covering the
sampling distributions and standard error. Of the 24 students who completed the lab, 15 students answered the follow-up (CI Post 11) completely correct. Seven of the other students unfortunately misunderstood the follow-up question and used the intervals constructed from the lab, not the intervals in the original preliminary question (CI Pre 4), to answer it. Unfortunately, the confidence intervals created by the students using real M&M’s during the lab led students to a different conclusion than the table of intervals that I provided the students in the preliminary question. However, even though those students, who had technically answered the question incorrectly, used statistically correct reasoning. Nonetheless, this created some difficulty in analyzing students’ reasoning for this lab.

This research lab was also different from the previous two research labs in that I talked a bit more extensively about the concept of point estimates and the margin of error, the two pieces of a confidence interval, before I asked students to complete the preliminary lab questions. So I expected more students would correctly incorporate the margin of error into their reasoning. However, 16 of the 24 students used incorrect reasoning on this preliminary question (CI Pre 4). Several students did not seem to pay any attention to the margin of error, only the sample percentage. For example:

Yes because all of the 10 samples are less than the predicted 16.7%. 14.7% is the highest and the other 9 are all consistently lower than that. (CI17)

Based on these results I might argue that M&Ms are giving the customers less green candies. I argue this because each sample contains less than 16.67% of green candies, which would be the percentage of green candies if all 6 colors were evenly distributed. (CI03)
However, in retrospect, this was a flawed question. By providing students with ten intervals, all of which had a sample percentage well below 16.7%, it is reasonable for students to argue that the ten intervals taken together do provide evidence that there are less than 16.7% intervals. The question really should have only presented one interval for students to inspect and that would have provided more direct evidence as to whether students were considering margin of error in their responses.

Other students did seem to recognize that the margin of error might need to be considered, but were unwilling to accept that the large margin of error actually made judging whether the greens were less than one-sixth impossible. Again, the flaw in the design of the question makes any analysis of students’ reasoning impossible. For example:

It seems as though M+Ms are giving people less green because \( \hat{p} \) is generally less than 16.67, but when you add the margin of error, it still could include 16.67 but it is less likely. (CI08)

Yes, if the average is supposed to be 17%. These numbers, even including the margin of error are low. (CI04)

Other students did not seem to understand how to put the sample percentage together with the margin of error correctly, i.e. the plus and minus part of the interval.

Yes, because with the margin of error, many results still don’t hit the 17%. (CI18)

So although students had been introduced to the concept of a point estimate plus or minus the margin of error through a short lecture, many students may have still been unclear as to the role of margin of error in statistical estimation. And since students were able to go back and re-answer that question after the lab activities were completed and for the most
part did so correctly, there is evidence that the concepts and activities of the lab helped students understand the role of margin of error in making a decision. For example:

Now I might because the margin of error could put all of those numbers to 16.7% (its possible). (CI17)

I would change my answer because I did not take into account the 95% margin of error. 90% results contain the 16.67% mark, so I would no longer argue that M&Ms is dispensing less green candies. (CI03)

However, as I stated previously, there was an issue analyzing some of the responses to the post-lab question (CI Post 11) as students misunderstood what intervals I wanted them to use to answer the question.

No, the evidence from our samples supports that there are less green M&Ms included than the average (CI04).

This student was still using slightly incorrect reasoning in that while only 60% of the 95% intervals created by the class contained 16.67%, most of the rest of the intervals were actually above the 16.67% mark. Unfortunately, because I did not anticipate students using the data from class to answer the question, it made interpreting the results difficult. This issue, on top of the fact that the initial reasoning question (CI Pre 4) was fundamentally flawed, meant that there was little useful data for analysis from this research lab.

It was not quite as clear whether students understood the concept of margin of error as it related to confidence intervals, since there had been a class discussion about the in-class results and we had discussed specifically the fact that only 60% of the intervals contained 16.67% was unusual if the confidence level was 95%. The students who answered using the in-class data may have just copied down what was discussed in class without any real understanding and it is therefore impossible for me to analyze if
these students were truly demonstrating conceptual understanding of the variability concepts.

**Interview Overview**

A colleague conducted interviews with students from both the active and lecture classes during the eighth week of the quarter. The purpose of the interviews was to have better understanding of students’ statistical reasoning skills a few weeks after the topics of standard deviation and standard error had been covered in class. Statistics educators argue that the concepts of variability carry through the entire course (Ben-Zvi & Garfield, 2004; Cobb, 1992; Moore, 1997) and so it is important that students have a good understanding that stays with them through the course and beyond. The student interviews also provided me a chance to compare students’ reasoning skills from each of the two classes. Since the research labs were only done in the active class, it was impossible to make any comparisons between students’ reasoning using the lab results. The CAOS test only provided me with very superficial information about student’s reasoning skills.

The interviews provided some of the most interesting results. The questions were designed to target three specific concepts: standard deviation, standard error, and the difference between these two measurements of variability. The questions were drawn from a database that specifically designs questions to test statistical reasoning skills. Students had seen these types of questions on their in-class labs and on tests. The statistical reasoning interview questions were as follows:
Q1: Suppose two distributions have exactly the same mean and standard deviation. Then the two distributions have to look exactly alike. Explain whether this is true or false.

Q2: Shelly is going to flip a coin 50 times and record the percentage of heads she gets. Her friend Diane is going to flip a coin 10 times and record the percentage of heads she gets. Which person is more likely to get 20% or fewer heads?

Q3: The distribution of Verbal ACT scores is normal with mean 21 and standard deviation of 5. Which would be more likely:
A) a single person scores less than a 16
B) the average score of 25 students is greater than a 22
Explain your choice.

Question one (Q1) was designed to measure students’ conceptual understanding of standard deviation (SD), question two (Q2) was designed to measure students’ conceptual understanding of standard error (SE), and question three (Q3) was designed to measure students’ understanding of the difference between standard deviation and standard error (SD vs. SE).

Table 10 provides a summary of the responses by each interview subject to each of these interview questions. Again, ACTIVE or LECTURE refers to which class section for each interview subject and the number refers to the order of the interviews. Some numbers are missing because the student scheduled in that interview slot failed to show up for the interview.
Table 11. Overview of the interview results

An initial glance at the Table 11 seems to indicate that students did not understand these measures of variability. Only half answered questions one and two correctly and no one answered question three correctly. Table 11, however, does not tell the whole story. Even students who technically answered an interview question correctly, in many cases, used shaky, incorrect or incomplete reasoning. This was a bit surprising initially, given the fact that some of these students had answered similar questions correctly at the end of each research lab. Because of this, I, as the teacher, was fairly confident that the students (in the active section at least) were grasping the concepts. However, the results on the third interview question were confirmed by the results from the CAOS posttest (see Table 7). It was very clear from both the interviews and the results of the CAOS test that students did not understand the differences between standard deviation and standard error, and only had incomplete understanding of each measure on its own.
The third interview question directly addressed the difference between standard deviation and standard error. After initial analysis of the transcriptions, the responses to the third interview question were the ones that were most interesting for my research questions. The first two questions then gave me some insight into perhaps why students had so much trouble with the last question.

Lack of Confidence in Responses

Students were very unsure of their answers during the interviews. Several students changed their answer several times as they reasoned through the problem, so much so that the interviewer had to ask several different students “Is that your final answer?”

(Q1) False…Um…if the mean and the standard deviation are the same, then the graphs will appear to be the same, but you could have very different data and a very different problem (trails off)…um true they would look alike, but that doesn’t mean they would be the same. (LECTURE04)

(Q2) You know I am going to take a guess and say Diane….I am just looking at it and it is a smaller number and I am thinking that since there are less flips….actually…..20 percent…you know, I don’t know if this is a trick question but I think I want to say that because the flipping of coins is so random that it could be I think that the possibility is the same for both. (ACTIVE02)

Other students simply prefaced or ended their answers with “I know this is wrong”.

(Q3) I really think that they are both equally likely to happen? One person getting…it is kind of like flipping a coin…one person getting above…well…but its below 16, it is not quite above 21 or below 21…. the way I viewed it originally is how one person below 16 and above 16 and the average…that doesn’t make sense. Ok honestly I am going to say it is more likely for B (ACTIVE07).

And there was no correlation between correctness of their reasoning and their confidence in their answer. A few students very confidently gave an incorrect answer to a question.
(Q2) I’d say it is about the same because it is a 50/50 chance and the trials are independent of one another. (LECTURE01)

This was surprising since these were generally students who should be fairly confident in a mathematics class. Almost all of them had a very extensive mathematics background that included calculus, multivariate calculus and linear algebra. Only one student (ACTIVE02) labeled herself as someone who “struggled with math”. This illustrates rather clearly the differences between the study of mathematics and the study of statistics and that success in mathematics is not necessarily a predictor of success in statistics.

What is good about this demonstration of lack of confidence is that most students seemed to be aware of how shaky their understanding was of the concepts. That is an indication that this new statistical knowledge was causing cognitive conflict and they were still trying to construct their understanding. However, a confident, incorrect answer was more of a concern, as those students are indicating they were not struggling with the concepts and they had developed incorrect reasoning.

Question Three (Standard Deviation vs. Standard Error)

To correctly answer the last interview question, I expected that students would need to calculate the standard error for the average of 25 students. However, I intentionally made the calculations very easy so students could complete the calculations mentally. (The standard error was $\frac{5}{\sqrt{25}} = 1$). I expected that students would hopefully then recognize that both scenarios were exactly one standard deviation away from the distribution’s center and therefore both scenarios were equally likely. Either they would
recognize this after calculating the standard error or some students might go as far as to calculate the probabilities using the normal table. I worded this interview question this way specifically so that students wouldn’t be able to guess the correct answer and that would hopefully provide me more insight into their reasoning process.

Only two of the eight interviewees, however, used any sort of a calculation approach to this question and only one of those two used the standard error calculation.

Student: I used the normalpdf function, actually it’s the normalcdf function and I put in the lower bound as negative infinity and the upper bound as 15 with a mean of 21 and a standard deviation of 5.
Interviewer: Ok what does it say?
Student: Hold on one sec, pushed the wrong button (pause) says .11506 so we are going to call about an 11.5% chance and then the average of 25 people scoring greater than 22?
Interviewer: right.
Student: Hmm, so I’m going to need use average of the averages, which is actually what we are learning in class right now. So (pause) the mean is still going to be about 21 and the standard deviation would be 5 divided by the square root of 25 people (pause) so the standard deviation of that would be one, so then we could use again the normalcdf function with a minimum boundary of 22, an upper boundary of infinity (pause) the mean is 21 and the standard deviation is one. And you get about about a 15.9% chance.
Interviewer: Ok so a 15.9% chance.
Student: So I am going to say it is more likely that an average of 25 people score above 22 than one person scores less than 16. (LECTURE01)

This student (LECTURE01) was the only interviewee that came close to a correct answer on interview question three. One can see in the transcript that she actually did correctly calculate the standard error. Her only mistake was in using 15 as her lower bound in the first part instead of 16. Students often confuse “less than 16” with “less than or equal to 16” on a continuous probability distribution. On a continuous normal distribution, they are essentially equivalent. This is why she most likely chose to use 15 in her calculations.

It is interesting that on the second portion of the problem she did not make the same
mistake. Even later when she recapped her answer, she still did not see the inconsistency. However, her reliance on the calculator’s numbers may demonstrate that although she did seem to understand the process of the problem, there isn’t much evidence of statistical reasoning in her explanation. Other students attempted to use a calculation approach but were less successful. For example:

Well, empirical wise, for one standard deviation you are going to have about 68% of the population, falling one standard deviation outside the 21, which was the mean score. Sixteen is exactly one standard deviation away, which means that below 16 percent, er below 16, we are looking at about 16% of the population left. So, I mean, it is a lower proportion, but it is certainly pretty likely. Otherwise, if you had 25 people’s average greater than 22, then it is within that 68% mark. So it’s not goin’ to be quite 34; it is going a little under 34 so it is going to be about (pause) maybe 46 and 50% likely for people and you have to have 25 of those people. So (pause), the percentage is in the favor of having a greater score but it has to have more people for it, it has to have 25 people whereas only a single person has to score below the 16, so I am actually going t say it is more likely for the single person to score below 16. It is the more likely scenario than the twenty-five people scoring as an average over 22. (LECTURE08)

This student (LECTURE08) demonstrated a very solid grasp of calculations on the normal distribution and recognized that one cannot compare directly a single score to the average of twenty five scores. However, the student did not then make the connection to the need for standard error and the Central Limit Theorem.

Most interviewees simply tried to come up with reasoning based on either the sample size effect: one person versus 25 people, or based on the distance of the numbers from the mean: 16 is further away from the mean than 22 is, without doing much in the way of actual calculations. And these arguments were made to support both scenarios A and B as more likely.

I think option B…because I think if the, if we are saying the mean is 21, which is the same as saying it’s the average, um I think the likelihood that
picking a single person and will get a score of 15 is going to be less likely (pause) than if we were take twenty five students and average their scores out …(interviewer repeats first part of question)… less than a 16 than a 15? ok I am still going to stay with my answer. (ACTIVE02)

I going to go with B, the average of 25 is greater, because the standard deviation is five and the mean is 21, so therefore 22 isn’t really far from the mean, but to get less than 16 that’s more than a whole standard deviation away. (LECTURE04)

I would say A, that you have a single person might get less than 16, because if you were to go one standard deviation away from the mean, well if you go two standard deviations away from the mean, 16 falls in that range. So therefore, and two standard deviations away is not an unlikely probability, so its likely at least one person will have a score of 16, whereas for the average for 25 people to be greater than 22 to get average that’s much higher would be less expected than just getting a single score. (ACTIVE06)

Only one student considered that the two probabilities would be equal, which was the correct answer. However, her initial reasoning as to why the probabilities were equal did not make any statistical sense. Which is perhaps why this student talked herself out of her original answer.

I really think that they are both equally likely to happen. This is my reason; it is so awkward. One person getting, it is kind of like flipping a coin, one person getting above, well (pause) if it is below 16, it is not quite below 21 or above 21 (pause) I keep getting the same number. Um, the way I viewed it originally is how one person below 16 and above 16 and then the average (pause) that don’t make sense. (pause) Ok, honestly I am going to say it is more likely for an average of 25, B, greater than 22. Only because 22 is closer to the mean than 16 is, so in order to get 16 or below, that would probably be like a 5% chance, I don’t know. Where 25 people is an average so they could have one below 16, one above 28 and they would average around the mean and the mean would 21, so being above 22 would be, just that it would be higher. It is more likely for you to have an average above 22 of 25 people. (ACTIVE07)

It was difficult to parse out exactly why she (ACTIVE07) talked herself out of her original answer. She mentioned she kept getting the “same number” and that seemed to
perplex her. Perhaps she felt that she couldn’t possibly get the same probability for both scenarios, and perhaps that was a flaw in the interview question. Her explanation for then picking scenario B was much more difficult to follow. It appeared that she resorted to the argument that many interviewees used: 22 was closer to the mean and therefore more likely.

Making Connections to Graphical Displays of Data Distributions

One of the main concerns of statistics education researchers is looking at how students connect the concepts of variability to the distributions of data. Garfield et al. (1999) did extensive work looking at sampling distributions and how students made the connections between graphical displays and sampling distributions. The first interview question (Q1) was designed to discern how well students conceptually understood the standard deviation and how well they understood its connection to graphical displays of data distributions. The students who answered this question correctly actually had a very rich understanding of how the standard deviation connected to the graphical displays, even though their explanation of their reasoning was a bit uneven at times. The student below (LECTURE04) understood that the data could be different but have the same mean and the same standard deviation. However, she seemed convinced that the graphs would have to look similar.

False…I guess like the graphs will look alike but that doesn’t mean that the data was alike….with the mean and the standard deviation are the same then the graphs will appear to be the same, but you could have very different data and a very different problem. (LECTURE04)
The following student (ACTIVE06) had a better grasp on the idea of average distance away from the mean and pointed out that the extremes could be different if they were balanced out by data at the other end of the scale. The only part she seemed to lose track of was the fact that the mean might change if you shift the extremes from low end to the upper end of the scale.

False…I would say false, because your distribution includes all of your sample, all of your data and you could have data that is reasonable similar, enough to give you the same mean and the deviation, but you might have different extremes. You may go a little bit more, farther out on one end than the other, but still have enough high numbers or low numbers to even it out. (ACTIVE06)

The following student (ACTIVE07) had the best conceptual understanding of the entire question and all the pieces, the mean, the standard deviation and the relationship to the distributions of data.

False…I mean the mean is just the average of where it is…you can have like the same mean, where it has the same number, say this is 2 and this is also 2, and that the average standard deviation away could be two points away….no I am thinking….the standard deviation for a right or left skewed one might actually be (pause) well I don’t know because if this one has an average of two standard deviations away this one could have less here and but more here, which could balance it out….if the bell shape could be wider, where the right skewed could be shorter, but It could still have the same standard deviation, same average length away (ACTIVE07).

The students that missed this question (Q1) generally just accepted that if the mean and the standard deviation were the same then based on the definitions of the two measures, the distributions must be the same.

If the mean and the standard deviation is the same, I think the two would look the same because the mean for both of them will fall in the same spot on the graph and the standard deviation is basically what tells us or regulates the width of the graph. So if it is the same for both, then the graphs would look the same. (ACTIVE 02)
It’s true because they have the same mean so the…like in the graph, the middle bar would be in the same place, at the same height, and the same standard deviation means that the next bars are going to be same distance from the middle bar. (LECTURE 09)

Both of these students demonstrated a basic understanding of the mean as the center and the standard deviation as a measure of the range of the data, but actually seemed to lack a complete understanding of a distribution. Reading and Reid (2006) noted in their research that understanding of distribution and variability are inextricably linked. One student, who answered this interview question (Q1) incorrectly, did seem to have a better understanding of distribution but ultimately still chose the wrong answer.

The mean obviously is going to have to take place in the same spot…although I guess the distributions don’t necessarily have to look the same. It could be in proportion, I imagine (long pause)…well, I believe that is in fact a true statement. (LECTURE 08)

Comparison of interview responses of active class versus lecture class

There were two main purposes of the interviews. The first was to analyze how students verbalized their understanding of the measures of variability and just how well students integrated all the dimensions of variability. The previous analyses focused on this purpose. The second was to compare and contrast responses from the interview subjects in the active class with the interview subjects from lecture class. Table 9, earlier in this chapter, is sorted by section and illustrates how each group of interviewees responded to each interview question.

The only minor difference between the two groups of interview subjects was in the responses to the first interview question (Q1). In general, the students from the active
section had a much richer description of the connection between the standard deviation and a data distribution. The three active interview subjects who answered this question correctly discussed how the shape of the distribution affects the size of the standard deviation.

You may go a little bit more, farther out on one end than the other, but still have enough high numbers or low numbers to even it out. (ACTIVE06)

If the bell shape could be wider, where the right skewed could be shorter, but it could still have the same standard deviation, same average length away. (ACTIVE07)

Theoretically, you could have like a graph that was normal and a graph that was like bimodal, and there would still be, all of the data could still be about the same distance away from the mean and the mean could still be the same. (ACTIVE10)

The responses from the lecture interview subjects were much less rich in their description of the connection to the data display.

I guess like the graphs will look alike but that doesn’t mean that the data was alike (LECTURE 04)

The distributions don’t necessarily have to look the same. It could be in proportion, I imagine. (LECTURE08)

The middle bar would be in the same place at the same height and the same standard deviation means that next bars are going to be the same distance from the middle bar. (LECTURE09)

However this difference in rich description was not entirely split along class sections. One active interview subject (ACTIVE02) gave a very short, non-detailed answer to this question, while a lecture interview subject (LECTURE01) had very detailed description of the connection of the standard deviation to the distribution.

The mean would fall in the same spot on the graph, and the standard deviation is what, is basically what tells us or regulates the width of the
So if it is the same for both, I think that both graphs would look the same. (ACTIVE02)

The same amount of data will be within the same width on both problems….so I wouldn’t say that they would have to be, they wouldn’t have to look exactly the same because some groups of data have more data points than others and so there might be some fluctuation in between, you basically a bell shape curve but there might be one bar that is lower one bar that is higher or whatever, but basically they are going to have very similar looks between the two of them. (LECTURE01)

Otherwise, the types of statistical reasoning errors and the different approaches utilized seemed to be the same for both the active and the lecture classes. There were no other outstanding differences between the interview subjects from the active class versus interview subjects from the lecture class that I could discern from the interview transcripts.

Understanding Standard Error

Finally, the analysis of the second interview question has been left to the end because I did not feel that responses provided much data that was useful for answering my research questions. The purpose of the second question of the interview was to determine how well students understood the concept of a sampling distribution and that the standard error varies as the sample size is changed.

Q2: Shelly is going to flip a coin 50 times and record the percentage of heads she gets. Her friend Diane is going to flip a coin 10 times and record the percentage of heads she gets. Which person is more likely to get 20% or fewer heads?

I originally chose to use proportions instead of means for this interview question because I wanted to vary the questions a little and not focus exclusively on standard errors as it applies to the mean. I also felt that a question about the population mean might be too
easy and the responses would not yield me enough data. Both classes had also discussed a sampling distribution for the population proportion and a population sum in class. In hindsight, this added a dimension to the question that I never intended. My intended purpose of the question was to see if a student would realize that as the sample size was increased that the reasonable possibilities of the proportion of expected heads would narrow around 50% and therefore it was more likely that the smaller number of tosses would result in 20% or fewer heads. Although the students never needed to calculate the standard error to answer this question, I felt this was a good question to assess if they understood the concept of standard error and that standard error varies with the size of the sample taken. Unfortunately, students did not respond as I had expected. Instead, most of the interview subjects focused on the fact that it was a series of coin flips and therefore a question of independent trials.

The interview subjects who responded incorrectly to this question all said that the probability was the same for Shelley and Diane because coin tosses are independent and therefore the probability is 50/50 on each toss.

They have the same chance getting the amount of heads...cause it is always 50-50 chance, regardless of how many times they do it. (LECTURE04)

They have the same percentage...they are both equally likely. I mean the chance is 50-50 so there is no real person more likely than the other. It is 50-50 both ways, they will have the same percentage. (ACTIVE07)

Because they both have the same chance of getting 20% or fewer heads just because it is an independent trials situation (LECTURE01)

Even though these students used an independence argument to argue that both scenarios were equally likely, these responses also demonstrate a lack of conceptual understanding
of actual probabilities of an individual versus a sample. In the other questions from the interviews and in the labs that dealt with probabilities with a sample (see interview question 3 (Q3) and first extension question of sampling distribution lab (Post Q1) in Appendix D), students often had trouble distinguishing the probabilities of individuals versus the probabilities of a sample, an issue that goes to the core of understanding sampling distributions.

The interview subjects who responded correctly to this question also all generally used the same reasoning: the law of large numbers argument that as sample size increases, the closer one should get to the expected 50% mark.

I would say Diane because she is flipping fewer coins and the more times you repeat an experiment, the more likely that you are to get to the expected average. For like flipping a coin you expect to get heads 50 percent of the time, so if you flip a lot more coins, you are more likely to have an average, to get a probability of one-half. Diane is only flipping ten. There is going to be less data figured in which could change her probability if she just happens to flip a lot of tails. (ACTIVE06)

Theoretically, they both should get about 50 percent, but the more trials you do, the closer you get to the true mean. So I would say probably the person who had 10 because if you do it fifty times, you are more likely to get closer to 50 percent, which is what you should get in a fair coin toss. (ACTIVE10)

These two interviewees (ACTIVE06 and ACTIVE10) also demonstrated more of an understanding of the expected probability versus actual probability. That, yes, in theory, both Shelley and Diane would flip half head and half tails, but that in reality is sample results never quite model the population. One could argue that the law of large numbers argument indirectly demonstrates that those students understand the idea of a narrowing sampling distribution, whether that connection is clear to students is impossible to discern from the data. Unfortunately, the incorrect responses did not necessarily reveal whether
students misunderstood standard error itself or just didn’t understand that one had to look at the flips as a collection and not individually. Students heard the example of flipping a coin and went straight to the idea of independence and that coins should flip 50 percent heads.

Summary of the Interview Analysis

The interview responses were the most interesting data I collected. Each interview question measured a separate component of student’s understanding of variability. From each separate analysis there were some major themes that emerged.

Interview Question 1 (Q1)

The major theme that emerged from the responses to this question was students’ understanding of the connection between notions of distribution and the concept of standard deviation. The three interviewees that missed this question demonstrated poor understanding of distribution. The five interviewees who got this question correct showed a much more complex understanding of distribution, i.e. they understood that the height of the bars of a distribution gave a measurement of how much data was in that location. This trend was also reflected in the responses to the third assessment question (Figure 9) in the standard deviation research lab.

Interview Question 2 (Q2)

Although it was not the information I was expecting to gather from this interview question, the major theme that emerged from the responses to this question was students’ inability to distinguish the probability of an individual from the probability of a group or
a sample as a whole. The four interviewees who answered this question correctly appeared able to make that distinction, although I am concluding that using indirect evidence. This theme recurred in the sampling distribution research lab and the third interview question (Q3) as well.

*Interview Question 3 (Q3)*

Two major themes appeared in the analysis of the third interview question, which all interviewees got incorrect (although one student reasoned correctly but made a minor mistake in the calculations). One was the inability or the refusal to distinguish the probability of an individual from the probability of an average of a sample, as I stated above. The second was that there was no evidence of students recognizing the necessity of the standard error. However, in most cases, students did recognize that one number was significantly further away from the mean than the other. This at least indicates that students are considering distance from the mean in reasoning about the probabilities. They recognize the importance of considering variability, even if they are not using the proper unit of measurement: standard error.

**Connections between the interviews, research labs and CAOS**

To summarize the data for the eight interviewees, the Table 11 (active class) and Table 12 (lecture class) records their responses on the interview questions, the post-lab assessment questions in the research labs (active class only) and their percent change on the CAOS test from pretest to posttest.
<table>
<thead>
<tr>
<th>Interviewee</th>
<th>Number of Interview Questions Correct (out of 3)</th>
<th>Research Lab Standard Deviation Questions Correct (out of 2)</th>
<th>Research Lab Sampling Distributions Questions Correct (out of 2)</th>
<th>Research Lab Confidence Intervals Questions Correct (out of 1)</th>
<th>CAOS % Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACTIVE02</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-12.5</td>
</tr>
<tr>
<td>ACTIVE06</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ACTIVE07</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>-7.5</td>
</tr>
<tr>
<td>ACTIVE10</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>12.5</td>
</tr>
</tbody>
</table>

Table 12: Summary of the active data on all statistical reasoning assessment items

<table>
<thead>
<tr>
<th>Interviewee</th>
<th>Interview Questions Correct (out of 3)</th>
<th>CAOS Improvement %</th>
</tr>
</thead>
<tbody>
<tr>
<td>LECTURE01</td>
<td>1</td>
<td>+7.5</td>
</tr>
<tr>
<td>LECTURE04</td>
<td>1</td>
<td>+2.5</td>
</tr>
<tr>
<td>LECTURE08</td>
<td>1</td>
<td>-10</td>
</tr>
<tr>
<td>LECTURE09</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 13: Summary of the lecture data on all statistical reasoning assessment items
After considering all of the data I collected, there were two important conjectures that I hypothesized from across all my data. First, my data showed that a complete understanding of distribution was very important and intertwined with a complete understanding of standard deviation and variability in general. The five interviewees that got the first interview question correct demonstrated a very complete understanding of the different dimensions of distribution, while the three interviewees who got the first interview question incorrect did not. This same theme emerged from the responses to the assessment questions in the standard deviation research lab.

The second conjecture that emerged was students not recognizing the difference between the probability associated with an individual data point versus the probability associated with the entire sample or the average of the sample. This persisted throughout the responses to both the second and third interview questions and throughout the responses to the assessment questions in the sampling distribution lab. This may indicate that the problem with students being able to recognize when to use standard error in a Central Limit Theorem problem is not an issue with recognizing a sampling distribution and that it narrows with a larger sample size, but an issue with understanding how probabilities change on a sampling distribution. This is supported by the fact that so many students answered the pre-lab questions sampling distribution research lab correctly. Both these conjectures will be discussed in greater detail in chapter 5.

Chapter Summary

The interview responses provided the most interesting data to analyze. Students’ explanations of their statistical reasoning revealed a lack of conceptual understanding
sampling distributions and standard error that was surprising. Except for the first question about standard deviation, where the active class showed a slightly better understanding of the connection between standard deviation and the notion of distribution, there were no differences between the lecture class interview subjects and the active class interview subjects. This seems to correlate with the findings on the CAOS test and the lab responses. Essentially, students in the active class came away with a much richer understanding of the how standard deviation works and the idea of variability in the data than the lecture class. However, students in both classes remain very confused about standard error, how it relates to a sampling distribution, how that is different from a data distribution and when it is appropriate to use each measure. What follows in the next is a discussion of my conclusions, the limitations of the study and suggestions for further research.
CHAPTER 5

CONCLUSIONS, LIMITATIONS AND IMPLICATIONS

Overview of Conclusions

Over the course of this research, I collected a significant amount of information and data. So much so, that at times it was hard to make any sense of it all. However, if I were to sum up what I have concluded from my research in an extremely condensed version, this is what I would say:

1) The predict/test/evaluate lab model, as I interpreted it, worked very well for teaching the concepts of standard deviation and margin of error in a confidence interval.

2) The predict/test/evaluate lab model, as I interpreted it, did NOT work well for teaching the concept and importance of standard error and how it differs from standard deviation.

Given the statements above, the next question is invariably why did this work so well on the standard deviation and the margin of error topics, but not on the standard error topics? The next part of this chapter will be devoted to trying to answer that question.
Limitations of the study

*General Design Concerns*

There were many issues and flaws that have to be discussed about this particular research. The most obvious issue, that is true of so many educational studies that employ a “treatment” and a “control” class, is that my two classes were not exactly the same in structure and format even though I tried to keep them as similar as possible. Each class had its own culture. The lecture class was much quieter, even during activities, while the active class was a friendlier, more talkative group that seemed more willing to ask questions. Having acknowledged these differences, I would argue that the two classrooms were as similar as I could hope to make them. I worked very hard to keep the methods of presentation the same for everything except the topics related to this research. Certainly assignments, homework, and assessments were the same, except for, again, the research labs related to the research.

Both classes were relatively small. Both classes started with approximately thirty students. By the end of the quarter, the lecture class had twenty-seven students and the active class had twenty-six students left. The small sample sizes in each class bring into question the strength of the conclusions of this research, especially since the differences between the two classes on the CAOS test were so small. Ideally, I would like to try these teaching techniques with larger classes or with a larger number of sections. In addition, because two students did not show up for the interviews, I was only able to conduct interviews with four students in each section. Again ideally, I would have liked to interview as many of the students as I could in each section (as many students as were willing). Because the interview protocol was relatively short, this would have simply
given me more data. As I analyzed the interview transcripts, I found myself wanting more data from more students. But unfortunately, it simply came down to logistics. Only about fifteen students volunteered for interviews. Since I had asked a colleague to conduct the interviews for me and he was not an instructor at this institution, time availability was a significant factor in how many interviews could be scheduled. In the end, only ten interviews total were scheduled and only eight of those showed up.

The College Effect

Certainly, a major concern of this research is the transferability of the results to other institutions that offer similar introductory courses. The college where this study took place is a small, unique institution that attracts students mainly from Ohio. Because they are such a small college, they only offer one introductory class in statistics. By contrast, The Ohio State University, where I am graduate student, offers at least four different introductory courses that are specifically targeted to groups of majors (for example one introductory course for business students, another for engineering students, etc). As can be seen in the demographics of the two classes (Figure 5 in chapter 4), it is not uncommon to have sports management, business, nursing, psychology, science and mathematics majors all in the same class. With that variety of majors comes a variety of mathematics backgrounds and skill levels. It is a challenge for a statistics instructor at this college to find a balance in the focus of the class, so that all students are challenged but do not feel as though the mathematics requirements are too far beyond their capabilities. The course also has to have a certain level of mathematical rigor as it is currently a course that counts towards a major or a minor in mathematics.
There are several benchmark institutions in the Midwest and beyond that this college measures itself against. It was instructive to search these schools’ programs to see what kind of introductory statistics courses they offer. The offerings vary quite a bit. Institutions, such as Capital University and Drury University, offer a course similar to this course at this college. Capital University states in its bulletin that its course has applications that emphasize the behavioral, biological, and management sciences. This covers a wide variety of majors in the same way that the course at this institution does. Other benchmark institutions, such as North Central College offers only an upper level introductory statistics course and then offer a quantitative reasoning course that covers several mathematical topics, including topics in introductory statistics and probability.

By looking at the programs at benchmark institutions, it becomes clear that these issues of teaching an introductory statistics course to an audience that has diverse mathematical backgrounds and skills is not limited to this particular college. Therefore it is important to consider these special issues in statistics instruction at a small, liberal arts types of colleges. How does one as the instructor meet the needs of all of its students in one introductory statistics course? I chose to approach topics from different perspectives and with different pedagogical methods. For example, I lectured about the mathematical theory behind a p-value, but I also conducted an activity where students carried out a hypothesis test and saw a p-value in action. I also challenged them, within this activity, to think about what happens to a p-value when certain characteristics of an experiment are changed, thus bringing some of the mathematical theory into this example application. When so many different perspectives of one topic are discussed, time management and assessment becomes a challenge for instructor. What should I expect all students to
know? Is it appropriate for a sports management major to know how to calculate a p-value from the data by hand or is it more important that for this student to focus on the applications and implications of a p-value and leave the calculation part to a computer program or a graphing calculator? I would argue that it is more important for this kind of student to understand p-value conceptually and not have to worry about the calculation part. However, others in this particular Mathematics department and beyond, feel that it is important that students know how to calculate these statistics by hand and understand how these statistical formulas are derived mathematically. In my opinion, this leads students to concentrate on issues related to computation and not statistical reasoning. Students will be more likely to focus on learning the calculations, rather than the reasoning component, because learning to do the calculations is more straightforward and has a “right” answer at the end. Conceptual questions require much more intensive thinking and there may not be a right answer to find in the end.

Instructor Effect

Certainly another major effect to be discussed within the context of this study is the effect of me as the instructor. Being both the researcher and the instructor in this research has its pros and cons. I had an insider’s perspective to my classroom culture that only an instructor who is there for every class can have. I was very familiar with all of these students and had even taught a few in previous classes. However, being the instructor may have colored my perspective as a researcher. I was certainly very much aware of interpreting too much from a student’s response to a lab question during the data
analysis phase; for example, thinking to myself, “oh this is what that student really meant.”

I had originally intended to analyze my data with a rubric based on Chance, delMas, and Garfield (2004) levels of statistical reasoning (see Table 1). However, using this rubric meant I had to make decisions about which category was appropriate for a particular student’s response. I found it nearly impossible to be objective and I found that I simply did not have enough student data to classify students’ thinking neatly into one level or another. Had I actually used this rubric, I felt any conclusions I would have drawn based on these categorizations would have been completely untrustworthy and unscientific.

So instead, I chose to let the data reveal categories and themes. There is still the issue of my instructor biases affecting what I interpreted from the data and what I felt was important. But I think by letting the categories and patterns come directly from the data, the transferability of my conclusions was strengthened. Any other researcher could look at my interview transcripts and I believe, see similar trends. I think if I forced the responses into preset categories, there would a lot of room for argument as to why one response was categorized in a particular way. In the end, it would come down to my opinion and I was not comfortable with that. Ideally, if I were to try to categorize my data using a rubric, I would want an expert outsider’s perspective (such as a fellow statistics education graduate student) in addition to my own, to provide a check to my instructor biases.

I believe it was an excellent choice to have a colleague conduct the student interviews for me. Hopefully, students felt comfortable enough to be honest in their
answers. I think if I had conducted the interviews, I would have been too tempted to lead students to the correct response.

Design of the Sampling Distribution Lab

After looking at how all the data related to how students conceptually understood standard error and seeing how little my students understood, my first consideration was to go back and evaluate how the topic of sampling distributions and the central limit theorem were presented to the active section. This particular research lab that involved the sampling distributions (see Appendix D) was one that I had adapted from an activity that was published in Activity Based Statistics. The original activity in this book starts with students creating a distribution of the age of a population of pennies. Students are asked to sample five pennies on their own and place the age of each of their pennies on a class histogram. This provides the class with the distribution of ages of the population of pennies. Students are then asked to find the average age of their five pennies and again combine their results with others from the class on a community histogram, but this time only plotting the average. They are then asked to do the same thing with samples of size ten and then size twenty-five. I decided it would better for students to construct a sampling distribution entirely on their own (instead of combining class data) from their own original handful of pennies. Therefore, the samples would be coming from their own individual population of pennies and the results would more likely reflect the concepts of the central limit theorem. The drawback to doing this was that it was a bit time consuming. Finding the average age of a sample of five pennies for fifteen samples (they needed enough averages to create a reasonable distribution) took nearly half an hour and I
only had an hour and 20 minutes for the entire lab. However, I felt that it was important that students spend the time constructing a distribution of means as part of the conceptual change framework of the lab. Seeing their own data either confirm or disprove their original conceptions was important.

However, it would have been simply too time consuming to ask students to repeat this process for a sample of thirty pennies at a time, so I made the decision to provide data for students to use. The major drawback was that the mean of sampling distribution data that I provided may not have matched exactly to the mean that students had calculated from each of their own populations. One of the essential components of central limit theorem is that the average of means calculated should be very close to the original population mean, and part of the design of the lab was to have students discover that on their own. I felt this was accomplished by having the students create the sampling distribution for the sample mean for the samples of size five and it was unnecessary to have students repeat this process again for samples of size 30.

It was a conscious choice on my part to switch from their population to my theoretical population for the sampling distribution of size 30, but it may have confused students. I have used different versions of this lab in previous years and have always struggled with how to have each student create a sampling distribution for a large sample size that would directly be drawn from their population of pennies. The obvious answer would be to use simulation software. Minitab, the statistical software package provided in the college computer laboratories, has a feature that allows students to enter data and then select samples of any size from that data. However, there is not a computer lab at this college large enough to hold an entire statistics class. So, at best, students would have to
team up on computers. In my experience, this usually means someone is working the computer, while the other is writing down answers. In terms of conceptual change theory, having each student confront their conceptions with their own data is important. Sharing a computer takes away from this process. A secondary issue is that students would have to take a much larger initial selection of pennies to create their population, so that selecting a sample of size thirty would not essentially entail selecting nearly all of the population. If the sample is a high percentage of the population, then the central limit theorem does not work as well. So there would still be a fairly intensive time commitment to create a large enough population of pennies in Minitab so the statistics would work correctly.

The next possible solution would be to use the technology that students have at hand to perform the simulations: graphing calculators. I have tried this in previous quarters and the results have not worked well. The TI-84 does not have a feature (at least that I am aware of) that allows a student to input population data and then sample from that population. It only allows randomly sampling for a uniform, normal or a binomial population. This is nowhere near the usual population distribution of penny ages (generally skewed). In previous quarters, I have attempted to use the uniform distribution sampling feature of the calculator to approximate sampling from a skewed distribution, but as one might expect, the average of the sampled means were always significantly off from the population mean. This defeats the purpose of the lab in the first place: having students discover the Central Limit Theorem through their data. In addition, I have found using the random data generators in the calculators is not intuitive (it requires a little programming knowledge) and it takes time for students to learn how to use it. So while
the use of technology seems to be the obvious solution, my previous experience has shown that there is still a time investment required no matter what method of instruction is used to teach sampling distributions in this particular educational setting.

Even though I wrapped up this lab with a discussion and visual demonstration using an online java applet (http://www.ruf.rice.edu/~lane/stat_sim/sampling_dist/index.html), it is clear from the CAOS results and the interview results: students were confused. This certainly brings into question the effectiveness of the predict/test/evaluate model, as I interpreted it in this lab. I realized after the quarter was complete, that both the standard deviation research lab and the confidence interval research lab included a checkpoint in the middle of the lab that I think ended up being very important to the success of the conceptual change framework. The sampling distribution research lab did not include a checkpoint. In the standard deviation lab, students had to complete the “pick which standard deviation is larger” section (part b, see Appendix C) and check their answers with me before they could move on to the data analysis section of the lab. If they got them wrong, they had to go back and fix their answers before I would give them the data. In the confidence interval lab, students had to stop and wait to collect the confidence interval data from their classmates before they could continue. I think that checkpoint was essential in forcing students to stop and consider their understanding of the concepts during the lab. So much time was spent on constructing the sampling distributions during the sampling distribution labs and not enough time on the evaluation and feedback. And the idea of a checkpoint, where a student must confront their misconceptions, fits the intended conceptual change framework of the labs better.
The Second Interview Question (Standard Error)

As I stated in the data analysis of the responses to the second interview question (Q2) in chapter 4, I was not expecting that using a question that had population proportion versus a population mean would add another dimension to student responses when I included it. My initial thinking was that I wanted to make the standard error question a little more difficult by talking about proportions rather than means. I had spent a good deal of time in class discussing how standard error varied with sample size when it was applied to a distribution of means and less time discussing how it applied to a sampling distribution of proportions. So I believed this question would require students to transfer what they had learned about the standard error varying with sample size to a less familiar parameter. However, I did not anticipate that discussing coin flips would lead students back to the ideas of independence and probability. I had used the example of coin flips to demonstrate the idea of independence in class several weeks before.

In hindsight, perhaps it would have been better for answering my research questions to have chosen an interview question that related standard error to means. For example,

The distribution of Math SAT scores is Normal with mean 455. Would you expect to find a difference between (a) the probability that in a random sample of 10 people from this population, the sample mean is above 470 or (b) the probability that in a random sample of 40 people from this population, the sample mean is below 440. Why or why not? Explain.

This question would require students to realize both scores are equidistant from the mean, but that a sample of 10 would have a larger standard error. Therefore, the smaller group would more likely to be in the extremes. I would purposely leave off the standard
deviation, since in this case its value does not matter for finding the answer, and that would eliminate any confusion between whether to use the standard deviation and the standard error. I would be able to focus solely on students’ understanding of standard error.

Even though this second interview question did not measure what I hoped it would measure, the responses gave me insight into another potential reason for why teaching and learning sampling distributions is so difficult: that students do not distinguish between the probability of an individual and the probability of a group.

Discussion

Teaching sampling distributions and the associated concepts such as standard error is challenging. Every statistics educator I have come in contact with agrees that is one of, if not the most, difficult topics for students to grasp. Understanding sampling distributions and the idea of standard error requires students to synthesize several different concepts from earlier in the class (variability, data distributions, etc.) and it asks them to predict what should happen with hypothetical samples (Chance, delMas, & Garfield, 2004; Reading & Reid, 2006). One suggestion made by previous researchers was if students better understood the prior concepts of variability and distribution, then students’ learning of sampling distributions would improve (Chance et al., 2004). Therefore, instructors and researchers in statistics education should focus on improving student learning in these areas. As I stated at the end of chapter 4, one of the two major conjectures I took from my data was that understanding the connection between
distributions of data and measures of variability is essential for students in an introductory statistics course.

It is impossible to say, based on my particular results, whether improving student’s understanding of variability as it relates to standard deviation early in the course leads to a better understanding of standard error and sampling distributions later in the quarter. But given the small scale of my particular study and the limitations of this particular course at this particular college, I am not implying that this suggestion is invalid. However, I do believe that there is still much more we as researchers do not understand about how students come to understand (or not understand) the concepts sampling distribution and standard error.

What was clear from my interviews and from the lab results is there is a disconnect between understanding what a sampling distribution is and understanding how and when a sampling distribution is applied, and by extension, when standard error is required in a calculation question. Other researchers have theorized this is a direct result of not understanding distribution, variability, the normal distribution, and the idea of sampling (Chance et al., 2004). However prior knowledge of probability is only usually mentioned in the context of the normal distribution; i.e. “students should also be familiar with the idea of area under a density curve and how the area represents the likelihood of outcomes” (Chance et al., 2004, p. 300). And certainly knowing the probabilities change as standard error changes, which changes as the sample size changes in a sampling distribution requires students to make several conceptual connections. This was essential to understanding the assessment questions I set forth in the research labs and the interviews. But a good deal of the responses indicated not an issue with understanding
that the probabilities change in a sampling distribution, but rather an issue with understanding that probabilities can be applied to an entire group of data points or on a statistic calculated on a group of data points, such as the mean. Students did not want to consider calculating probabilities for a measure from each sample as a whole. What this may indicate is that in addition to the other topics that researchers propose as prior knowledge required to fully understand the concept of sampling distributions, a more complete understanding of joint probabilities and probability assigned to anything other than an individual item is also required.

Conceptual change theory places a heavy emphasis on being aware of what knowledge students possess prior to a particular learning unit. My research results suggest that students possess a much deeper understanding of the concepts behind sampling distributions prior to learning sampling distributions in an introductory statistics course than was previously thought by researchers. Other researchers are noting this as well in their own studies (Garfield, 2007).

Other researchers have also pointed out that students will attempt to use memorized formulas and definitions in place of reasoning through a problem (Chance et al., 2004), perhaps because they are not confident in their own reasoning abilities. Students think they must use formulas and definitions presented in textbooks and in class to answer a question correctly. If we as educators could find a way to capture and retain this prior intuitive knowledge about the behavior of sampling distributions, perhaps students would more easily understand the concepts of sampling distribution and standard error. If this hypothesis were true, that would imply that a course that focused less on formulas and definitions and more on application and reasoning, would be successful in
promoting student’s conceptual understanding throughout the entire introductory statistics course. This aligns with the recommendations of the GAISE report, put forth by the American Statistical Association (2005): “stress conceptual understanding rather than mere knowledge of procedures” (p. 10).

Implications for classroom practice

This research has implications for classroom instructors. The first implication is that instructors need to find ways to make students communicate their reasoning throughout the course. Statistical reasoning is very difficult to assess and is often masked in traditional assessments. There needs to be ongoing, authentic assessment of students’ statistical reasoning skills. The students that participated in the interviews for this research were mostly doing very well in the course on the traditional tests and quizzes. It was then very surprising to hear their struggles with the statistical reasoning questions during the interviews. It is essential for instructors, who are trying to teach statistical reasoning skills, to receive constant feedback from students, so that instructors can try to make the necessary adjustments in the course.

Writing an assessment item, that authentically measures statistical reasoning are difficult to create. Fortunately there are now several resources for instructors for statistical reasoning assessments. The online database, ARTIST (Assessment Resource Tools for Improving Statistical Thinking), provides many good statistical assessment questions in their assessment builder and provides links to other published assessment tools. Joan Garfield and Ido Gal published a book, *The Assessment Challenge in Statistics Education*, which highlights both recent research on assessment and models for assessing
student learning. The Consortium for the Advancement of Undergraduate Statistics Education (CAUSE) also provides a wealth of information about assessment on their website. Some of the suggestions that have already been made in other research have included a more extensive use of statistic projects and a greater amount of writing in statistics courses (Mackisack, 1994; Sharpe, 2007).

While the conceptual change, active learning lab for sampling distributions was not as successful in the classroom, the standard deviation lab was. I believe the key to the success of the standard deviation lab over the sampling distribution lab was the idea of the “checkpoint” within the lab. During the sampling distribution lab, students more or less worked straight through the activities. And while the sampling distribution lab did encourage them to revisit their earlier predictions, this still may not have been enough to create a cognitive conflict in the student’s mind and thus sparking any lasting conceptual change. Feedback from the teacher did not occur until after submission of the lab. On the other hand, the worksheet that was built into standard deviation lab forced students to check their answers with the teacher during the lab before they could move on the next part. This immediate feedback was crucial, I believe, to sparking the process of conceptual change and to creating a deeper understanding of the concepts of standard deviation. Teachers need to keep this notion of a “checkpoint” or immediate feedback in mind as they design their own activities to use in the introductory statistics classroom.

Suggestions for further research

Based on what I discovered in this study, I think there are several new areas of research that could be pursued. Research needs to be conducted to study how
strengthening students’ understanding of probability affects students’ understanding of sampling distributions. There is research on students’ understanding of probability (Reading & Shaughnessy, 2004) and research on students’ understanding sampling distributions (Chance, delMas & Garfield, 2004), but little that focuses on the connection between the two. There also needs to be more research into other prior knowledge that might need to be strengthened.

Given that there are so many different topics that are prerequisite knowledge for understanding sampling distributions and that conceptual change theory appears to have been successful with the topic of standard deviation in this study, a more comprehensive study that employs these types of active learning research labs would provide much more data on their effectiveness. Three labs interspersed in a 10-week course are not enough of a change to draw any meaningful conclusions about active learning techniques.

There also appears to be very little data on the unique challenges that a liberal arts statistics instructor faces. Although it wasn’t a focus of my study, my review of the literature found little information on how these courses might differ from introductory courses at larger institutions that have a specific target audience.

What I learned through the dissertation process

When I started this process, I have to admit I was not entirely convinced of the value of conducting research for my improving my skills as a statistics instructor. I was simply conducting research in order to complete the requirements for my doctorate. However, this dissertation experience has completely changed my beliefs on teaching, the value of research on teaching, and where I want to go with my career.
I have been teaching in some capacity for almost ten years and I always believed I was doing a good job. I got excellent student evaluations and great job reviews. Students really seemed to appreciate all of the effort I put into making the course interesting and fun, and I thought they were learning what I was trying to teach. This research, however, showed me just how much I don’t know about how students learn and the teaching process. It was very hard not to feel like a terrible teacher the first time I listened to the student interviews. It shocked me, but it also motivated me. This one research project provided me with many more questions than answers. And I want to pursue answers to these questions. If there is one thing I will take from this experience, it is the belief that conducting research on teaching and being an effective teacher are inextricably linked. This will not be my one and only research experience, but rather hopefully the first in a long career in statistics education.

Summary

It is my hope that this research will both encourage statistics instructors to continue trying new teaching techniques and but also caution them against trusting any one teaching method as the method that will work. My research had mixed results. The gains the active learning students made in conceptually understanding standard deviation is quite encouraging. However, gains were not as much as I would have hoped in the area of standard error and sampling distributions. However, it has motivated me to continue researching how students learn to reason statistically, how to promote statistical reasoning in my role as the instructor, and to research how reconcile these ideas with the needs and skills of a diverse liberal arts audience.
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APPENDIX A

ORIGINAL INFORMED CONSENT
Original Informed Consent Form
Student’s Conceptual Understanding of Variability

The Department of Mathematical and Computer Sciences at Otterbein College supports the practice of protection for human subjects participating in research. The following information is provided for you to decide whether you wish to participate in the present study. You should be aware that even if you agree to participate, you are free to withdraw at any time without penalty.

I am interested in researching how student’s conceptual understanding of variability in an introductory statistics course develops. You will be completing three lab activities and an online (secure) statistics assessment as part of the course requirements for this class. By participating in the present study, you are allowing me to further analyze your work (beyond normal grading) for the purposes of my research.

I am also asking volunteers to participate in one twenty-minute interview outside of class time. You may choose to be in the study without signing up for an interview. The interview will involve a few questions about mathematical background and a few statistical analysis questions. You would not need to prepare anything for this interview.

Your participation in any part of the study is solicited but strictly voluntary. I assure you that your name will not be associated in any way with the research findings. Only a code number will identify this information. If you choose to not be in the study, that will in no way have any bearing on your grade in this class and no one in the class will know who choose to participate in the study and who did not.

If you would like additional information concerning this study before or after it is complete, please feel free to contact me by phone or mail.

Sincerely,

Leigh Slauson, Co-Investigator
Otterbein Library
(614) 823-1624
lslauson@otterbein.edu

_________________________ I am willing to participate in the study and I would be interested in being interviewed.

_________________________ I am willing to participate in the study but I do not wish to be interviewed.

_________________________ I do not wish to be a part of this study.

Patti Brosnan, Principal Investigator
APPENDIX B

SUPPLEMENTAL INFORMED CONSENT
Supplemental Informed Consent Form
Student’s Conceptual Understanding of Variability

The Department of Mathematical and Computer Sciences at Otterbein College supports the practice of protection for human subjects participating in research. The following information is provided for you to decide whether you wish to grant me access to demographic data records for the purpose of calculating class statistics. Please be assured that your individual information will be kept in the strictest confidence. You should be aware that even if you agree to participate, you are free to withdraw at any time without penalty.

I am asking your permission to access demographic and grade point average data from the Otterbein computer database for the purposes of my research. I am only requesting this information so that I may aggregate it and present a picture of this class overall (e.g. our class’ overall grade point average, distribution of major, etc). Your individual information will never used or identified in my research or subsequent publications in any way.

Your participation in this part of the study is solicited but strictly voluntary. I assure you that your name will not be associated in any way with the research findings. Only a code number will identify this information. If you choose to not grant this request for access to your records, that will in no way have any bearing on your grade in this class. No one else in the class will know who chooses to grant access and who did not.

In addition, I am soliciting participants to take the online CAOS test three months after the end of Winter quarter. This is strictly voluntary. I will email the link and the access code and you would have a week to complete the test. If you would be willing to do this, please check the box below.

If you would like additional information concerning this study before or after it is complete, please feel free to contact me by phone or mail.

Sincerely,

Leigh Slauson, Co-Investigator
Otterbein Library
(614) 823-1624
lslauson@otterbein.edu

Patti Brosnan, Principal Investigator

Please sign on the appropriate line below. (Your signature indicates that you, as the signee, are at least 18 years old.)

_____________________________________________________________________

For the purposes of statistical summaries in the research described previously, I grant the researcher permission to access my Otterbein records.

_____________________________________________________________________

I do not grant the researcher access to my Otterbein record.

☐ Please check the box if you would be willing to be contacted beyond the end of the quarter to take the online assessment (CAOS) test again.
APPENDIX C

STANDARD DEVAITION LAB
**Standard Deviation Lab (Part 1)**

**Goal:** You will discover how the measure of standard deviation relates to a dataset and what it looks like in histogram form.

**Part 1: Initial Conjectures (Do this part at home)**
For each of the following pairs of datasets, pick the dataset you believe will have the larger standard deviation. Explain your choice in a sentence or two.

<table>
<thead>
<tr>
<th>Dataset A</th>
<th>Dataset B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amount of change (coins only) students currently have with them (our class only)</td>
<td>Amount of money students spent on their last haircut (our class only)</td>
</tr>
<tr>
<td>Explain</td>
<td></td>
</tr>
<tr>
<td>Number of CD's students own (our class only)</td>
<td>Number of pairs of shoes students own (our class only)</td>
</tr>
<tr>
<td>Explain</td>
<td></td>
</tr>
<tr>
<td>Student's height in inches (our class only)</td>
<td>Student's shoe size (our class only)</td>
</tr>
<tr>
<td>Explain</td>
<td></td>
</tr>
</tbody>
</table>
Part 2: Connecting Standard Deviation to a Histogram.

For the following pairs of histograms, choose which one you think will have the larger standard deviation. Check with me that you have the right answers before you move on to Part 3.

1. \( A \mu = 2.57 \)  
   \( B \mu = 3.33 \)  
   A has a larger standard deviation than B  
   B has a larger standard deviation than A  
   Both graphs have the same standard deviation

2. \( A \mu = .33 \)  
   \( B \mu = 4.33 \)  
   A has a larger standard deviation than B  
   B has a larger standard deviation than A  
   Both graphs have the same standard deviation

3. \( A \mu = 2.50 \)  
   \( B \mu = 2.56 \)  
   A has a larger standard deviation than B  
   B has a larger standard deviation than A  
   Both graphs have the same standard deviation
4. \( A \mu = 2.50 \) \( B \mu = 2.50 \)

- A has a larger standard deviation than B
- B has a larger standard deviation than A
- Both graphs have the same standard deviation

5. \( A \mu = 2.00 \) \( B \mu = 2.00 \)

- A has a larger standard deviation than B
- B has a larger standard deviation than A
- Both graphs have the same standard deviation

6. \( A \mu = 1.93 \) \( B \mu = 2.00 \)

- A has a larger standard deviation than B
- B has a larger standard deviation than A
- Both graphs have the same standard deviation
7. A has a larger standard deviation than B
B has a larger standard deviation than A
Both graphs have the same standard deviation

8. A has a larger standard deviation than B
B has a larger standard deviation than A
Both graphs have the same standard deviation

9. A has a larger standard deviation than B
B has a larger standard deviation than A
Both graphs have the same standard deviation
Part 3: Using Your Own Collected Data

Using the attached data that we collected in class (these match to the variables in part one), construct a histogram and calculate the both the mean and the standard deviation using your graphing calculators. Be sure to provide a scale of each of your histograms.

1) Pocket Change

Histogram:

Mean_______ SD_______

2) Haircut

Histogram:

Mean_______ SD_______
3) CD's

Histogram:

Mean_____________
SD_____________

4) Shoes

Histogram:

Mean_____________
SD_____________

5) Student's heights

Histogram:

Mean_____________
SD_____________

6) Shoe size

Histogram:

Mean_____________
SD_____________
Part 4: Analysis

1) Compare your histograms in Part 3 to your conjectures in Part 1. Are the results different than what you predicted or are they what you expected? Explain.

2) Name at least one characteristic of a data set or a distribution that has an effect on the size of the standard deviation. Give an example using your data above.

3) Consider the following samples of quiz scores and answer the questions without doing any calculations.

| Sample 1: 10, 11, 12, 13, 14, 15 |
| Sample 2: 10, 10, 15, 15, 15 |
| Sample 3: 10, 12.5, 12.5, 12.5, 12.5, 15 |

a. Which sample has greatest standard deviation? Why?

b. Which sample has the smallest standard deviation? Why?
APPENDIX D

SAMPLING DISTRIBUTIONS LAB
Preliminary Questions for Lab 5
(answer before coming to class)

1) We will be looking at the distribution of the ages of pennies in the population. What do you think the shape of this distribution will look like? Why?

2) Does it matter where we sample our pennies from (jar at home, the bank, etc)? Will we get different distributions? Why?

3) Suppose the average age of a penny in the general population is 12 years old. When you take a random sample of 5 pennies, do you think the average age will also be 12 in your sample? What if we took a sample of 50 pennies? Explain your answers.

4) If everyone in the class reaches into the same jar of pennies and finds the average age of their handful (about 25 pennies), do you expect that everyone will come in with the same average or different averages? If not, how much variability do you expect between everyone’s averages? (A lot, some, or almost no variability?)

5) Would changing how many pennies everyone drew from 25 to 100 change how much variability there is between everyone’s averages? Explain.
Objective: In this activity you will discover the central limit theorem by observing the shape, mean, and the standard deviation of the sampling distribution of the mean for samples taken from a distribution that is decidedly not normal.

Materials:
Population of Pennies
Graphing Calculator

Procedure:
1) You should have a list of the dates on a random sample of 25 pennies. Next to each date, write the age of the penny by subtracting the date from 2006. Use your calculator to graph a histogram of the ages of your pennies. This gives you at least an idea of what the population distribution of pennies looks like. Sketch a picture of the histogram on the next page. Please label the bars using the TRACE feature of your calculator. What appears to be the shape of your histogram?

<table>
<thead>
<tr>
<th>Year</th>
<th>Age</th>
</tr>
</thead>
</table>
2) Use the 1-Var Stats feature on your calculator to find the mean and standard deviation of your distribution. This is your estimate for the population mean and standard deviation.

Mean  _______________
Standard Deviation    ___________

3) From your collection of pennies, sample 5 pennies at a time. Write down the age of each below and then calculate the average for the sample of 5 pennies. Repeat these steps in order to obtain 15 random samples of 5 pennies (without replacement) and compute the mean age of each of your samples. This is your sampling distribution of sample means

<table>
<thead>
<tr>
<th>Sample</th>
<th>Age Penny 1</th>
<th>Age Penny 2</th>
<th>Age Penny 3</th>
<th>Age Penny 4</th>
<th>Age Penny 5</th>
<th>Average Age</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4) Look at the last column of averages you just generated. Do you think the average of those numbers will be larger than, smaller than, or the same size as mean age of all pennies you calculated in step 2? Do you think the standard deviation will change? (see your answers to #2) Why?

5) Graph and sketch below a histogram of the average ages (last column of data only). Calculate the mean and standard deviation of those means. What is the shape of your data?

Sketch and Shape:                  

Mean: ____________________________
Standard Deviation: ______________

6) I repeated this experiment for you but instead of sampling 5 pennies at a time, I sampled 30. (Trust me this would have taken you a while 😊). Below are the average ages of those samples of 30 pennies each.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample 1</td>
<td>15.30</td>
</tr>
<tr>
<td>Sample 2</td>
<td>15.40</td>
</tr>
<tr>
<td>Sample 3</td>
<td>16.67</td>
</tr>
<tr>
<td>Sample 4</td>
<td>18.83</td>
</tr>
<tr>
<td>Sample 5</td>
<td>19.90</td>
</tr>
<tr>
<td>Sample 6</td>
<td>18.87</td>
</tr>
<tr>
<td>Sample 7</td>
<td>16.73</td>
</tr>
<tr>
<td>Sample 8</td>
<td>15.97</td>
</tr>
<tr>
<td>Sample 9</td>
<td>15.73</td>
</tr>
<tr>
<td>Sample 10</td>
<td>20.70</td>
</tr>
<tr>
<td>Sample 11</td>
<td>16.83</td>
</tr>
<tr>
<td>Sample 12</td>
<td>16.80</td>
</tr>
<tr>
<td>Sample 13</td>
<td>16.77</td>
</tr>
<tr>
<td>Sample 14</td>
<td>15.00</td>
</tr>
<tr>
<td>Sample 15</td>
<td>17.27</td>
</tr>
<tr>
<td>Sample 16</td>
<td>17.33</td>
</tr>
</tbody>
</table>
Using the data above, graph and sketch a histogram of the average ages (second column of data only). Calculate the mean and standard deviation of these means. What is the shape of your data?

Sketch and Shape: 

<table>
<thead>
<tr>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
</table>

7) Compare the two distributions of means you have just created (n = 5 and n = 30). Look at the shape, the mean and the standard deviation. What is changing and what is staying approximately the same?

Extensions

1) The distribution of Math SAT scores is Normal with mean 455 and standard deviation 102. Would you expect to find a difference between (a) the probability that a single person scores above 470 and (b) the probability that in a random sample of 35 people, the sample mean () is above 470. Why or why not? Explain.

2) Alice, Ben, Connie and Dwayne have each taken a random sample of students from their school to estimate the variability in amount spent on movie tickets this summer. Alice asked 10 people, Ben 30, Connie 50, and Dwayne 70. Whose sample standard deviation probably differs most from true population standard deviation?
3) The upper left graph is the distribution for a population of test scores. Each of the other five graphs, labeled A to E represent possible sampling distributions of sample means for 500 random samples drawn from the population.

Which graph represents a sampling distribution of sample means where only 1 test score was selected at a time? Justify your choice.
APPENDIX E

CONFIDENCE INTERVAL LAB – ACTIVE CLASS
Preliminary Questions:

1) If the M&M’s company distributes the colors equally in its packages, what percentage of the M&M’s should be green? (HINT: There are six basic colors)

2) If each person in our class randomly samples a package of M&M’s, will each person have the same percentage of green M&M’s? How close to the percentage you found in number 1, do you think everyone should be if there is indeed an even number of all the colors (You can just guess here….you don’t need to calculate anything)?

3) Suppose one person has 10% green M&M’s in their sample. Is this enough evidence for you to argue that M&M’s is giving its customers “less” green M&M’s. Explain.

4) Suppose the following are the results from 10 people with 10 different samples (assume everyone has approximately 70 M&M’s each). Based on these results, would you argue that M&M’s is giving its customers “less” green M&M’s. Why or why not?

<table>
<thead>
<tr>
<th>Sample Percentage(\hat{p})</th>
<th>95% margin of error</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.5%</td>
<td>+/- 8.1%</td>
</tr>
<tr>
<td>11.5%</td>
<td>+/- 8.8%</td>
</tr>
<tr>
<td>12%</td>
<td>+/- 9%</td>
</tr>
<tr>
<td>8.9%</td>
<td>+/- 7.8%</td>
</tr>
<tr>
<td>8.9%</td>
<td>+/- 7.8%</td>
</tr>
<tr>
<td>9.6%</td>
<td>+/- 6.9%</td>
</tr>
<tr>
<td>10.6%</td>
<td>+/- 7.2%</td>
</tr>
<tr>
<td>14.7%</td>
<td>+/- 8.2%</td>
</tr>
<tr>
<td>9.9%</td>
<td>+/- 6.9%</td>
</tr>
<tr>
<td>10.4%</td>
<td>+/- 7.2%</td>
</tr>
</tbody>
</table>
Lab 7 - Confidence Intervals for the Population Proportion
Due Monday February 26, 2007

Materials: M&M’s (Do NOT eat your data until you complete this lab!!)

Goal: To construct a confidence interval for the population proportion and to understand how to interpret it.

Steps:

1) Open your packages of M&M’s and count how many total M&M’s you have. This is your n. 
   \( n = \) ________

2) We will decide as a class which color we will estimate the proportion of. Once this is decided count the number of that particular color in your sample. This is x.
   \( x = \) ________

3) Calculate the sample proportion (\( \hat{p} \)) of that color.

4) Calculate the standard error of your sample.

5) Construct a 95% confidence interval for the population proportion. (See your notes for the formula.)
6) Collect the other groups' confidence intervals and fill them into the left column of the table below.

<table>
<thead>
<tr>
<th>95% Confidence Intervals</th>
<th>Contain p?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

7) Check off how many intervals actually contain that value 16.7% in the table above. What percentage of those intervals contained that value?

Discussion Questions
8) If the percentage of intervals that contain that value is not close to 95%, then there is evidence that something is amiss. In other words, there may be evidence that you are not getting 16.7% green M&M's. Comment on what the results from the entire class seem to be saying. Do you think there is evidence that the colors are not equally represented? Are you getting more green or less of it? How do you know?
9) Do you believe that this a random sample of M&M's? Explain why or why not? (The M&M's were bought at the Walmart in Hilliard on Thursday night). If it is not a good random sample, explain how you might draw a better random sample of M&M's.

10) Constructing confidence intervals in this way requires that we assume that the sampling distribution of \( \hat{p} \) be approximately normal. Using your \( n \) and the value of \( p \) from number 7, check to see if this is a valid assumption. (Hint: there are two checks you have to do).

11) Look at you answer to number 4 on the preliminary question sheet. Based on what you learned during this lab, would you change your answer from what you said originally? Explain.

Extensions:

12) It is thought that 65% of adult Americans drink alcohol. In a random sample of 50 college students, 39 say they drink alcohol of one kind or another. The dean of students wants to study whether a higher percentage of college students drink alcohol than in the adult population at large and calculates a 95% confidence interval to be (.640, .885). Suppose we plan to take another random sample from this same college.

A) How do you think the width of the new confidence interval will differ from the first if they take a random sample of 50 students instead of 25 (narrower, wider, or the same)?

B) How do you think the width of the new confidence interval will differ from the first if they use a 90% confidence level instead of 95% (narrower, wider, or the same)?
13) The USA Today AD Track (3/1/00) examined the effectiveness of the new ads involving the Pets.com Sock Puppet (which is now extinct). In particular, they conducted a nationwide poll of 428 adults who had seen the Pets.com ads and asked for their opinions. They found that 36% of the respondents said they liked the ads. If you wanted to cut the margin of error in half the next time you took a poll like this, what sample size would you need? (Hint: First, calculate the 95% margin of error of the current poll)

For more information on the history of M&M's and other fun facts, go to www.mms.com.
APPENDIX F

CONFIDENCE INTERVAL LAB – LECTURE CLASS
Lab 6 - Confidence Interval for the Population Proportion

Materials: M&M’s (Do NOT eat your data until you complete this lab!!)

Goal: To construct a confidence interval for the population proportion and to understand how to interpret it.

Steps:

1) Open your packages of M&M’s and count how many total M&M’s you have. This is your \( n \).
   \[ n = \quad \] 

2) We will decide as a class which color we will estimate the proportion of. Once this is decided count the number of that particular color in your sample. This is \( x \).
   \[ x = \quad \] 

3) Calculate the sample proportion (\( \hat{p} \)) of that color.

4) Calculate the standard error of your sample.

5) Construct a 95% confidence interval for the population proportion.
   (See your notes for the formula.)
6) Collect the other groups’ confidence intervals and fill them into the left column of the table below.

<table>
<thead>
<tr>
<th>95% Confidence Intervals</th>
<th>Contain p?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

7) If you were getting equal numbers of each color of M&M’s, what percentage of the color we counted should you be getting? (This would be our claimed population proportion, p).

8) Check off how many intervals actually contain that value in the table above. What percentage of those intervals contained that value?
Discussion Questions

9) If the percentage of intervals that contain that value is not close to 95%, then there is evidence that something is amiss. In other words, there may be evidence that you are not getting equal numbers of each color of M&M’s. Comment on what the results from the entire class seem to be saying. Do you think there is evidence that the colors are not equally represented? Are you getting more of this particular color or less of it? How do you know?

10) Do you believe that this is a good random sample? Explain why or why not? (The M&M’s were bought at the Walmart in Hilliard on Monday night). If it is not a good random sample, explain how you might draw a better random sample.

11) Constructing confidence intervals in this way requires that we assume that the sampling distribution of \( \hat{p} \) be approximately normal. Using your \( n \) and the value of \( p \) from number 7, check to see if this is a valid assumption. (Hint: there are two checks you have to do).
12) Besides taking a better random sample, what might be the best way to make our calculations more accurate and produce a narrower confidence interval?

For more information on the history of M&M’s and other fun facts, go to www.mms.com.
APPENDIX G

INTERVIEW PROTOCOL
Interview Questions

Math Background

1) Why are you taking introductory statistics? Is it required for your major?
2) How many math classes have you taken at Otterbein before enrolling in Math 230?
3) Have you had any exposure to statistics before taking this class? Did your high school offer a statistics class?
4) Generally do you enjoy taking math classes?
5) What were your feelings about taking statistics before you started this quarter?

Statistics Assessment— I am going to ask you a few statistical reasoning questions. The point of the interview is for me to try understand your thought processes as you work through a statistical analysis question. Please try to explain as much of your reasoning out loud as you can. Don’t worry about whether you are right or wrong. You are welcome to use whatever tools you need to work these out (paper, calculator, etc), but do you best to verbalize as much of your reasoning out loud. I may ask you follow up questions as you answer the question.

1) Suppose two distributions have exactly the same mean and standard deviation. Then the two distributions have to look exactly alike. Explain whether this is true or false.

2) Shelly is going to flip a coin 50 times and record the percentage of heads she gets. Her friend Diane is going to flip a coin 10 times and record the percentage of heads she gets. Which person is more likely to get 20% or fewer heads?

3) The distribution of Verbal ACT scores is normal with mean 21 and standard deviation 5. Which would be more likely:
   A) a single person scores less than a 16
   B) the average score of 25 students is greater than a 22
   Explain your choice.