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Abstract

The recently discovered resonance $X(3872)$ is interpreted as a loosely-bound S-wave charm meson molecule whose constituents are a superposition of the charm mesons $D^0\bar{D}^{*0}$ and $D^{*0}\bar{D}^0$. The unnaturally small binding energy of the molecule implies that it has some universal properties that depend only on its binding energy and its width. The existence of such a small energy scale motivates the separation of scales that leads to factorization formulas for production rates and decay rates of the $X(3872)$. Factorization formulas are applied to predict that the line shape of the $X(3872)$ differs significantly from that of a Breit-Wigner resonance and that there should be a peak in the invariant mass distribution for $B \to D^0\bar{D}^{*0}K$ near the $D^0\bar{D}^{*0}$ threshold. An analysis of data by the Babar collaboration on $B \to D^{(*)}\bar{D}^{(*)}K$ is used to predict that the decay $B^0 \to XK^0$ should be suppressed compared to $B^+ \to XK^+$. The differential decay rates of the $X(3872)$ into $J/\psi$ and light hadrons are also calculated up to multiplicative constants. If the $X(3872)$ is indeed an S-wave charm meson molecule, it will provide a beautiful example of the predictive power of universality.
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CHAPTER 1

INTRODUCTION

We begin with a brief non-technical introduction to quarks, hadrons, and hadronic molecules. We then describe the discovery of the $X(3872)$ particle in 2003 and summarize what is now known about its properties. Finally we discuss various interpretations of the $X(3872)$ that have been proposed, including the possibility that it is a charm meson molecule.

1.1 From quarks to hadrons

The modern scientific search for the fundamental constituents of matters began with the chemistry and physics of the 19th century which showed that matter is made up of atoms. Some of the important steps were Dalton’s theory of the atom in 1803 and Mendeleev’s invention of the periodic table of elements in 1869. The discovery of the nucleus of the atom by Rutherford in 1911 led eventually to the realization that the atom is made up of a nucleus and electrons. The discovery of the neutron by Chadwick in 1932 led eventually to the understanding that nuclei are made up of protons and neutrons. The next real progress came in the 1960’s with the invention of the quark model, in which protons and neutrons are made up of quarks.
In our current understanding, the elementary particles that are the constituents of matter are classified into quarks and leptons. Each type of quark or lepton has an antiparticle. Six types of quarks are currently known. From the lightest to heaviest, the quarks are named up ($u$), down ($d$), strange ($s$), charm ($c$), bottom ($b$), and top ($t$). The types of quarks are also called *quark flavors*. The antiquarks are labelled $\bar{u}$, $\bar{d}$, $\bar{s}$, $\bar{c}$, $\bar{b}$, and $\bar{t}$. The up quark is often called $u$ quark and its antiparticle is called a $u$ antiquark or a $\bar{u}$ quark and so on. Generic quarks and antiquarks with unspecified flavors are often denoted by $q$ and $\bar{q}$. The 6 quarks are divided into 3 families. Each family is a doublet consisting of an up-type quark ($u$, $c$, or $t$) and a down-type quark ($d$, $s$, or $b$). We denote the three families as $(u,d)$, $(c,s)$, and $(t,b)$. There are also 6 kinds of leptons: electron ($e$), muon ($\mu$), tau ($\tau$), and three neutrinos ($\nu_e$, $\nu_\mu$, and $\nu_\tau$). The electric charges of quarks and leptons are usually expressed in units of the proton charge. The electron, muon, and tau have charge $-1$. The neutrinos have charge 0. Up-type quarks have charge $+2/3$ and down-type quarks have charge $-1/3$. Their antiparticles have the opposite electric charge. Elementary particles can have intrinsic angular momentum. Quantum mechanics restricts the intrinsic angular momentum to discrete possibilities labelled by a quantum number $J$ called the spin, whose possible values are 0, $1/2$, 1, $3/2$, $\cdots$. The quarks and leptons all have spin 1/2.

Four fundamental forces are known in nature: the gravitational force, the electromagnetic force, the weak force, and the strong force. All the quarks and leptons feel the gravitational force, although its effects on individual elementary particles are negligible. The quarks and the charged leptons interact via the electromagnetic force. The electromagnetic force is mediated by a massless spin-1 particle called the photon.
The coupling of the photon is proportional to the electric charge of the quark or lepton. Quarks and leptons interact via the weak force, which is mediated by three massive spin-1 particles called $W^+$, $W^-$, and $Z^0$. The weak interaction is the only one that can change the quark flavors. Only quarks and antiquarks feel the strong force. A quark carries any one of 3 color charges, which are sometimes called red, blue, and green, while an antiquark carries any one of 3 complimentary color charges. The strong force is mediated by massless spin-1 particles called gluons ($g$), which couple to the color charge of the quarks. The gluon carries any one of 8 color charges. The strong interaction is generally much more complicated than the electromagnetic interaction, since the color charges of the gluons allow them to interact with each other even in the absence of quarks. The modern language in physics for describing the interactions of elementary particles is quantum field theory, which incorporates both quantum mechanics and special relativity. The theory that describes the strong interactions among quarks and gluons is called Quantum Chromodynamics (QCD). The theory that describes the strong, weak, and electromagnetic interactions among quarks and leptons is called the Standard Model of particle physics.

Isolated quarks and gluons have never been directly observed in experiments, even at the highest energy accelerators. This fact is explained by QCD, which predicts that an isolated quark or gluon has infinite energy. Combinations of quarks, antiquarks, and gluons can have finite energy only if their overall color charge is neutral. A neutral color charge is often referred to as color-singlet. Particles that feel the strong force are called hadrons. Thus QCD predicts that hadrons are color-singlet combinations of quarks, antiquarks, and gluons. The known hadrons are classified into baryons, antibaryons, and mesons. Baryons are made up of three quarks. For example, the
quark contents of the proton ($p$) and neutron ($n$) are $uud$ and $udd$, respectively. Antibaryons are made up of three antiquarks. For example, the quark contents of the antiproton ($\bar{p}$) and antineutron ($\bar{n}$) are $\bar{u}\bar{u}\bar{d}$ and $\bar{u}\bar{d}\bar{d}$, respectively. Mesons are made up of a quark and an antiquark. For example, the quark contents of the pions $\pi^+$, $\pi^-$, and $\pi^0$ are $ud\bar{d}$, $\bar{u}d$, and $(u\bar{u} + d\bar{d})/\sqrt{2}$. The quark content of $\pi^0$ implies that it spends half the time as $u\bar{u}$ and the other half as $d\bar{d}$. Mesons containing an $s$ or $\bar{s}$ and a lighter quark are called strange mesons or $K$ mesons. Mesons containing a $c$ or $\bar{c}$ and a lighter quark are called charm mesons or $D$ mesons. Mesons containing a $b$ or $\bar{b}$ and a lighter quark are called bottom mesons or $B$ mesons. Almost all the known hadrons have been identified definitively as baryons, antibaryons, or $q\bar{q}$ mesons.

Baryons, antibaryons, and $q\bar{q}$ mesons are not the only kinds of hadrons allowed by QCD. Any color-singlet combination of quarks, antiquarks, and gluons can have finite energy and therefore could conceivably form a hadron. The simplest color-singlet combinations other than $q\bar{q}$ mesons would be glueballs with constituents $gg$ and $ggg$, hybrid mesons with constituents $q\bar{q}g$, and $qq\bar{q}\bar{q}$ mesons. Whether such a configuration can actually form a single particle that we would identify as a hadron or whether it would immediately decay into several separate hadrons is a detailed question that is in principle answered by QCD. However, we are unable to answer such questions in practice, because QCD is such a complicated theory and because methods for calculating its consequences are still at a relatively primitive stage of development. The most powerful method that is currently available is lattice gauge theory, which involves numerical simulations of QCD on a discrete space-time lattice. This method was invented by Ken Wilson in 1974 [1], but only in recent years have computer technology and theoretical methods advanced to the point where lattice
gauge theory can be used to calculate selected quantities in QCD with few percent accuracy [2]. Lattice gauge theory may eventually be able to address the question of whether there are any hadrons other than baryons, antibaryons, and $q\bar{q}$ mesons.

Another class of hadrons is hadronic molecules whose constituents are mesons and baryons. Ordinary molecules consist of electrically neutral atoms bound together by the electric force between the electrically charged constituents of the atoms. Hadronic molecules consist of color-singlet hadrons bound together by the QCD force between their colored constituents. Baryonic molecules definitely exist. The simplest baryonic molecule is the deuteron, which consists of a proton and a neutron. The heavier nuclei, which are bound states of more protons and neutrons, can also be interpreted as baryonic molecules. Mesonic molecules have been searched for for a long time [3, 4]. There are a few mesons that have not been identified definitively as $q\bar{q}$ mesons. Some researchers have proposed that some of these mesons can be interpreted as $K\bar{K}$ molecules, whose constituents are two strange mesons. However, this interpretation is not universally accepted. To date, no mesonic molecules have been unambiguously identified in experiments.

The existence of charm meson molecules, whose constituents are two charm mesons, was predicted not long after the discovery of the charm quark in 1974. In this thesis, we explore the possibility that a recently discovered particle called the $X(3872)$ is actually a charm meson molecule. Among the lowest mass charm mesons are the $D^0$ and $D^{*0}$ mesons, which have quark content $c\bar{u}$, and the $\bar{D}^0$ and $\bar{D}^{*0}$ mesons, which have quark content $\bar{c}u$. The superscripts 0 imply that these mesons have 0 electric charge. The $D^0$ and $\bar{D}^0$ have spin 0 and the $D^{*0}$ and $\bar{D}^{*0}$ have spin 1. The overline on each letter implies that the particle is the antiparticle of the one without the overline.
We will present the case that the $X(3872)$ is a hadronic molecule with hadron content $(D^0 \bar{D}^{*0} + D^{*0} \bar{D}^0)/\sqrt{2}$. This implies that the $X(3872)$ spends half its time as a $D^0 \bar{D}^{*0}$ molecule and half its time as a $D^{*0} \bar{D}^0$ molecule. If this interpretation of the $X(3872)$ proves to be correct, it is a hadron whose fundamental constituents are $cu\bar{c}u$. It will be the first $qq\bar{q}q$ meson to have been unambiguously identified.

In addition to charm mesons, we are going to deal with many other types of mesons in this thesis. For the convenience of the reader, their quark contents and their approximate masses in MeV are listed in Table 1.1. For each meson, we give its spin quantum number $J$ and its parity quantum number $P$, which can be $+$ or $-$. For those mesons that are their own antiparticles, we also give the charge conjugation quantum number $C$, which can be $+$ or $-$. These quantum numbers are conventionally expressed using the notation $J^{PC}$.

Throughout this thesis, we use the natural units that are commonly employed in particle physics. In these units, $\hbar = c = 1$, where $\hbar$ is Plank’s constant $h$ divided by $2\pi$ and $c$ is the speed of light. We quantify energy in units of electron volts or eV for short, where the $e$ stands for the magnitude of the electron charge. An eV is the amount of work necessary to move one electron across a potential of one volt. This is a convenient unit because particle experiments use electric potentials to accelerate electrons and other particles, and smash them together to create new particles. With natural units, mass and momentum have the same unit eV as energy, while length and time have the unit eV$^{-1}$ of inverse energy. We use the abbreviations keV, MeV, and GeV for $10^3$ eV, $10^6$ eV, and $10^9$ eV, respectively.
<table>
<thead>
<tr>
<th>Meson</th>
<th>Quark Content</th>
<th>Mass (MeV)</th>
<th>$J^P$ or $J^{PC}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ordinary mesons</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\pi^+$</td>
<td>$ud$</td>
<td>140</td>
<td>0$^-$</td>
</tr>
<tr>
<td>$\pi^−$</td>
<td>$\bar{u}d$</td>
<td>140</td>
<td>0$^-$</td>
</tr>
<tr>
<td>$\pi^0$</td>
<td>$(\bar{u}u - \bar{d}d)/\sqrt{2}$</td>
<td>135</td>
<td>0$^{−+}$</td>
</tr>
<tr>
<td>$\rho^+$</td>
<td>$ud$</td>
<td>776</td>
<td>1$^−$</td>
</tr>
<tr>
<td>$\rho^−$</td>
<td>$\bar{u}d$</td>
<td>776</td>
<td>1$^−$</td>
</tr>
<tr>
<td>$\rho^0$</td>
<td>$(\bar{u}u - \bar{d}d)/\sqrt{2}$</td>
<td>776</td>
<td>1$^{−−}$</td>
</tr>
<tr>
<td>$\omega$</td>
<td>$(\bar{u}u + \bar{d}d)/\sqrt{2}$</td>
<td>783</td>
<td>1$^{−−}$</td>
</tr>
<tr>
<td><strong>Strange mesons</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$K^+$</td>
<td>$sd$</td>
<td>494</td>
<td>0$^−$</td>
</tr>
<tr>
<td>$K^−$</td>
<td>$\bar{s}d$</td>
<td>494</td>
<td>0$^−$</td>
</tr>
<tr>
<td>$K^0$</td>
<td>$s\bar{u}$</td>
<td>498</td>
<td>0$^−$</td>
</tr>
<tr>
<td>$\bar{K}^0$</td>
<td>$\bar{s}u$</td>
<td>498</td>
<td>0$^−$</td>
</tr>
<tr>
<td>$K^{*+}$</td>
<td>$sd$</td>
<td>892</td>
<td>1$^−$</td>
</tr>
<tr>
<td>$K^{*-}$</td>
<td>$\bar{s}d$</td>
<td>892</td>
<td>1$^−$</td>
</tr>
<tr>
<td>$K^{*0}$</td>
<td>$s\bar{u}$</td>
<td>896</td>
<td>1$^−$</td>
</tr>
<tr>
<td>$\bar{K}^{*0}$</td>
<td>$\bar{s}u$</td>
<td>896</td>
<td>1$^−$</td>
</tr>
<tr>
<td><strong>Charm mesons</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D^+$</td>
<td>$cd$</td>
<td>1869</td>
<td>0$^−$</td>
</tr>
<tr>
<td>$D^−$</td>
<td>$\bar{c}d$</td>
<td>1869</td>
<td>0$^−$</td>
</tr>
<tr>
<td>$D^{0}$</td>
<td>$c\bar{u}$</td>
<td>1865</td>
<td>0$^−$</td>
</tr>
<tr>
<td>$\bar{D}^{0}$</td>
<td>$\bar{c}u$</td>
<td>1895</td>
<td>0$^−$</td>
</tr>
<tr>
<td>$D^{*+}$</td>
<td>$cd$</td>
<td>2010</td>
<td>1$^−$</td>
</tr>
<tr>
<td>$D^{*-}$</td>
<td>$\bar{c}d$</td>
<td>2010</td>
<td>1$^−$</td>
</tr>
<tr>
<td>$D^{*0}$</td>
<td>$c\bar{u}$</td>
<td>2007</td>
<td>1$^−$</td>
</tr>
<tr>
<td>$\bar{D}^{*0}$</td>
<td>$\bar{c}u$</td>
<td>2007</td>
<td>1$^−$</td>
</tr>
<tr>
<td><strong>Bottom mesons</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$B^+$</td>
<td>$bd$</td>
<td>5279</td>
<td>0$^−$</td>
</tr>
<tr>
<td>$B^−$</td>
<td>$\bar{b}d$</td>
<td>5279</td>
<td>0$^−$</td>
</tr>
<tr>
<td>$B^{0}$</td>
<td>$b\bar{u}$</td>
<td>5279</td>
<td>0$^−$</td>
</tr>
<tr>
<td>$\bar{B}^{0}$</td>
<td>$\bar{b}u$</td>
<td>5279</td>
<td>0$^−$</td>
</tr>
<tr>
<td><strong>Charmonium</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$J/\psi$</td>
<td>$\bar{c}c$</td>
<td>3097</td>
<td>1$^{−−}$</td>
</tr>
<tr>
<td>$\psi(2S)$</td>
<td>$\bar{c}c$</td>
<td>3686</td>
<td>1$^{−−}$</td>
</tr>
<tr>
<td>$\chi_{c1}$</td>
<td>$\bar{c}c$</td>
<td>3511</td>
<td>1$^{++}$</td>
</tr>
</tbody>
</table>

Table 1.1: Mesons that appear in this thesis, together with their quark contents, masses, and $J^P$ or $J^{PC}$ quantum numbers. The list includes only three charmonium states. Several other charmonium states are mentioned briefly in Section 1.4.1.
1.2 Discovery of the $X(3872)$

The $X(3872)$ is a narrow resonance discovered by the Belle collaboration in summer 2003 [5]. It was observed through the decay $B^\pm \rightarrow K^\pm J/\psi \pi^+ \pi^-$. The invariant mass distribution for $J/\psi \pi^+ \pi^-$ has a peak at about 3872 MeV, which implies that the $X(3872)$ is produced via $B^\pm \rightarrow XK^\pm$ and it then decays via $X \rightarrow J/\psi \pi^+ \pi^-$. The upper limit on its width is very narrow, or equivalently, the lifetime of the $X$ is much longer than expected. Followed the discovery by Belle, the CDF and DØ collaborations observed the $X$ by producing it in proton-antiproton collisions and observing it through the decay $X \rightarrow J/\psi \pi^+ \pi^- [6, 7]$. The Babar collaboration has also confirmed the existence of the $X$ through the discovery channel consisting of the decay $B^\pm \rightarrow XK^\pm$ followed by $X \rightarrow J/\psi \pi^+ \pi^- [8]$.

The discovery mode mentioned above can be expressed schematically in terms of the quark contents of the hadrons: $(\bar{b}u) \rightarrow X+(\bar{s}u)$ followed by $X \rightarrow (c\bar{c})+(u\bar{d})+(\bar{u}d)$. The first sequence of the decay chain involves the decay of the $\bar{b}$ quark into the 3 quark state $\bar{c}+c+s$ by the weak interactions. It can also involve QCD interactions, which can not change quark flavors but can create a quark-antiquark pair with the same flavor. The second sequence of the decay chain involves only the QCD interactions. Since both the $c$ and $\bar{c}$ quarks are too heavy to be created in the decay of $X$, they must have already existed as constituents of the $X$. The $X$ can also have additional constituents that are created by the QCD interactions such as a gluon or a $u\bar{u}$ pair or a $d\bar{d}$ pair.

For about a year, the only observed decay mode of the $X$ was the discovery mode $J/\psi \pi^+ \pi^-$, although experiments had put upper limits on various decay modes. In summer 2004, the Belle collaboration gave a preliminary result for a second decay
mode: \( X \rightarrow J/\psi \pi^+ \pi^- \pi^0 \) [9]. In May 2005, the same collaboration announced evidence for a third decay mode: \( X \rightarrow J/\psi \gamma \) [10]. In the decay modes \( X \rightarrow J/\psi \pi^+ \pi^- \) and \( X \rightarrow J/\psi \pi^+ \pi^- \pi^0 \), the invariant mass distributions seem to peak near their upper kinematic endpoint of about 770 MeV, which suggests that these decays proceed predominantly through \( X \rightarrow J/\psi \rho^{0*} \) and \( X \rightarrow J/\psi \omega^* \), where the superscript * indicates a virtual particle, followed by the decays of the \( \rho^{0*} \) and the \( \omega^* \) into pions. The branching fractions of the \( X \) into \( J/\psi \pi^+ \pi^- \) and \( J/\psi \pi^+ \pi^- \pi^0 \) were found to be almost equal.

Soon after the discovery of the \( X(3872) \), people noticed a curious fact: its mass is extremely close to the sum of the \( D^0 \) mass and the \( \bar{D}^{*0} \) mass, which is about 3872 MeV. This fact immediately drove several authors to investigate the possibility that \( X(3872) \) is a weakly-bound molecule of the charm mesons \( D^0 \bar{D}^{*0} \) and \( D^{*0} \bar{D}^0 \). The energy of a molecule is less than the total mass of its constituents. The difference between these energies is called the binding energy. If the \( X \) is indeed a mesonic molecule, the proximity of mass of the \( X \) to the \( D^0 \bar{D}^{*0} \) threshold implies that its binding energy is extremely small compared to any other relevant energy scale.

### 1.3 Quantum numbers and width of the \( X(3872) \)

Determining the spin, parity, and charge-conjugation quantum numbers \( J^{PC} \) of the \( X(3872) \) from experiments can also be used to narrow down the various possible interpretations of the \( X(3872) \). In this section, we determine the \( J^{PC} \) quantum numbers that are consistent with the narrowness and observed decay modes of the \( X \).
The mass of the $X(3872)$ is about 140 MeV above the $D^0\bar{D}^0$ threshold at 3729.2±1.0 MeV and the $D^+D^-$ threshold at 3738.8±1.0 MeV. The upper limit on the width of the $X$ is 2.3 MeV at 90% confidence level. This is narrow compared to the widths of other charmonium states above the $D\bar{D}$ threshold. For example, the widths of the $\psi(3770)$ and the $\psi(4040)$ are $23.6 \pm 2.7$ MeV and $52 \pm 10$ MeV, respectively. Decays into $D\bar{D}$ pairs dominate the widths of $\psi(3770)$ and $\psi(4040)$. Thus the decay mode $X \to D\bar{D}$ must either be forbidden by its quantum numbers or suppressed by some dynamical mechanism. An example of a dynamical mechanism is an angular momentum barrier. If the $X$ consists of two constituents with orbital angular momentum quantum number $L$, the wavefunction for the constituents to have small separation $r$ is suppressed by a factor of $r^L$. If the decay requires these constituents to come close together, the rate will be suppressed by this factor.

The $D$ and $\bar{D}$ have spin-parity quantum numbers $J^P = 0^-$. The parity and charge conjugation quantum numbers of a $D\bar{D}$ system with orbital angular momentum quantum number $L = 0, 1, 2, \cdots$ are $P = (-1)^L$ and $C = (-1)^L$. Thus a $D\bar{D}$ system can have spin-parity-charge conjugation quantum numbers in the sequence

$$J^{PC} = 0^{++}, 1^{--}, 2^{++}, \cdots.$$  \hspace{1cm} (1.1)

The decay $X \to D\bar{D}$ would be forbidden by the parity conservation of the strong interactions if the quantum numbers of the $X$ were in the sequence

$$J^{PC} = 0^{-\pm}, 1^{\pm\pm}, 2^{\pm\pm}, \cdots.$$  \hspace{1cm} (1.2)

The decay $X \to D\bar{D}$ would be allowed by parity but forbidden by the charge conjugation symmetry of the strong interactions if the quantum numbers of the $X$ were in
the sequence

\[ J^{PC} = 0^{+-}, 1^{-+}, 2^{+-}, \ldots \] (1.3)

The narrow width of \( X \) and the nonobservation of \( X \rightarrow D \bar{D} \) decay mode can be explained if its quantum numbers are either in the sequence in Eq. (1.2) or in the sequence in Eq. (1.3) or else in the sequence in Eq. (1.1) provided the constituents of \( X \) have sufficiently large orbital angular momentum quantum number \( L \).

Since the \( J/\psi \) and \( \gamma \) both have \( J^{PC} = 1^{-+} \), a \( J/\psi \gamma \) system can have quantum numbers \( J^{PC} = 0^{\pm+}, 1^{\pm+}, 2^{\pm+}, \ldots \). The evidence for the radiative decay mode \( X \rightarrow J/\psi \gamma \) experimentally establishes that \( X \) has positive charge conjugation [10].

The possible \( J^{PC} \) quantum numbers can be further constrained by measurements of angular distributions in the decays of the \( X \) [11, 12, 13, 14, 15]. The Belle collaboration has studied the angular distributions for the decays \( X \rightarrow J/\psi \pi^+\pi^- \). They ruled out all \( J^{P+} \) assignments with \( J \leq 2 \) other than \( 1^{++} \) and \( 2^{++} \) [15]. The most favorable choice is \( 1^{++} \).

1.4 Interpretations of the \( X(3872) \)

The most predictive interpretations of \( X(3872) \) are a charmonium state with constituents \( c\bar{c} \) or a hadronic molecule with constituents \( DD^* \). Several other interpretations have also been proposed. We briefly describe all these options in this section.

1.4.1 Charmonium

The fact that the observed decay modes of the \( X \) include \( J/\psi \), which has constituents \( c \) and \( \bar{c} \), motivates its interpretation as a charmonium with constituents \( c \) and
Table 1.2: Standard nomenclature for charmonia. In the notation \( nL \), \( n = 1, 2, 3, \ldots \) is the radial excitation quantum number and \( L = S, P, D, \ldots \) specifies the orbital angular momentum quantum number \( 0, 1, 2, \ldots \). The \( \psi(nD) \) with \( J^{PC} = 1^{--} \) is often referred to as \( \psi(nD) \) without its subscript.

\[ \begin{array}{ccc}
2S+1L_J & J^{PC} & \text{Notation} \\
1S_0 & 0^{--} & \eta_c(nS) \ J/\psi(1S) \ \psi(nS) \\
3S_1 & 1^{--} & \\
1P_1 & 1^{++} & h_c(nP) \ \chi_{cJ}(nP) \\
3P_{J=\{0,1,2\}} & (0,1,2)^{++} & \\
1D_2 & 2^{--} & \eta_{c2}(nD) \ \psi_J(nD) \\
3D_{J=\{1,2,3\}} & (1,2,3)^{--} & \\
\end{array} \]

\( \bar{c}c \). The charmonium options has been investigated in detail to examine whether any of missing charmonium states can possibly be identified as the \( X \) [16, 17, 18, 19, 20].

Charmonium is the bound state of the charm quark \( c \) and its antiparticle \( \bar{c} \). In general quarkonium levels are specified by the set of quantum numbers \( n, S, L, \) and \( J \), where \( n, S, L, \) and \( J \) are the radial excitation, total spin, orbital angular momentum, and total angular momentum quantum numbers, respectively. The angular momentum quantum numbers are usually specified using the spectroscopic notation \( 2S+1L_J \). In terms of \( L \) and \( S \), the \( J^{PC} \) quantum numbers are given by \( J = L \) if \( S = 0 \), \( J = |L-1| \), \( L \), or \( L + 1 \) if \( S = 1 \), \( P = (-1)^{L+1} \), and \( C = (-1)^{L+S} \). Table 1.2 gives the standard nomenclature for charmonium states with \( L \leq 2 \).

All members of the ground-state S-wave multiplet \( (1S) \), the ground-state P-wave multiplet \( (1P) \), and the first excited S-wave multiplet \( (2S) \) have been observed. Evidence for the \( h_c(1P) \), the last member of the \( 1P \) multiplet, was recently reported by the CLEO [21] and FNAL-E835 collaborations [22]. The \( \eta_c(2S) \), the last member of the \( 2S \) multiplet, has been observed only recently in Refs. [23, 24, 25].
charmonium states that have been observed were seen as resonances in $e^+e^-$ collisions and have quantum numbers $J^{PC} = 1^{--}$. The $\psi(3770)$ is usually interpreted as a ground D-wave state, $1^{3}D_{1}$. The $\psi(4040)$, $\psi(4160)$, and $\psi(4415)$ are usually interpreted as $3^{3}S_{1}$, $4^{3}S_{1}$, and $5^{3}S_{1}$ charmonium states. Those charmonium states that have been already observed are of course ruled out as candidates for the $X(3872)$.

The possible charmonium candidates for the $X$ include members of the multiplet of the first radial excitation of P-wave charmonium, $h_{c}(2P)$ and $\chi_{cJ}(2P)$, $J = 0, 1, 2$, and members of the multiplet of ground-state D-wave charmonium, $\eta_{c2}(1D)$ and $\psi_{J}(1D)$, $J = 1, 2, 3$. The $\psi_{1}(1D)$ is ruled out, since it has been observed with mass 3770 MeV. The ground-state F-wave charmonia are less likely candidates for $X$ because their masses are expected to be much higher than 3872 MeV. The radially excited S-wave charmonium $\eta_{c}(3S)$ is ruled out because its width should be greater than the widths of $\eta_{c}(1S)$ and $\eta_{c}(2S)$, which are about 20 MeV.

The mass spectrum of the observed charmonium systems are well described by nonrelativistic potential models. It is tempting to compare their predictions to the observed masses of the $X$. In Table 1.3, we give the predictions of a model by Eichten, Lane, and Quigg (ELQ) and a model by Godfrey and Isgur (GI). The former includes coupled-channel effects among charmonium states and charm meson pairs. The model by Godfrey and Isgur is a relativistic potential model. The masses of 2P charmonium states tend to be above 3872 MeV, and the masses of 1D states tend to be below 3872 MeV. In both models, the state whose predicted mass is closest to 3872 MeV is the $\psi_{3}(1D)$. A few predictions by quenched lattice QCD simulations are currently available for 1D and 2P states, but they have with large errors of roughly $\pm 100$ MeV [26, 27].
Table 1.3: Potential model predictions for masses of 1D and 2P states. In the ELQ potential model, the value of the $1^{3}D_{1}$ state is an input.

The experimental observation of $X \rightarrow J/\psi \gamma$ unambiguously eliminates all $C = -$ charmonium candidates. The narrowness of the $X$ can be explained by the parity symmetry of the strong interactions, which constrains the $J^{PC}$ quantum numbers to the list in Eq. (1.2), or by the charge conjugation symmetry of the strong interactions, which constrains $J^{PC}$ to the list in Eq. (1.3). There are no 2P or 1D charmonium states with $C = +$ and $J^{PC}$ in the list in Eq. (1.3). The 2P and 1D charmonium candidates with $C = +$ and $J^{PC}$ in the list in Eq. (1.2) are the $\chi_{c1}(2P)$ with $J^{PC} = 1^{++}$ and the $\eta_{c2}(1D)$ with $J^{PC} = 2^{−+}$. The $\eta_{c2}(1D)$ is ruled out by measurements of angular distributions in the decay $X \rightarrow J/\psi \pi^{+}\pi^{-}$ [15]. Thus the only charmonium candidate that remains is $\chi_{c1}(2P)$.

Further evidence against charmonium interpretations of the $X(3872)$ comes from the approximate isospin symmetry of the strong interactions. Any charmonium state has isospin 0. Measurements of the $\pi^{+}\pi^{-}$ invariant mass distribution for the discovery mode $X \rightarrow J/\psi \pi^{+}\pi^{-}$ by the Belle and the CDF collaborations imply that the $\pi^{+}\pi^{-}$
comes from a virtual $\rho$ resonance, which has isospin 1. Since the $J/\psi$ has isospin 0, the $J/\psi \rho^*$ system has isospin 1. If the $X$ is a charmonium state with isospin 0, the discovery mode must proceed through an isospin-violating process. The only observed isospin-violating charmonium decay is $\psi(2S) \rightarrow \eta_c \pi^0$ with partial decay width $\sim 0.3$ keV and branching fraction $\sim 0.1\%$. If the $X$ is a charmonium, we expect isospin-violating modes to have small branching fractions compared to isospin-conserving decay modes. However, the branching fraction of the discovery mode is approximately equal to that of $X \rightarrow J/\psi \pi^+ \pi^- \pi^0$. This is an isospin-conserving decay mode because the $\pi^+ \pi^- \pi^0$ are dominated by a virtual $\omega$ resonance, which has isospin 0. The large violation of isospin symmetry disfavors all $C = +$ charmonium states with the exception of $\chi_{c1}(2P)$. This state is special, because it can have resonant S-wave interactions with $D^0 \bar{D}^{*0}$ that transform it into a charm meson molecule.

1.4.2 Charm meson molecules

The option of a charm meson molecule is motivated by the proximity of the $X$ to the threshold for the charm mesons $D^0$ and $\bar{D}^{*0}$ [29, 30, 31, 32, 33]. The measured mass of the $X$ coincides with the $D^0 \bar{D}^{*0}$ threshold energy to within experimental errors. Since the $X$ has charge conjugation $C = +$, it could be a hadronic molecule with constituents $(D^0 \bar{D}^{*0} + D^{*0} \bar{D}^0)/\sqrt{2}$. We will refer to such a state as a $DD^*$ molecule.

The possibility that a charm meson and an anticharm meson might form molecular states was considered shortly after the discovery of charm in 1974 [34, 35, 36, 37]. The first quantitative study of the possibility of molecular states of charm mesons was carried out by Törnqvist in 1993 using a one-pion-exchange potential model.
He found that there could be weakly-bound states in various isospin-0 channels [38]. Note that the one-pion-exchange potential must be regulated at short distances by introducing an ultraviolet cutoff. Thus the binding energies in this model can only be predicted approximately, because they depend upon the choice of the cutoff. There are no $D\bar{D}$ bound states because of the absence of a one-pion-exchange interaction between $D$ and $\bar{D}$. The channels that are possibly bound by a one-pion-exchange potential are given in Table 1.4. In the case of $D\bar{D}^*$ molecules, the possible channels have isospin 0 and charge conjugation $+$, which corresponds to the particle content

$$|D\bar{D}^*\rangle_{I=0,C=+} = \frac{1}{2} \left( |D^0\bar{D}^{*0}\rangle + |D^{*0}\bar{D}^0\rangle + |D^+D^{-}\rangle + |D^{*+}D^{-}\rangle \right). \quad (1.4)$$

Since the binding energy is small compared to the 8.4 MeV splitting between the $D^0\bar{D}^{*0}$ threshold and the $D^+D^{-}$ threshold, there are large isospin breaking effects [29, 39]. After the discovery of the $X(3872)$, Swanson considered a potential model that includes both one-pion-exchange and quark-exchange potentials, and found that the $C = +$ superposition of $D^0\bar{D}^{*0}$ and $D^{*0}\bar{D}^0$ could form a weakly-bound state in

<table>
<thead>
<tr>
<th>Constituents</th>
<th>$J^{PC}$</th>
<th>Mass (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$DD^*$</td>
<td>$0^{-+}$</td>
<td>$\approx 3870$</td>
</tr>
<tr>
<td>$DD^*$</td>
<td>$1^{++}$</td>
<td>$\approx 3870$</td>
</tr>
<tr>
<td>$D^<em>D^</em>$</td>
<td>$0^{++}$</td>
<td>$\approx 4015$</td>
</tr>
<tr>
<td>$D^<em>\bar{D}^</em>$</td>
<td>$0^{-+}$</td>
<td>$\approx 4015$</td>
</tr>
<tr>
<td>$D^<em>\bar{D}^</em>$</td>
<td>$1^{+-}$</td>
<td>$\approx 4015$</td>
</tr>
<tr>
<td>$D^<em>\bar{D}^</em>$</td>
<td>$2^{++}$</td>
<td>$\approx 4015$</td>
</tr>
</tbody>
</table>

Table 1.4: Possible weakly-bound states of charm mesons due to the one-pion-exchange potential [38].
the S-wave $1^{++}$ channel \cite{33}. Its particle content is

$$
|X\rangle = \frac{1}{\sqrt{2}} \left( |D^0 \bar{D}^{*0}\rangle + |D^{*0} \bar{D}^0\rangle \right).
$$

Another mechanism for generating a $DD^*$ molecule is the accidental fine-tuning of
the mass of the $\chi_{c1}(2P)$ or $h_c(2P)$ to the $D^0 \bar{D}^{*0}/D^{*0} \bar{D}^0$ threshold which creates a
$DD^*$ molecule with quantum number $1^{++}$ or $1^{+-}$, respectively \cite{32}.

The identification of the observed modes as $X \to J/\psi \rho^*$ and $X \to J/\psi \omega^*$ is
compatible with the interpretation of $X(3872)$ as an S-wave $D^0 \bar{D}^{*0}$ molecule with
quantum numbers $1^{++}$. The $X$ is within 1 MeV of the $D^0 \bar{D}^{*0}$ threshold and about 8
MeV below the $D^+ D^{*-}$ threshold. If it was a $DD^*$ molecule, it would naturally be a
superposition of states with isospins 0 and 1 with almost equal probabilities.

The assumption that the $X(3872)$ is a loosely-bound S-wave $DD^*$ molecule is very
predictive \cite{40}. This assumption has been used by Voloshin to predict the rates and
momentum distributions for the decays of $X$ into $D^0 \bar{D}^0 \pi^0$ and $D^0 \bar{D}^0 \gamma$ \cite{41}. It has
also been used to calculate the rate for the exclusive decay of $\Upsilon(4S)$ into the $X$ and
two light hadrons \cite{42}, to estimate the decay rate for the discovery mode $B^+ \to X K^+$
\cite{43}, to predict the suppression of the decay rate for $B^0 \to X K^0$ \cite{44}, and to predict
the line shape of the $X$ \cite{45}. We shall discuss the possibility of $DD^*$ molecule in
detail in the subsequent chapters.

1.4.3 Other options

Several other options for the $X(3872)$ have been proposed. One of them is also
motivated by the proximity of its mass to the $D^0 \bar{D}^{*0}$ threshold. Bugg has suggested
that the $X$ could be just an enhancement at the $D^0 \bar{D}^{*0}$ threshold associated with a
strong coupling to $D^0 \bar{D}^{*0}$ or $D^{*0} \bar{D}^0$ \cite{46, 47}. He referred to this possibility as a “cusp
state” because the line shape of the $X$ has a cusp at the $D^0\bar{D}^*$ threshold. Such cusp occurs if the binding energy of the $D^0\bar{D}^*/D^*\bar{D}^0$ system is small but negative, as we shall see explicitly in Chapter 5.

Other proposed interpretations of the $X(3872)$ include the following.

- A “hybrid charmonium” state with constituents $c\bar{c}g$ has been considered as an option for $X$ in Ref. [48, 49]. These states can have exotic $J^{PC}$ quantum numbers as shown in Eq. (1.3). A quenched lattice simulation in Ref. [50], for example, suggests that lowest hybrid charmonium states with exotic quantum numbers are $0^{+-}, 1^{-+},$ and $2^{+-}$ with masses about 4.2 GeV. If the $X$ is a hybrid charmonium, the discovery mode $X \rightarrow J/\psi \pi^+\pi^-$ comes predominantly from the decay $(c\bar{c}g) \rightarrow J/\psi gg$ followed by $gg \rightarrow \pi^+\pi^-$. The $\pi^+\pi^-$ system must therefore be an isoscalar, which implies that it has charge conjugation +. This is inconsistent with the fact that $X$ has charge conjugation +, which requires the $\pi^+\pi^-$ to have charge conjugation −.

- A glueball with constituents $ggg$ has been considered as an option for $X$ in Ref. [51]. The proposed $J^{PC}$ quantum numbers are $1^{--}$. Such a vector glueball can mix with nearby vector charmonium states with $J^{PC} = 1^{--}$ and decay into the $J/\psi \pi^+\pi^-$ through the charmonium states. In the absence of such mixing, a lattice simulation predicts a 3-gluon glueball with $J^{PC} = 1^{--}$ and mass $3850 \pm 50 \pm 190$ MeV [52]. However, its mass also depends on unknown mixing parameters with charmonium states. The proposed $J^{PC} = 1^{--}$ glueball state is ruled out by the observation of $X \rightarrow J/\psi \gamma$ which implies $C = +$. 
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A tetraquark with constituents $c\bar{c}q\bar{q}$ [53] or a diquark-antidiquark bound state with constituents $cu + \bar{c}\bar{u}$ [54] have been considered as options for $X$. The authors of Ref. [53] argue that their predictions of masses for $I = 0$ and 1 components with constituents $c\bar{c}q\bar{q}$ are far below 3872 MeV and rule out the $J^P = 1^+$ tetraquark interpretation. The authors of Ref. [54] argue that the $X(3872)$ would be an admixture of bound states of $cu + \bar{c}\bar{u}$ and $cd + \bar{c}\bar{d}$ with $J^{PC} = 1^{++}$. They predict charged partners of the $X$: $cu + \bar{c}\bar{d}$ and $cd + \bar{c}\bar{u}$. The Babar collaboration has searched for them in vain and put upper limits on the productions of charged partners [55].

1.5 Thesis structure

In this thesis, we pursue the possibility that the $X(3872)$ is a loosely-bound S-wave $DD^*$ molecule. We begin with a review of current experimental results in Chapter 2. In Chapter 3, we describe some of universal properties of the $X(3872)$. In Chapter 4, we discuss various scattering models with its possible fine-tuning mechanisms for large scattering lengths. In Chapter 5, we derive factorization formulas for the production and decay of the $X(3872)$ using an effective field theory with a large scattering length for the $DD^*$ system. We predict the invariant mass distribution for $B \to D^0\bar{D}^{*0}K$ decays near the $D^0\bar{D}^{*0}$ threshold and the line shape of the $X$ in $B$ decays. In Chapter 6, we apply the factorization formulas developed in Chapter 5 to the exclusive production of the $X$ in $B \to XK$. We estimate the short-distance amplitude in $B \to XK$ decays using data by the Babar collaboration on $B \to D^{(*)}\bar{D}^{(*)}K$ and we predict that the decay rate for $B^0 \to XK^0$ should be suppressed compared to $B^+ \to XK^+$. In Chapter 7, we study the decays of $X$ into $J/\psi$ and light hadrons. We
calculate the differential decay rates using the factorization formulas and an effective
lagrangian for light pseudoscalar and vector mesons. We conclude with a discussion
of our results in Chapter 8.
CHAPTER 2

EXPERIMENTAL RESULTS

The $X(3872)$ has been observed through exclusive production in $B^\pm$ decays and through inclusive production in proton-antiproton ($p\bar{p}$) collisions. So far its observed decay modes are $X \rightarrow J/\psi \pi^+\pi^-$, $X \rightarrow J/\psi \pi^+\pi^-\pi^0$, and $J/\psi \gamma$. Upper limits have been set on various other decay modes. These experimental results on $X(3872)$ are summarized in this chapter.

2.1 Observed decay modes

In summer 2003, the Belle collaboration announced the discovery of a new hadronic resonance with energy near 3872 MeV. Since the nature of this resonance was not known, it was given the temporary name $X(3872)$. The discovery was made using 152 million $B\bar{B}$ event sample collected at the KEKB asymmetric $e^+e^-$ collider operating with center-of-mass energy 10.58 GeV corresponding to the $\Upsilon(4S)$ resonance. They observed a narrow peak in the $J/\psi \pi^+\pi^-$ invariant mass distribution from $B^\pm$ decay into $K^\pm J/\psi \pi^+\pi^-$ [5]. The $J/\psi$ was identified by detecting the dilepton that arises from the process $J/\psi \rightarrow \ell^+\ell^-$, where $\ell$ represents the electron $e$ or the muon $\mu$. The peak in the $J/\psi \pi^+\pi^-$ invariant mass distributions indicates that the $X(3872)$ is produced by the decay $B^\pm \rightarrow XK^\pm$ and that it subsequently decays by $X \rightarrow J/\psi \pi^+\pi^-$. 21
Figure 2.1: $M(J/\psi \pi^+\pi^-) - M(J/\psi)$ for $B^\pm \to K^\pm J/\psi \pi^+\pi^-$ seen in the Belle experiment. The large peak at 0.59 GeV corresponds to $B^\pm \to K^\pm \psi(2S)$ followed by $\psi(2S) \to J/\psi \pi^+\pi^-$. The small peak at 0.776 GeV is the signal for $X(3872) \to J/\psi \pi^+\pi^-$. Figure is taken from Ref. [16].

Fig. 2.1 shows the discovery mode. This discovery mode $B^\pm \to XK^\pm$ has been confirmed by the Babar collaboration at the PEP-II asymmetric $e^+e^-$ collider [8]. The CDF and DØ collaborations have also observed the production of the $X(3872)$ in proton-antiproton ($pp$) collisions at the Tevatron [6, 7].

The measurements of the mass of the $X(3872)$ by these experiments are shown in Table 2.1. The combined averaged mass is [16]

$$m_X = 3871.9 \pm 0.5 \text{ MeV.}$$

Note that the mass of the $X$ is quite close to the $D^0\bar{D}^{*0}$ threshold, 3871.3 ± 1.0 MeV. The Belle collaboration has placed an upper limit on the full width of the $X(3872)$ [5]:

$$\Gamma < 2.3 \text{ MeV (90\%C.L.).}$$
Table 2.1: Measured mass of the $X(3872)$. In each measurement, the first error is statistical error and the second is systematic error. Babar’s result includes both statistical and systematic errors.

<table>
<thead>
<tr>
<th>Collaboration</th>
<th>Mass (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belle [5]</td>
<td>$3872.0 \pm 0.6 \pm 0.5$</td>
</tr>
<tr>
<td>Babar [8]</td>
<td>$3873.4 \pm 1.4$</td>
</tr>
<tr>
<td>CDF [6]</td>
<td>$3871.3 \pm 0.7 \pm 0.4$</td>
</tr>
<tr>
<td>DØ [7]</td>
<td>$3871.8 \pm 3.1 \pm 3.0$</td>
</tr>
</tbody>
</table>

The decay into $J/\psi$ suggests that the $X$ could be a missing charmonium state, but its width is much narrower than other charmonium states above the $D\bar{D}$ threshold.

The product of the branching fractions associated with the discovery channel has been measured by the Belle and Babar collaborations: [5, 8, 16]

$$\text{Br}[B^+ \to XK^+] \text{ Br}[X \to J/\psi \pi^+\pi^-] = (1.3 \pm 0.3) \times 10^{-5}. \quad (2.3)$$

The peak at $M(J/\psi \pi^+\pi^-) - M(J/\psi) = 0.59$ GeV in Fig. 2.1 corresponds to the decay $B^+ \to \psi(2S)K^+$ followed by $\psi(2S) \to J/\psi \pi^+\pi^-$. For comparison, the corresponding product of the branching fractions for the production of $\psi(2S)$ is [56]

$$\text{Br}[B^+ \to \psi(2S)K^+] \text{ Br}[\psi(2S) \to J/\psi \pi^+\pi^-] = (2.2 \pm 0.1) \times 10^{-4}. \quad (2.4)$$

Comparing Eq. (2.3) by Eq. (2.4), we see that the product of the branching fractions for $X$ is smaller than that for $\psi(2S)$ by about a factor of 20. In the decay $X \to J/\psi \pi^+\pi^-$, the invariant mass distribution of the two pions seems to peak near the upper endpoint as shown in Fig. 2.2 [57]. This suggests that they come from the decay of a virtual $\rho^0$ resonance.

The Belle collaboration recently observed the $X(3872)$ in a second decay mode: $X \to J/\psi \pi^+\pi^-\pi^0$ [57, 58]. The invariant mass distribution of the three pions is
dominated by a virtual $\omega$ resonance. The branching ratio relative to the discovery decay channel is [10]

$$\frac{\text{Br}[X \rightarrow J/\psi \pi^+ \pi^- \pi^0]}{\text{Br}[X \rightarrow J/\psi \pi^+ \pi^-]} = 1.0 \pm 0.4_{\text{stat}} \pm 0.3_{\text{syst}}. \quad (2.5)$$

The $J/\psi$ is an isosinglet, while the $\rho$ and $\omega$ have isospin 1 and 0, respectively. If the $X(3872)$ had definite isospin quantum number and if the observed decay modes have been correctly interpreted as $X \rightarrow J/\psi \rho^*$ and $X \rightarrow J/\psi \omega^*$, the roughly equal branching fractions in Eq. (2.5) would imply large isospin violations. Since conventional charmonium states have isospin 0, the measurement in Eq. (2.5) casts doubt on any interpretation of $X$ as a missing charmonium state.
The Belle collaboration has recently reported evidence for another decay mode: \( X \rightarrow J/\psi \gamma \) [15]. The product of the branching fractions for the production and decay processes is

\[
\text{Br}[B^+ \rightarrow XK^+] \text{Br}[X \rightarrow J/\psi \gamma] = (1.8 \pm 0.6_{\text{stat}} \pm 0.1_{\text{syst}}) \times 10^{-5}. \tag{2.6}
\]

The corresponding branching ratio relative to the discovery decay channel is

\[
\frac{\text{Br}[X \rightarrow J/\psi \gamma]}{\text{Br}[X \rightarrow J/\psi \pi^+\pi^-]} = 0.14 \pm 0.05. \tag{2.7}
\]

The decay \( X \rightarrow J/\psi \gamma \) establishes that the charge conjugation quantum number of the \( X \) must be even (\( C = + \)). This unambiguously eliminates all the \( C = - \) interpretations for the \( X \). The result also implies that the pions in \( X \rightarrow J/\psi \pi^+\pi^- \) and \( X \rightarrow J/\psi \pi^+\pi^-\pi^0 \) are in \( C = + \) states, which provides further support for their coming from decays of virtual \( \rho \) and \( \omega \) mesons, respectively.

### 2.2 Upper limits on other decay modes

Upper limits have been placed on the branching fractions for other decay modes of the \( X \), including \( D^0\bar{D}^0, D^+D^- \), \( D^0\bar{D}^0\pi^0 \) [59], \( \chi_{c1}\gamma, \chi_{c2}\gamma, J/\psi \pi^0\pi^0 \) [57], and \( J/\psi \eta \) [60]. Upper limits have also been placed on the partial widths for the decay of \( X(3872) \) into \( e^+e^- \) [61, 62] and into \( \gamma\gamma \) [62]. Measurements of these upper limits are summarized in this section.

Nonobservation of the decay of \( X \) into open charm is important to narrow down the possible interpretations of the \( X \). The Belle collaboration has put upper limits on the product of the branching fractions of \( B^+ \rightarrow XK^+ \) and \( X \rightarrow D\bar{D} \), where \( D \) is
either $D^+$ or $D^0$ [59]:

\[
\text{Br}[B^+ \rightarrow XK^+]\text{Br}[X \rightarrow D^0 \bar{D}^0] < 6 \times 10^{-5} \quad (90\% \text{ C.L.}),
\]

(2.8)

\[
\text{Br}[B^+ \rightarrow XK^+]\text{Br}[X \rightarrow D^+ D^-] < 4 \times 10^{-5} \quad (90\% \text{ C.L.}).
\]

(2.9)

It has also put an upper limit on the product of the branching fractions of $B^+ \rightarrow XK^+$ and $X \rightarrow D^0 \bar{D}^0\pi^0$ [59]:

\[
\text{Br}[B^+ \rightarrow XK^+]\text{Br}[X \rightarrow D^0 \bar{D}^0\pi^0] < 6 \times 10^{-5} \quad (90\% \text{ C.L.}).
\]

(2.10)

If the mass of the $X$ is above the $D^0 \bar{D}^0$ threshold, the decay of $X$ into $D^0 \bar{D}^0\pi^0$ could proceed through the decay $X \rightarrow D^0 \bar{D}^0\pi^0$ followed by the decay $\bar{D}^0 \rightarrow D^0\pi^0$ or by the decay $X \rightarrow D^*0 \bar{D}^0$ followed by the decay $D^*0 \rightarrow D^0\pi^0$. In this case, the constraint in Eq. (2.10) also provides a constraint on the branching fractions for decays into $D^0 \bar{D}^*0$ and $D^*0 \bar{D}^0$.

The only observed radiative decay mode of the $X$ is $X \rightarrow J/\psi \gamma$. The Belle collaboration has put upper limits on the radiative decay rates of the $X$ into another charmonium states:

\[
\frac{\text{Br}[X \rightarrow \gamma \chi c_1]}{\text{Br}[X \rightarrow J/\psi \pi^+ \pi^-]} < 0.89 \quad (90\% \text{ C.L.}),
\]

(2.11)

\[
\frac{\text{Br}[X \rightarrow \gamma \chi c_2]}{\text{Br}[X \rightarrow J/\psi \pi^+ \pi^-]} < 1.1 \quad (90\% \text{ C.L.}).
\]

(2.12)

The Belle collaboration has given an upper limit on the decay rate of $X$ into $J/\psi \pi^0\pi^0$ in the following form:

\[
\frac{\text{Br}[X \rightarrow J/\psi \pi^0\pi^0]}{\text{Br}[X \rightarrow J/\psi \pi^+ \pi^-]} < 1.3 \frac{\text{Br}[\psi(2S) \rightarrow J/\psi \pi^0\pi^0]}{\text{Br}[\psi(2S) \rightarrow J/\psi \pi^+ \pi^-]} \quad (90\% \text{ C.L.}).
\]

(2.13)

If we use the Particle Data Group (PDG) central values for the $\psi(2S)$ branching fractions [56], the right side of Eq. (2.13) becomes 0.77. Nonobservation of $X \rightarrow
$J/\psi \pi^0\pi^0$ would be consistent with the pions in the decay $X \rightarrow J/\psi \pi^+\pi^-$ coming from a virtual $\rho$ resonance. However the current upper limit of Eq. (2.13) is not strong enough to constrain this possibility.

The Babar collaboration has put an upper limit on the product of branching fractions of $B^+ \rightarrow XK^+$ and $X \rightarrow J/\psi \eta$ [60]:

$$\text{Br}[B^+ \rightarrow XK^+]\text{Br}[X \rightarrow J/\psi \eta] < 7.7 \times 10^{-6} \ (90\% \text{ C.L.}). \quad (2.14)$$

The BES collaboration has searched for $\psi(2S)$ produced only in association with an energetic photon resulting from initial state radiation (ISR) in $e^+e^-$ annihilation at center-of-mass energy of 4.03 GeV at the Beijing Electron Positron Collider (BEPs) [63]. ISR resonance production occurs when the invariant mass of the initial $e^+e^-$ system is lowered to a resonance by emitting a hard photon from the initial electron or positron. The process is therefore $e^+e^- \rightarrow \gamma e^+e^-$ followed by $e^+e^- \rightarrow X$. Yuan, Mo, and Wang used the same ISR data sample to set an upper limit on the partial decay width of the $X$ into $e^+e^-$:

$$\Gamma[X \rightarrow e^+e^-]\text{Br}[X \rightarrow J/\psi \pi^+\pi^-] < 10 \text{ eV} \ (90\% \text{ C.L.}). \quad (2.15)$$

This constraint is relevant if the $X$ has quantum numbers $J^{PC} = 1^{-+}$.

The CLEO collaboration has also searched for the $X$ from initial state radiation (ISR) resonance production and from resonance production by untagged $\gamma\gamma$ fusion using the CLEO III detector. Using its ISR data sample, CLEO set an upper limit on the partial decay width of $X$ into $e^+e^-$:

$$\Gamma[X \rightarrow e^+e^-]\text{Br}[X \rightarrow J/\psi \pi^+\pi^-] < 8.0 \text{ eV} \ (90\% \text{ C.L.}). \quad (2.16)$$

This limit is consistent with the limit by Yuan, Mo, and Wang in Eq. (2.15). Resonance production by $\gamma\gamma$ fusion occurs when the incident electron and positron both
emit a photon and the two photons annihilate into a resonance. The process is therefore \( e^+e^- \rightarrow e^+e^-\gamma\gamma \) followed by \( \gamma\gamma \rightarrow X \). Untagged \( \gamma\gamma \) fusion means that the scattered electron and positron are not detected. Using its untagged \( \gamma\gamma \) fusion sample, CLEO set an upper limit on the partial decay width of the \( X \) into \( \gamma\gamma \):

\[
(2J + 1)\Gamma[X \rightarrow \gamma\gamma]\text{Br}[X \rightarrow J/\psi\pi^+\pi^-] < 12.9 \text{ eV (90\% C.L.)}, \tag{2.17}
\]

where \( J \) is the spin quantum number of the \( X \). This constraint is relevant if the \( X \) has quantum numbers \( J^{PC} = 0^{++}, 2^{++}, 3^{++}, \cdots \). If the \( X \) has quantum numbers \( 1^{++} \), the decay \( X \rightarrow \gamma\gamma \) is forbidden by Yang’s theorem.

The Babar collaboration has searched for a charged partner \( X^\pm \) of the \( X \) through the decays \( B^\pm \rightarrow X^\pm K^0_S \) and \( B^0/\bar{B}^0 \rightarrow X^\pm K^\mp \) followed by the decay \( X^\pm \rightarrow J/\psi\pi^+\pi^- \) [55]. The possibility of such a charged partner of the \( X \) was excluded by Babar’s upper limit on the product of branching fractions:

\[
\text{Br}[B^\pm \rightarrow X^\pm K^0_S]\text{Br}[X^\pm \rightarrow J/\psi\pi^+\pi^-] < 1.1 \times 10^{-6} \text{ (90\% C.L.)}, \tag{2.18}
\]

\[
\text{Br}[B^0/\bar{B}^0 \rightarrow X^\pm K^\mp]\text{Br}[X^\pm \rightarrow J/\psi\pi^+\pi^-] < 5.2 \times 10^{-6} \text{ (90\% C.L.)}. \tag{2.19}
\]

It is convenient to express the upper limits on the decay modes of \( X \) in terms of the branching ratio \( R[X \rightarrow h] \) defined by

\[
R[X \rightarrow h] \equiv \frac{\text{Br}[X \rightarrow h]}{\text{Br}[X \rightarrow J/\psi\pi^+\pi^-]}.
\tag{2.20}
\]

Upper limits on the products of the branching fractions for \( B^+ \rightarrow XK^+ \) and \( X \rightarrow h \) can be expressed in terms of \( R[X \rightarrow h] \) by dividing them by Eq. (2.3). Using the 90\% C.L. limits for the products of the branching fractions and the central value in Eq. (2.3), we obtain the upper limits in Table 2.2.
<table>
<thead>
<tr>
<th>Decay mode</th>
<th>Upper limit on $R[X \rightarrow h]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X \rightarrow D^0 D^0$</td>
<td>5</td>
</tr>
<tr>
<td>$X \rightarrow D^+ D^-$</td>
<td>3</td>
</tr>
<tr>
<td>$X \rightarrow D^0 \bar{D}^0 \pi^0$</td>
<td>5</td>
</tr>
<tr>
<td>$X \rightarrow \gamma \chi_{c1}$</td>
<td>0.89</td>
</tr>
<tr>
<td>$X \rightarrow \gamma \chi_{c2}$</td>
<td>1.1</td>
</tr>
<tr>
<td>$X \rightarrow J/\psi \pi^0 \pi^0$</td>
<td>0.77</td>
</tr>
<tr>
<td>$X \rightarrow J/\psi \eta$</td>
<td>0.59</td>
</tr>
</tbody>
</table>

Table 2.2: Upper limits on the ratio of the branching fractions for various decay mode of the $X$ into final states $h$ discussed in text.

### 2.3 Inclusive production at the Tevatron

The existence of the state $X$ was confirmed by the CDF [6] and DØ [7] collaborations through its inclusive production in proton-antiproton ($p\bar{p}$) collisions at the Tevatron at center-of-momentum energy 1.96 TeV. The CDF and DØ collaborations collected 730±90 and 522±100 candidates for the $X$, respectively. The measurements of the mass by CDF and DØ are shown in Table 2.1.

The $J/\psi \pi^+ \pi^-$ invariant mass distribution from CDF is shown in Fig. 2.3. The large peak at 3.686 GeV corresponds to the $\psi(2S)$ and the smaller peak at 3.872 GeV corresponds to the state $X$. As can be seen in Fig. 2.3, requiring the dipion invariant mass to be greater than 0.5 GeV shows a clear signal for the $X$, while requiring the dipion invariant mass to be less than 0.5 GeV shows no signal. This indicates that the dipion in $X \rightarrow J/\psi \pi^+ \pi^-$ is dominated by large $\pi^+ \pi^-$ masses greater than 0.5 GeV, which supports the observation by the Belle collaboration shown in Fig. 2.2.

The DØ collaboration compared the production of the $X(3872)$ with the production of the $\psi(2S)$ by separating the events according to various production and decay
Figure 2.3: The mass distributions of $J/\psi \pi^+\pi^-$ candidates with $M(\pi^+\pi^-) > 0.5$ GeV (points) and $M(\pi^+\pi^-) < 0.5$ GeV (open circles). The curve is a fit with two Gaussians and a quadratic background. The inset shows an enlargement of the high dipion-mass data and fit [6].

variables, such as the transverse momentum of the $J/\psi \pi^+\pi^-$ system and the rapidity of the $J/\psi \pi^+\pi^-$ system [7]. They found no significant differences between the $X$ and the $\psi(2S)$ production and decay and decay variables.

Recently, the CDF collaboration determined the fractions of the $X$’s that arise from $B$ hadron decays and from prompt production at the Tevatron by looking at the decay mode $X \rightarrow J/\psi \pi^+\pi^-$ [64]. Since $B$ hadrons decay by the weak interactions, they have a relatively large lifetimes. When they are produced in $p\bar{p}$ collisions, they typically travel a measurable distance before decaying. In contrast, the $X$ decays so quickly that the distance it travels before decaying can not be measured. The decay
products of an $X$ produced by $B$ hadron decay therefore typically emerge from a secondary vertex that is well-separated from the primary vertex defined by the $p\bar{p}$ collision point. An $X$ whose decay products emerge from the primary vertex is called prompt. A prompt $X$ is most likely produced by $QCD$ interactions in the $p\bar{p}$ collisions. For the $X(3872)$ with the dipion invariant mass greater than 0.5 GeV, CDF found that $16.1 \pm 4.9_{\text{stat}} \pm 2.0_{\text{syst}}\%$ of produced $X$ from $p\bar{p}$ collisions are from $B$ hadron decays. This fraction is significantly smaller than that for the $\psi(2S)$, $28.3 \pm 1.0_{\text{stat}} \pm 0.7_{\text{syst}}\%$ of which come from $B$ hadron decays. Thus, CDF’s result indicates that large fraction of $X$ produced at the Tevatron comes from prompt production mechanisms rather than from the decay of hadrons containing a $b$ quark.
CHAPTER 3

UNIVERSALITY FOR LARGE SCATTERING LENGTH

We interpret the observed narrow resonance $X(3872)$ as a loosely-bound S-wave molecule of charm mesons $D^0\bar{D}^{*0}$ and $D^{*0}\bar{D}^0$. The small binding energy implies a large $D^0\bar{D}^{*0}$ and $D^{*0}\bar{D}^0$ scattering length. The molecule therefore has some universal properties that are determined by the unnaturally large scattering length.

3.1 Universal properties of the $DD^*$ molecule

The combined averaged mass of the $X(3872)$ in Eq. (2.1) is extremely close to the threshold for the charm mesons $D^0$ and $\bar{D}^{*0}$:

$$m_X - (m_{D^0} + m_{D^{*0}}) = +0.6 \pm 1.1 \text{ MeV.}$$

We will assume that the closeness of $m_X$ to the $D^0\bar{D}^{*0}$ threshold is no accident and that $X(3872)$ is indeed a hadronic molecule whose constituents are a superposition of the charm mesons $D^0\bar{D}^{*0}$ and $D^{*0}\bar{D}^0$. Among all the hadrons that can be interpreted as 2-body bound states of other hadrons, what makes this molecule unique is its extremely small binding energy. If the low-energy interaction between two hadrons is mediated by pion exchange, the natural scale for the binding energy of a molecule composed of the two hadrons is $m_\pi^2/(2\mu)$, where $\mu$ is their reduced mass. In the case
of $D^0$ and $\bar{D}^{*0}$, the reduced mass is

$$\mu = \frac{m_{D^0} m_{D^{*0}}}{m_{D^0} + m_{D^{*0}}} = 966.5 \pm 0.3 \text{ MeV}. \quad (3.2)$$

The natural energy scale is therefore $m_\pi^2/(2\mu) \approx 10$ MeV. The 2-body bound state of hadrons with the next smallest binding energy is the deuteron. Its binding energy is measured to be 2.24 MeV, which is small compared to the natural energy scale of 20 MeV for a $pn$ molecule.

We will further assume that $X(3872)$ is an S-wave bound state of $D^0 \bar{D}^{*0}$ or $\bar{D}^0 D^{*0}$, because this has particularly interesting implications. We call it the $DD^*$ molecule. Since the constituents have $J^P$ quantum numbers $0^-$ and $1^-$, the $J^{PC}$ quantum numbers of the molecule must be $1^{++}$ or $1^{+-}$. The $C = -$ option is ruled out by the observation of the decay $X \rightarrow J/\psi \gamma$. The energy difference between the mass of $X$ and the $D^0 \bar{D}^{*0}$ threshold, which is given in Eq. (3.1) is much smaller than the natural energy scale. The interaction between $D^0$ and $\bar{D}^{*0}$ at energies less than $m_\pi^2/\mu \approx 10$ MeV is dominated by the S-wave channel and can be described by the S-wave $D^0 \bar{D}^{*0}$ scattering length. A shallow S-wave bound state implies an S-wave scattering length that is large compared to the natural length scale $1/m_\pi$. We assume that there is a large scattering length $a$ in the channel $(DD^*)^0_+$ with even charge conjugation defined by

$$|\langle DD^* \rangle^0_+ = \frac{1}{\sqrt{2}} (|D^0 \bar{D}^{*0}\rangle + |D^{*0} \bar{D}^0\rangle). \quad (3.3)$$

If the scattering length in the $C = -$ channel is negligible in comparison, the scattering lengths for elastic $D^0 \bar{D}^{*0}$ scattering and elastic $D^{*0} \bar{D}^0$ scattering are both $a/2$. We identify the $X$ as a bound state in the $(DD^*)_+^0$ channel.
Nonrelativistic few-body systems with short-range interactions and a large scattering length $a$ have universal properties that depend on the scattering length but are otherwise insensitive to the details at distances small compared to $a$ [40]. In any specific system, there is a natural momentum scale $\Lambda$ that sets the scale of most low-energy scattering parameters. The scattering length is large if it satisfies $|a| \gg \Lambda^{-1}$.

Universality predicts that the T-matrix element for 2-body elastic scattering with relative momentum $p \ll \Lambda$ is

$$T(p) = \frac{2\pi/\mu}{-1/a - ip},$$

where $\mu$ is the reduced mass of the two particles. If $a$ is real and positive, universality predicts that there is a weakly-bound state with binding energy

$$E_X = \frac{1}{2\mu a^2}.$$ (3.5)

For example, if the binding energy of $X(3872)$ were 0.5 MeV or 0.1 MeV, the scattering length would be 6.3 fm or 14.2 fm, respectively. These are both much larger than the natural length scale $1/m_\pi = 1.5$ fm.

Universality has other implications for the interpretation of $X(3872)$ as a $DD^*$ molecule. The wavefunction of the $X$ for $DD^*$ separations $r \gg 1/\Lambda$ is universal. The normalized wavefunction for $r \gg 1/\Lambda$ is

$$\psi(r) = (2\pi a)^{-1/2} \exp(-r/a) r.$$ (3.6)

Its Fourier transform is the universal momentum-space wavefunction of this bound state:

$$\tilde{\psi}(p) = \frac{(8\pi/a)^{1/2}}{p^2 + 1/a^2}.$$ (3.7)
The universal amplitude for transitions from the bound state to a scattering state consisting of two particles with relative momentum $p \ll \Lambda$ is

$$A_X = \frac{\sqrt{2\pi}}{\mu} a^{-1/2}. \quad (3.8)$$

These results are all encoded in the universal expression for the truncated connected transition amplitude:

$$A(E) = \frac{2\pi/\mu}{-1/a + \sqrt{-2\mu E}}. \quad (3.9)$$

### 3.2 Complex scattering length

If the 2-body system has inelastic scattering channels, the large scattering length $a$ will have a negative imaginary part. It is convenient to express the complex scattering length in the form

$$\frac{1}{a} = \gamma_{re} + i\gamma_{im}, \quad (3.10)$$

where $\gamma_{re}$ and $\gamma_{im}$ are real and $\gamma_{im} \geq 0$. In the case $\gamma_{re} > 0$ where there is a weakly-bound state, it can decay into the inelastic channel. The expression for the binding energy on the right side of Eq. (3.5) is complex-valued. Its real part $E_{X,\text{pole}}$ and its imaginary part $\Gamma_X/2$ are given by

$$E_{X,\text{pole}} = (\gamma_{re}^2 - \gamma_{im}^2)/(2\mu), \quad (3.11a)$$

$$\Gamma_X = 2\gamma_{re}\gamma_{im}/\mu. \quad (3.11b)$$

These quantities specify that there is a pole in the S-matrix at the energy $E = -E_{X,\text{pole}} - i\Gamma_X/2$. As we shall see in Section 5.4, $\Gamma_X$ can be interpreted as the full width at half-maximum of a resonance in the inelastic channel provided $\gamma_{im} < \gamma_{re}$.
The peak of the resonance is below the threshold for the two particles by

\[
E_X = \frac{\gamma_{\text{re}}^2}{2\mu}.
\]  

(3.12)

We therefore interpret \( E_X \) as the binding energy rather than \( E_{X,\text{pole}} \).

The decays of the \( X \) imply that the scattering length \( a \) is complex-valued. It can be parameterized in terms of the real and imaginary parts of \( 1/a \) as in Eq. (3.10). Our interpretation of \( X \) as a bound state requires \( \gamma_{\text{re}} > 0 \). The energy difference in Eq. (3.1) puts an upper bound on \( \gamma_{\text{re}} \):

\[
\gamma_{\text{re}} < 40 \text{ MeV} \quad (90\% \text{ C.L.}).
\]  

(3.13)

The upper bound on the width in Eq. (2.2) puts an upper bound on the product of \( \gamma_{\text{re}} \) and \( \gamma_{\text{im}} \):

\[
\gamma_{\text{re}} \gamma_{\text{im}} < (33 \text{ MeV})^2 \quad (90\% \text{ C.L.}).
\]  

(3.14)

There is also a lower bound on the width of the \( X \) from its decays into \( D^0 \bar{D}^0 \pi^0 \) and \( D^0 \bar{D}^0 \gamma \), which both proceed through the decay of a constituent \( D^* \). These decays involve interesting interference effects, but the decay rates have smooth limits as the binding energy is tuned to 0 [41]. In this limit, the constructive interference increases the decay rate by a factor of 2: the partial width of \( X \) reduces to \( 2 \Gamma[D^*] \). The width of \( D^{*0} \) has not been measured, but it can be deduced from other information about the decays of \( D^{*0} \) and \( D^{*+} \). Using the total width of the \( D^{*+} \), its branching fraction into \( D^+ \pi^0 \), and isospin symmetry, we can deduce the partial width of \( D^{*0} \) into \( D^0 \pi^0 \):

\[
\Gamma[D^{*0} \to D^0 \pi^0] = 42 \pm 10 \text{ keV}.
\]  

The total width of the \( D^{*0} \) can then be obtained by dividing by its branching fraction into \( D^0 \pi^0 \): \( \Gamma[D^{*0}] = 68 \pm 16 \text{ keV} \). The sum of the partial widths of \( X \) into \( D^0 \bar{D}^0 \pi^0 \) and \( D^0 \bar{D}^0 \gamma \) is therefore \( 136 \pm 32 \text{ keV} \). The resulting
lower bound on the product of $\gamma_{\text{re}}$ and $\gamma_{\text{im}}$ is

$$\gamma_{\text{re}}\gamma_{\text{im}} > (7 \text{ MeV})^2 \quad (90\% \text{ C.L.}). \quad (3.15)$$

By combining this with the upper bound on $\gamma_{\text{re}}$ in Eq. (3.13), we can infer that $\gamma_{\text{im}} > 1$ MeV.

### 3.3 Hadronic states with nearby thresholds

The scattering states $D^{\pm}D^{*\mp}$, $J/\psi \rho$, and $J/\psi \omega$ have thresholds that are relatively close to the $D^0\bar{D}^{*0}$ threshold. These states can undergo S-wave scattering to $D^0\bar{D}^{*0}$ and $D^{*0}\bar{D}^0$. If their thresholds differ from the $D^0\bar{D}^{*0}$ threshold by much less than the natural energy scale of 10 MeV set by pion exchange, the mechanism for the S-wave resonance in the $D^0\bar{D}^{*0}/D^{*0}\bar{D}^0$ system could also generate resonant S-wave interactions in those other channels as well. In this case, it would be necessary to treat all the resonating channels as a coupled-channel system, with a large elastic scattering length for each channel and a large “transition” scattering length for each pair of channels. The energy gaps between the $D^0\bar{D}^{*0}$ threshold and each of these other thresholds are

$$m_{D^{\pm}} + m_{D^{*\mp}} - (m_{D^0} + m_{D^{*0}}) = +8.1 \pm 0.1 \text{ MeV}, \quad (3.16a)$$
$$m_{J/\psi} + m_{\rho} - (m_{D^0} + m_{D^{*0}}) = +1.4 \pm 1.1 \text{ MeV}, \quad (3.16b)$$
$$m_{J/\psi} + m_{\omega} - (m_{D^0} + m_{D^{*0}}) = +8.2 \pm 1.0 \text{ MeV}. \quad (3.16c)$$

The small uncertainty in Eq. (3.16a) comes from using mass differences between charm mesons to calculate the energy gap. The uncertainties in Eqs. (3.16b) and (3.16c) are dominated by the uncertainty in $2m_{D^0}$. The energy gaps in the $D^{\pm}D^{*\mp}$ and $J/\psi \omega$ channels are comparable to the natural energy scale of about 10 MeV.
associated with pion exchange. The energy gap in Eq. (3.16b) for the $J/\psi \rho$ channel is much smaller. However whether any of these channels can have resonant interactions with $D^0 \bar{D}^{*0}$ or $D^{*0} \bar{D}^0$ is determined not only by the real parts of the energy gaps, which are given in Eqs. (3.16), but also by the imaginary parts, which can be obtained by replacing each mass $m$ by $m - i\Gamma/2$, where $\Gamma$ is the width of the particle. If there are large differences between the widths of the various particles, it is necessary only to take into account the largest width among the particles in each channel. The real energy gap in Eqs. (3.16) becomes the complex energy gap $\Delta$ by adding $-i\Gamma/2$. The largest width in each of the three channels is

$$\Gamma[D^{*\pm}] = 0.096 \pm 0.022 \text{ MeV},$$

$$\Gamma[\rho] = 150.3 \pm 1.6 \text{ MeV},$$

$$\Gamma[\omega] = 8.49 \pm 0.08 \text{ MeV}.$$ (3.17a, b, c)

For the $D^\pm D^{*\mp}$ and $J/\psi \omega$ channels, the magnitude $|\Delta|$ of the complex energy gap is comparable to the natural energy scale 10 MeV associated with pion exchange between $D$ and $D^*$. The large width of the $\rho$ makes $|\Delta|$ for the $J/\psi \rho$ channel much larger than the natural energy scale.

Because the complex energy gap $\Delta$ for the other hadronic channels with nearby thresholds are comparable to or larger than the natural energy scale, these channels need not be taken into account explicitly in calculations of quantities that have nontrivial universal limits as $a \to \pm\infty$. Their dominant effects enter through the complex-valued scattering length $a$. A coupled-channel model that includes other hadronic states with nearby thresholds could still be useful for estimating nonuniversal quantities or for calculating nonuniversal corrections to the universal predictions.
3.4 Discussion

The state of the $X$ can be written schematically as

$$|X\rangle = \frac{Z^{1/2}}{\sqrt{2}} (|D^0\bar{D}^{*0}\rangle + |D^{*0}\bar{D}^0\rangle) + \sum_H Z_H^{1/2} |H\rangle,$$

(3.18)

where $Z$ is the probability for the $X$ to be in the $D^0\bar{D}^{*0}/D^{*0}\bar{D}^0$ state and $Z_H$ is the probability for the $X$ to be in another hadronic state $H$. Universality applied to the $X$ shows that $Z$ approaches to 1 and $Z_H$ scales as $1/|a|$ as $|a| \to \infty$ [32].

The hadronic states $H$ in (3.18) could include charmonium states, scattering states of charm mesons such as $D^\pm D^{*\mp}$, and scattering states of a charmonium and a light hadron such as $J/\psi \rho$ or $J/\psi \omega$. An expansion of $|X\rangle$ in terms of hadronic states can be valid only in a limited region. An ultraviolet cutoff on the energy difference with respect to the $D^0\bar{D}^{*0}$ threshold must therefore be specified, and the probabilities $Z_H$ depend on that cutoff. As the cutoff is decreased below the threshold for a given hadronic state $|H\rangle$, that component of the wavefunction is eliminated. If the cutoff is sufficiently close to the $D^0\bar{D}^{*0}$ threshold, the only states that remain are $|D^0\bar{D}^{*0}\rangle$ and $|D^{*0}\bar{D}^0\rangle$. The sum of their probabilities is $Z < 1$, but $Z \to 1$ as $\text{Re}(1/|a|) \to 0$.

A scattering length that is large compared to the natural length scale necessarily requires a fine-tuning. In the case of the $DD^*$ molecule, the fine-tuning parameters can be identified with the up and down quark masses $m_u$ and $m_d$. The masses of $D^0$ and $\bar{D}^{*0}$ are sensitive to $m_u$, because these hadrons contain an up quark as a constituent. The $D^0\bar{D}^{*0}$ potential is sensitive to $m_u$ and $m_d$ through the pion mass.

There are two distinct mechanisms for generating a large $(DD^*)^0_+$ scattering length. The first mechanism is a fine-tuning of parameters that have a large effect on the
channel without significantly affecting other channels. This could be a fine-
tuning of the range and depth of the $(DD^*)^0_+$ potential so that there is a bound state
very close to threshold and thus a large scattering length. Equivalently, it could be
a fine-tuning of the masses of the $D^0$ and $\bar{D}^{*0}$ to obtain a bound state very close to
threshold in the $(DD^*)^0_+$ potential. This mechanism requires the quantum numbers
of $X$ to be $J^{PC} = 1^{++}$, because this is the only S-wave channel for which the potential
due to pion exchange is sufficiently attractive to produce a bound state [29]. In the
limit $a \to \infty$, the probabilities for components of the wavefunction other than $(DD^*)^0_+$
scale as $1/a$ and approach to 0 as $a$ increases. This mechanism will be illustrated in
Section 4.2. using an explicit field theory model.

Another mechanism for a large $D^0 \bar{D}^{*0}$ scattering length is an accidental fine-tuning
of the excited P-wave charmonium state $\chi_{c1}(2P)$, whose quantum numbers are $J^{PC} =
1^{++}$, to the $D^0 \bar{D}^{*0}$ threshold. This mechanism is analogous to the Feshbach resonances
[65] that can be used to control the scattering lengths for atoms by adjusting the
magnetic field [66, 67, 68]. Feshbach resonances are currently being used to tune the
scattering lengths for atoms to arbitrarily large values in order to study Bose-Einstein
condensates of bosonic atoms and degenerate gases of fermionic atoms in the strongly-
interacting regime. In the case of the $D^0 \bar{D}^{*0}$ molecule, the fine-tuning parameter can
be identified as $m_u$, which can shift the $D^0$ and $\bar{D}^{*0}$ masses, thus changing the energy
gap $\nu$ between the $\chi_{c1}(2P)$ and the $D^0 \bar{D}^{*0}$ threshold. If the mass of the $\chi_{c1}(2P)$ is very
close to the $D^0 \bar{D}^{*0}$ threshold, it could fortuitously tune the energy gap $\nu$ for $\chi_{c1}(2P)$
to be smaller than the natural low-energy scale $m^2_\pi/(2\mu) \approx 10$ MeV associated with
pion exchange. In this case, a resonant interaction between the $\chi_{c1}(2P)$ and $D^0 \bar{D}^{*0}$
states generates a large $(DD^*)^0_+$ scattering length $a$ that increases as $1/\nu$. If $a > 0$,
there is a shallow bound state whose binding energy approaches Eq. (3.5) as $\nu \to 0$. In the expression (3.18) for the quantum state, the hadrons should be interpreted as those in the absence of the fine-tuning that generates the resonant interaction. In the limit $a \to \infty$, the probability $Z_\chi$ for $\chi_{c1}(2P)$ scales as $1/a$, as do the probabilities $Z_H$ for all other channels besides the $(DD^*)^0_+$ channel. This mechanism will be illustrated using an explicit field theory model in Section 4.2.

The coupling between $(DD^*)^0_+$ and nearby hadronic states such as $J/\psi \rho$ and $J/\psi \omega$ could also give rise to a large scattering length in the $(DD^*)^0_+$ channel. The large scattering length could be produced by an accidental fine-tuning of the scattering parameters associated with the coupled channels. If $a > 0$, there is a shallow bound state whose binding energy approaches Eq. (3.5) as $a \to \infty$. The probabilities for the coupled channel components of the bound state go to 0 as $1/a$ as $a \to \infty$. This mechanism will be illustrated in Section 4.3 using an explicit field theory model. Independent of the mechanism for the large scattering length, the shallow bound state has the same universal properties. In Chapter 5, these universal properties will be applied to the $X(3872)$.

Universality gives highly nontrivial predictions for 3-body systems, such as $D^0D^0\bar{D}^{*0}$. Unfortunately, as shown in Appendix A, the spectacular possibility of shallow $D^0D^0\bar{D}^{*0}$ molecules called Efimov states can be excluded.
If we consider only momenta small compared to the natural momentum scale $m_\pi$, hadrons such as $D^0$ and $\bar{D}^{*0}$ can be treated as point particles with pointlike interactions and can therefore be described by a local nonrelativistic quantum field theory. In the following sections, we discuss three fine-tuning mechanisms that can generate a large scattering length for the $(D\bar{D}^*)_0^+$ channel. These fine-tuning mechanisms are represented by the zero-range model, the resonance model, and the two-channel model, respectively. All of them give the universal amplitude in Eq. (3.9) in the limit of a large scattering length.

4.1 Zero-range model

The universal amplitude in Eq. (3.9) can be obtained from a local effective field theory for two particles that interact through an S-wave contact interaction only. The nonrelativistic field theory has fields $\psi_a$ and $\psi_b$ for the two particles with masses $m_a$ and $m_b$. The Hamiltonian density is the sum of mass terms, kinetic terms, and...
interaction terms:

\[ H_{\text{mass}} = m_a \psi_a^\dagger \psi_a + m_b \psi_b^\dagger \psi_b, \quad (4.1a) \]

\[ H_{\text{kin}} = -\frac{1}{2m_a} \psi_a^\dagger \nabla^2 \psi_a - \frac{1}{2m_b} \psi_b^\dagger \nabla^2 \psi_b, \quad (4.1b) \]

\[ H_{\text{int}} = \lambda_0 (\psi_a \psi_b)^\dagger (\psi_a \psi_b). \quad (4.1c) \]

This model has ultraviolet divergence that can be regularized by an ultraviolet cutoff \(|p| < \Lambda\) on the momentum in loop integral. The Feynman rule associated with the interaction is \(-i\lambda_0(\Lambda)\). It is convenient to express the coupling constant for the contact interaction in the form

\[ \lambda_0(\Lambda) = \frac{2\pi}{\mu} a_0(\Lambda), \quad (4.2) \]

where the parameter \(a_0(\Lambda)\) is a bare scattering length that depends on the ultraviolet momentum cutoff \(\Lambda\).

The connected truncated transition amplitude \(\mathcal{A}(E)\) in the center-of-momentum frame depends only on the total energy \(E\) of the two particles. It can be obtained by summing the geometric series of Feynman diagrams in Fig. 4.1:

\[ \mathcal{A}(E) = -\frac{(2\pi/\mu)a_0(\Lambda)}{1 + (2\pi/\mu)a_0(\Lambda)L(\Lambda, E)}, \quad (4.3) \]
where \( L(\Lambda, E) \) is the amplitude for the propagation of the particles between successive contact interactions:

\[
L(\Lambda, E) = \frac{\mu}{\pi^2} \left( \Lambda - \frac{\pi}{2} \sqrt{-2\mu E} \right) .
\]  

(4.4)

Renormalization is accomplished by eliminating \( a_0(\Lambda) \) in favor of the physical scattering length:

\[
a = \frac{a_0(\Lambda)}{1 + (2/\pi)\Lambda a_0(\Lambda)} .
\]

(4.5)

With this substitution, the expression for \( \mathcal{A}(E) \) in Eq. (4.3) reduces without approximation to the universal result in Eq. (3.9). Note that the scattering length \( a \) can be tuned to \( \pm \infty \) by tuning the bare scattering length to a critical value of order \( \Lambda^{-1} \):

\[
a_0(\Lambda) \longrightarrow -\frac{\pi}{2} \Lambda^{-1} .
\]

(4.6)

To describe the \( D^0 \bar{D}^{*0} / D^{*0} \bar{D}^0 \) system, we need to take into account the facts that the \( D^{*0} \) and \( \bar{D}^{*0} \) are spin-1 particles and that the large scattering length is in the \( C = + \) channel. The spin-0 particles \( D^0 \) and \( \bar{D}^0 \) can be described by single component scalar fields \( D \) and \( \bar{D} \), but the spin-1 particles \( D^{*0} \) and \( \bar{D}^{*0} \) require 3-component vector fields \( \mathbf{D} \) and \( \bar{\mathbf{D}} \). The large scattering length can be introduced through a contact interaction for the combination of fields \( (D \bar{D} + \bar{D} D) / \sqrt{2} \) that is even under charge conjugation. The hamiltonian density is the sum of mass terms, kinetic terms, and interaction terms:

\[
\mathcal{H}_{\text{mass}} = m_{D^{0}} (D^{\dagger} D + \bar{D}^{\dagger} \bar{D}) + m_{D^{*0}} (D^{\dagger} \cdot \mathbf{D} + \bar{D}^{\dagger} \cdot \bar{\mathbf{D}}) \]

(4.7a)

\[
\mathcal{H}_{\text{kin}} = -\frac{1}{2m_{D^{0}}} (D^{\dagger} \nabla^2 D + \bar{D}^{\dagger} \nabla^2 \bar{D}) - \frac{1}{2m_{D^{*0}}} (D^{\dagger} \cdot \nabla^2 \mathbf{D} + \bar{D}^{\dagger} \cdot \nabla^2 \bar{\mathbf{D}}) \]

(4.7b)

\[
\mathcal{H}_{\text{int}} = \frac{\lambda_0}{2} (D \bar{D} + \bar{D} D)^{\dagger} \cdot (D \mathbf{D} + \bar{D} \bar{\mathbf{D}}) .
\]

(4.7c)
Renormalization can be accomplished by eliminating the bare coupling constant \( \lambda_0(\Lambda) \) in favor of the scattering length \( a \) for the \( C = + \) channel using Eqs. (4.2) and (4.5). The resulting connected truncated transition amplitudes are proportional to the universal amplitude \( A(E) \) in Eq. (3.9), and diagonal in the spin projection quantum number \( m \) of the vector meson. For example, the transition amplitude for \( D^0 \bar{D}^{*0} \to D^0 \bar{D}^{*0} \) is

\[
A[D^0 \bar{D}^{*0} \to D^0 \bar{D}^{*0}] = \frac{1}{2} \delta_{mm'} A(E). 
\]  

(4.8)

The factor of 1/2 comes from projecting the initial and final state onto the channel \( C = + \) with the large scattering length.

4.2 Resonance model

The universal amplitude in Eq. (3.9) can also be obtained from a local effective field theory for two particles that interact through an S-wave contact interaction and through a coupling to a nearby particle. The nonrelativistic field theory has fields \( \psi_a, \psi_b, \) and \( \chi \). The hamiltonian density is the sum of mass terms, kinetic terms, and interaction terms:

\[
\mathcal{H}_{\text{mass}} = m_a \psi_a^\dagger \psi_a + m_b \psi_b^\dagger \psi_b + (m_a + m_b + \nu_0) \chi^\dagger \chi, 
\]

(4.9a)

\[
\mathcal{H}_{\text{kin}} = -\frac{1}{2m_a} \psi_a^\dagger \nabla^2 \psi_a - \frac{1}{2m_b} \psi_b^\dagger \nabla^2 \psi_b - \frac{1}{2(m_b + m_b)} \chi^\dagger \nabla^2 \chi, 
\]

(4.9b)

\[
\mathcal{H}_{\text{int}} = \lambda_0 (\psi_a \psi_b)^\dagger (\psi_a^\dagger \psi_b) + g_0 \left( \chi^\dagger \psi_a \psi_b + \psi_a^\dagger \psi_b^\dagger \chi \right). 
\]

(4.9c)

Generalization of the hamiltonian density in Eqs. (4.9) to the \( D^0 \bar{D}^{*0}/D^{*0} \bar{D}^0 \) system that couples to \( \chi_{c1}(2P) \) is straightforward. The nonrelativistic field theory has
local fields $D, \bar{D}, D, \bar{D}$, and $\chi$ for the $D^0, \bar{D}^0, D^{*0}, \bar{D}^{*0}$, and $\chi_{c1}(2P)$. The hamiltonian density is the sum of mass terms, kinetic terms, and interaction terms:

$$\mathcal{H}_{\text{mass}} = m_{D^0} (D^\dagger D + \bar{D}^\dagger \bar{D}) + m_{D^{*0}} (D^\dagger \cdot D + \bar{D}^\dagger \cdot \bar{D})$$

$$+ (m_{D^0} + m_{D^{*0}} + \nu_0) \chi^\dagger \cdot \chi$$

$$\mathcal{H}_{\text{kin}} = -\frac{1}{2m_{D^0}} (D^\dagger \nabla^2 D + D^\dagger \nabla^2 \bar{D}) - \frac{1}{2m_{D^{*0}}} (D^\dagger \cdot \nabla^2 D + \bar{D}^\dagger \cdot \nabla^2 \bar{D})$$

$$- \frac{1}{2(m_{D^0} + m_{D^{*0}})} \chi^\dagger \cdot \nabla^2 \chi,$$

$$\mathcal{H}_{\text{int}} = \frac{\lambda_0}{2} (D \bar{D} + \bar{D} D)^\dagger \cdot (D \bar{D} + \bar{D} D)$$

$$+ g_0 [\chi^\dagger \cdot (D \bar{D} + \bar{D} D) + (D \bar{D} + \bar{D} D)^\dagger \cdot \chi],$$

where $\lambda_0, g_0$, and $\nu_0$ are bare parameters that require renormalization. A similar field theory has been used to describe the behavior of cold atoms near a Feshbach resonance [69]. If we impose an ultraviolet cutoff $\Lambda$ on loop momenta and drop terms that decrease as inverse powers of $\Lambda$, the cutoff dependence can be removed by eliminating $\lambda_0, g_0$, and $\nu_0$ in favor of renormalized parameters $\lambda, g$, and $\nu$ defined by

$$\lambda = Z_\lambda^{-1} \lambda_0,$$

$$g = Z_\lambda^{-1} g_0,$$

$$\nu = \nu_0 + [Z_\lambda^{-1} - 1]g_0^2 / \lambda_0,$$

where the renormalization constant $Z_\lambda$ is

$$Z_\lambda = 1 + \frac{2}{\pi^2} \mu \lambda_0 \Lambda$$

and $\mu = m_{D^0} m_{D^{*0}} / (m_{D^0} + m_{D^{*0}})$ is the reduced mass. Note that the combinations $g_0 / \lambda_0 = g / \lambda$ and $\nu_0 - g_0^2 / \lambda_0 = \nu - g^2 / \lambda$ are renormalization invariants.

The natural scale for the ultraviolet momentum cutoff is $\Lambda \sim m_\pi$. The natural magnitude for the bare coupling constant $\lambda_0$ can be deduced by dimensional analysis:
\(|\lambda_0| \sim 1/(\mu m_\pi)|. This can be made evident by writing the renormalization condition Eq. (4.11a) in the form
\[
\frac{1}{\lambda} = \frac{1}{\lambda_0} + 2\frac{\pi}{\mu} \Lambda. \tag{4.13}
\]
If the renormalized coupling constant \(\lambda\) is fixed and \(\Lambda\) is sufficiently large, \(\lambda_0\) must scale like \((\mu \Lambda)^{-1}\) to compensate for the effect of the ultraviolet cutoff. The natural magnitude for \(g_0\) is \(\zeta m_\pi^{1/2}/\mu\), where the factor of \(m_\pi^{1/2}/\mu\) comes from dimensional analysis and \(\zeta\) is a numerical suppression factor associated with the violation of Zweig’s rule by the process \(\chi_{c1}(2P) \rightarrow D^0\bar{D}^{*0}\), which requires the creation of a light quark-antiquark pair. The renormalization condition Eq. (4.11b) implies that the numerical suppression factor \(\zeta\) is stable under renormalization and does not require fine-tuning. There is no natural magnitude for the bare parameter \(\nu_0\): it is completely adjustable. In the absence of fine-tuning, the renormalization constant \(Z_\lambda\) in Eq. (4.12) is comparable to 1. The renormalization conditions Eqs. (4.11a), (4.11b), and (4.11c) then imply that the natural magnitudes of the renormalized coupling constants are \(|\lambda| \sim (\mu m_\pi)^{-1}\), \(|g| \sim \zeta m_\pi^{1/2}/\mu\), and \(|\nu| \sim \max(|\nu_0|, \zeta^2 m_\pi^2/\mu)|.

The 2-body scattering amplitude in this model can be calculated analytically. The scattering length is
\[
a = \frac{\mu}{\pi} \left( \lambda - \frac{g^2}{\nu} \right). \tag{4.14}
\]
The natural magnitude for \(|a|\) is \(1/m_\pi\). The scattering length can be made unnaturally large either by making \(\lambda\) sufficiently large, which corresponds to tuning the potential between \(D^0\) and \(\bar{D}^{*0}\), or by making \(\nu\) sufficiently small, which corresponds to tuning
the energy gap between the \( \chi_{c1}(2P) \) and the \( D^0\bar{D}^{*0} \) threshold. In either case, low-energy universality implies that as \( a \) increases, the binding energy of the molecule approaches Eq. (3.5) and the \( D^0\bar{D}^{*0} \) or \( \bar{D}^0D^{*0} \) wavefunction approaches Eq. (3.6).

The first mechanism for generating a large scattering length is to make \( \lambda \) unnaturally large: \( |\lambda| \gg |\lambda_0| \). This can be accomplished by tuning \( \lambda_0 \) towards the critical value \( -\pi^2/(2\mu\Lambda) \), so that there is a near cancellation between the two terms on the right side of Eq. (4.13). This fine-tuning makes the renormalization constant \( Z_\lambda \) much less than 1. The renormalization condition Eq. (4.11b) implies that this fine-tuning also increases the strength of the effective coupling constant between \( \chi \) and \( D\bar{D} \): \( |g| \gg |g_0| \). This is also evident from the fact that \( g/\lambda = g_0/\lambda_0 \) is a renormalization invariant. There is a limit to how large the scattering length can be made using this mechanism. When \( Z_\lambda \) becomes smaller than \( g_0^2/|\lambda_0\nu_0| \), the \( g_0^2/\lambda_0 \) term in Eq. (4.11c) begins to dominate over the \( \nu_0 \) term. In this case, both terms in the scattering length Eq. (4.14) become large and they tend to cancel each other. Thus, with this mechanism, the maximum magnitude of the scattering length is of order \( (\lambda_0/g_0)^2\mu|\nu_0| \) which is of order \( \zeta^{-2}\mu|\nu_0|/m_\pi^3 \).

The second mechanism for generating a large scattering length is to make \( \nu \) sufficiently small. This can be accomplished by tuning \( \nu_0 \) towards the critical value \( -[Z_\lambda^{-1} - 1]g_0^2/\lambda_0 \) for which there is a near cancellation between the two terms on the right side of Eq. (4.11c). The scattering length can be made arbitrarily large using this mechanism.

The calculation of the binding energy \( E_X \) of \( X \) and of the probability \( Z_\chi \) for the \( \chi_{c1}(2P) \) component of the wavefunction can both be reduced to the solution of a cubic polynomial. The binding momentum \( \kappa \) defined by \( E_X = \kappa^2/(2\mu) \) satisfies the cubic
equation
\[ \kappa^2 + 2\mu\nu = \frac{\mu}{\pi} \lambda \kappa \left( \kappa^2 + 2\mu \left( \nu - \frac{g^2}{\lambda} \right) \right). \] (4.15)

In either of the two limits \( \lambda \to \infty \) or \( \nu \to 0 \), one of the three roots of this polynomial has the limiting behavior \( \kappa \to 1/a \). If \( a > 0 \), the probability \( Z_X \) for the \( \chi_{c1}(2P) \) component of the wavefunction is
\[ Z_X = \frac{1}{2\pi} \left( \frac{g^2/\lambda^2}{[\kappa^2 + 2\mu(\nu - g^2/\lambda)]^2} + \frac{1}{4\pi \kappa} \right)^{-1} \frac{\kappa - \pi/(\mu \lambda)}{\kappa^2 + 2\mu(\nu - g^2/\lambda)}. \] (4.16)

After expressing the observables \( E_X \) and \( Z_X \) as functions of \( a \) and the renormalization invariants \( g/\lambda \) and \( \nu - g^2/\lambda \), they can be expanded in powers of \( 1/a \):

\[ E_X \approx \frac{1}{2\mu a^2} \left( 1 - \frac{\pi(g/\lambda)^2}{\mu^2(\nu - g^2/\lambda)^2 a} + \ldots \right), \] (4.17a)
\[ Z_X \approx \frac{\pi(g/\lambda)^2}{\mu^2(\nu - g^2/\lambda)^2 a} + \ldots . \] (4.17b)

For any fine-tuning that produces a large scattering length, the bare coupling constants approach definite limiting values and therefore the renormalization invariants \( g/\lambda \) and \( \nu - g^2/\lambda \) approach definite limiting values. Thus the probability \( Z_X \) decreases like \( 1/a \).

The radiative and hadronic transitions and the annihilation decays of \( X(3872) \) produce particles with momenta larger than \( m_\pi \). They therefore cannot be described explicitly within an effective theory in which hadrons are treated as point particles with pointlike interactions. The inclusive effects of these decays can however be taken into account implicitly through local terms in the hamiltonian density. The inclusive effects of transitions of \( D^0 \bar{D}^{*0} \) or \( \bar{D}^0 D^{*0} \) to charmonium states and of their annihilation into light hadrons can be taken into account through an imaginary part of the bare coupling constant \( \lambda_0 \). The inclusive effects of transitions of \( \chi_{c1}(2P) \)
to other charmonium states and of its decays into light hadrons can be taken into account through an imaginary part of the bare parameter \( \nu_0 \): \( \text{Im} \nu_0 = -\frac{1}{2} \Gamma_{\chi_c1(2P)} \).

The imaginary part of \( g_0 \) can take into account interference effects associated with transitions of \( D^0 \bar{D}^{*0} \) and \( \chi_c1(2P) \) to the same final states. If the parameters \( \lambda_0 \), \( g_0 \), and \( \nu_0 \) have small imaginary parts, the scattering length Eq. (4.14) is complex-valued with a small imaginary part. If a fine-tuning makes the real part of \( a \) large, the binding energy of \( X \) is given by the real part of the expression Eq. (3.5). Its imaginary part should be interpreted as \( \frac{1}{2} \Delta \Gamma_X \), where \( \Delta \Gamma_X \) is the contribution to the width from the decays whose effects are taken into account through \( \text{Im} \lambda_0 \), \( \text{Im} g_0 \), and \( \text{Im} \nu_0 \). At first order in the imaginary parts of \( \lambda_0 \), \( g_0 \), and \( \nu_0 \), the contribution to the width is

\[
\Delta \Gamma_X = \frac{2}{\pi |a|^3} \left[ (1 - 2a\Lambda/\pi)^2 (\text{Im} \lambda_0) + 2\frac{g}{\nu} (1 - 2a\Lambda/\pi) \text{Im} g_0 + \frac{g^2}{\nu^2} (\text{Im} \nu_0) \right].
\]

(4.18)

If we express \( g/\nu \) in terms of \( a \) and the renormalization invariants, we see that it increases linearly with \( a \): \( g/\nu = a(g/\lambda)/(\nu - g^2/\lambda) \). Thus all three terms in Eq. (4.18) scale as \( 1/a \) in the limit \( a \to \infty \).

### 4.3 Two-channel model

Cohen, Gelman, and van Kolck have constructed a renormalizable effective field theory that describes two scattering channels with S-wave contact interactions [70]. We will refer to this model as the *two-channel scattering model*. An essentially equivalent model has been used to describe the effects of \( \Delta \Delta \) states on the two-nucleon system [71]. The parameters of this model can be tuned to produce a large scattering length in the lower energy channel. It can therefore be used as a simple model.
for the effects on the $D^0\bar{D}^{*0}/D^{*0}\bar{D}^0$ system of other hadronic channels with nearby thresholds, such as $J/\psi\rho$, $J/\psi\omega$, and $D^\pm D^{*\mp}$.

### 4.3.1 Two-body amplitudes

The two-channel model of Ref. [70] describes two scattering channels with S-wave contact interactions only. We label the particles in the first channel 1a and 1b and those in the second channel 2a and 2b. We denote the reduced masses in the two channels by $\mu_1$ and $\mu_2$. The nonrelativistic field theory has fields $\psi_{1a}$, $\psi_{1b}$, $\psi_{2a}$, and $\psi_{2b}$. The hamiltonian density is the sum of mass terms, kinetic terms, and interaction terms:

$$H_{\text{mass}} = \sum_i m_{ia} \psi_{ia}^\dagger \psi_{ia} + m_{ib} \psi_{ib}^\dagger \psi_{ib}, \quad (4.19a)$$

$$H_{\text{kin}} = -\sum_i \left( \frac{1}{2m_{ia}} \psi_{ia}^\dagger \nabla^2 \psi_{ia} + \frac{1}{2m_{ib}} \psi_{ib}^\dagger \nabla^2 \psi_{ib} \right), \quad (4.19b)$$

$$H_{\text{int}} = \sum_{i,j} \lambda_{0,ij}(\Lambda) (\psi_{ja} \psi_{jb})^\dagger (\psi_{ia} \psi_{ib}), \quad (4.19c)$$

where the sums are over the two channels 1 and 2. The three bare interaction parameters $\lambda_{0,11}(\Lambda)$, $\lambda_{0,12}(\Lambda) = \lambda_{0,21}(\Lambda)$, and $\lambda_{0,22}(\Lambda)$ can be eliminated in favor of three renormalized interaction parameters $a_{11}$, $a_{12}$, and $a_{22}$ with dimensions of length.

The renormalized scattering parameters in Ref. [70] were defined in such a way that $a_{11}$ and $a_{22}$ reduce in the limit $a_{12} \to \pm \infty$ to the scattering lengths for the two channels. It is also convenient to define the energy gap $\Delta$ between the two scattering channels, which is determined by the masses of the particles:

$$\Delta = m_{2a} + m_{2b} - (m_{1a} + m_{1b}). \quad (4.20)$$

The truncated connected transition amplitude $A(E)$ for this coupled-channel system is a $2 \times 2$ matrix that depends only on the energy $E$ in the center-of-mass frame. If
that energy is measured relative to the threshold \( m_{1a} + m_{1b} \) for the first scattering channel, the inverse of the matrix \( \mathcal{A}(E) \) is\(^1\)

\[
\mathcal{A}(E)^{-1} = \frac{1}{2\pi} \left( \mu_1 \left[ \frac{-1}{a_{11}} + \sqrt{-2\mu_1 E} \right] \sqrt{\frac{\mu_1 \mu_2/a_{12}}{\mu_2 \left[ -1/a_{22} + \sqrt{2\mu_2 (\Delta - E)} \right]}} \right).
\]  

(4.21)

The square roots are defined for negative real arguments by the prescription \( E \to E + i\epsilon \) with \( \epsilon \to 0^+ \). The amplitudes defined by Eq. (4.21) are for transitions between states with the standard nonrelativistic normalizations. The transitions between states with the standard relativistic normalizations are obtained by multiplying by a factor \( \sqrt{2m_i} \) for every particle in the initial and final state. We will need explicit expression for the 11 and 12 entries of this matrix:\n
\[
\mathcal{A}_{11}(E) = \frac{2\pi}{\mu_1} \left( \frac{-1}{a_{11}} + \sqrt{-2\mu_1 E} - \frac{1}{a_{12}^2} \left[ -1/a_{22} + \sqrt{2\mu_2 (\Delta - E)} \right]^{-1} \right)^{-1},
\]

(4.22a)

\[
\mathcal{A}_{12}(E) = \frac{2\pi}{\sqrt{\mu_1 \mu_2}} \left( \frac{1}{a_{12}} - a_{12} \left[ -1/a_{11} + \sqrt{-2\mu_1 E} \right] \left[ -1/a_{22} + \sqrt{2\mu_2 (\Delta - E)} \right] \right)^{-1}.
\]

(4.22b)

The T-matrix element for the elastic scattering of particles in the first channel with relative momentum \( p \) is obtained by evaluating \( \mathcal{A}_{11}(E) \) in Eq. (4.22a) at the energy \( E = p^2/(2\mu_1) \):

\[
T_{11}(p) = \frac{2\pi}{\mu_1} \left( \frac{-1}{a_{11}} - ip - \frac{1}{a_{12}^2} \left[ -1/a_{22} + \sqrt{2\mu_2 \Delta - (\mu_2/\mu_1)p^2} \right]^{-1} \right)^{-1}.
\]

(4.23)

The effective range expansion for \( T_{11}(p) \) can be expressed in the form

\[
\frac{1}{T_{11}(p)} = \frac{\mu_1}{2\pi} \left( -\frac{1}{a} - ip + \frac{1}{2} r_s p^2 + \cdots \right).
\]

(4.24)

\(^1\)The expression for the matrix \( T_s^{-1} \) in Eq. (2.18) of Ref. [70] should be equal to \( \mathcal{A}(E)^{-1} \) evaluated at \( E = p^2/(2\mu_1) \). There is an error in the 22 component of \( T_s^{-1} \): the square root \( \sqrt{p^2 - 2\mu_2 \Delta} \) should be \( \sqrt{(\mu_2/\mu_1)p^2 - 2\mu_2 \Delta} \).
Comparing with Eq. (4.23), we can read off the inverse scattering length $1/a$ and the effective range $r_s$ for the first channel:

$$\frac{1}{a} = \frac{1}{a_{11}} + \frac{1}{a_{12}^2} \left[ \sqrt{2\mu_2\Delta} - 1/a_{22} \right]^{-1}, \quad (4.25a)$$

$$r_s = -\frac{\mu_2/\mu_1}{a_{12}\sqrt{2\mu_2\Delta}} \left[ \sqrt{2\mu_2\Delta} - 1/a_{22} \right]^{-2}. \quad (4.25b)$$

Note that the effective range is negative definite.

If there is a bound state with energy $-\kappa^2/(2\mu_1)$ below the scattering threshold for the first channel, the matrix $A(E)$ given by Eq. (4.21) has a pole at $E = -\kappa^2/(2\mu_1)$. The binding momentum $\kappa$ satisfies

$$\kappa = \frac{1}{a_{11}} + \frac{1}{a_{12}^2} \left[ -1/a_{22} + \sqrt{2\mu_2\Delta} + (\mu_2/\mu_1)\kappa^2 \right]^{-1}. \quad (4.26)$$

The behavior of the matrix $A(E)$ as the energy $E$ approaches the pole associated with the bound state is

$$A(E) \rightarrow -\frac{1}{E + \kappa^2/(2\mu_1)} \begin{pmatrix} A_{X1} \\ A_{X2} \end{pmatrix} \otimes \begin{pmatrix} A_{X1} & A_{X2} \end{pmatrix}. \quad (4.27)$$

The components $A_{X1}$ and $A_{X2}$ of the column vector are the amplitudes for transitions from the bound state to particles in the first and second channels, respectively. The column vector is an eigenvector of the matrix $A(E)^{-1}$ in Eq. (4.21) with eigenvalue zero, so its components must satisfy

$$\mu_1[-1/a_{11} + \kappa] A_{X1} + \sqrt{\mu_1\mu_2/a_{12}} A_{X2} = 0. \quad (4.28)$$

Because the only interactions in the two-channel model are contact interactions, the dependence of the wavefunction on the relative momentum of the constituents comes only from propagators. The wavefunction can be expressed in the form

$$\psi(p) = N \begin{pmatrix} 2\mu_1 A_{X1}[p^2 + \kappa^2]^{-1} \\ 2\mu_2 A_{X2}[p^2 + 2\mu_2\Delta + (\mu_2/\mu_1)\kappa^2]^{-1} \end{pmatrix}, \quad (4.29)$$
where $N$ is a normalization constant. The normalization condition

$$
\int \frac{d^3p}{(2\pi)^3} \left( |\psi_1(p)|^2 + |\psi_2(p)|^2 \right) = 1
$$

(4.30)

can be expressed as $Z_1 + Z_2 = 1$, where $Z_1$ and $Z_2$ are the probabilities for the bound state to consist of the particles in the first and second channels, respectively. The probability $Z_1$ for the first channel is given by

$$
Z_1^{-1} = 1 + \frac{(\mu_2/\mu_1)a_{12}^2(-1/a_{11} + \kappa)^2\kappa}{\sqrt{2\mu_2\Delta + (\mu_2/\mu_1)\kappa^2}}.
$$

(4.31)

The renormalizability of the two-channel model [70] implies that the renormalized scattering parameters are independent of the ultraviolet cutoff $\Lambda$ and it guarantees that $\Lambda$ can be made arbitrarily large without compromising the consistency of the model. In any specific application, there will be a physical ultraviolet cutoff that sets an upper limit on the momenta for which the scattering model is valid. This physical ultraviolet cutoff $\Lambda$ sets the natural scale for other scattering parameters, such as P-wave parameters or S-wave parameters that correspond to momentum-dependent interactions.

### 4.3.2 Large scattering length

The two-channel model of Ref. [70] can be used as a phenomenological model for a system with a large scattering length $a$ in the first channel. The large scattering length requires a fine-tuning of the parameters $a_{11}, a_{22}, a_{12},$ and $\Delta$. There are various ways to tune the parameters so that $a \to \pm \infty$. For example, if $a_{11} < a_{12}^2/a_{22}$, the energy gap $\Delta$ can be tuned to the critical value where the right side of Eq. (4.25a) vanishes. Alternatively, the scattering parameter $a_{11}$ can be tuned to the critical value $-a_{12}^2[\sqrt{2\mu_2\Delta} - 1/a_{22}]$. The coefficients in the low-energy expansion of $T_{11}(p)^{-1}$
are proportional to various powers of $1/a_{11}$, $1/a_{12}$, and $\sqrt{2\mu_2\Delta}$. We assume that these momentum scales are comparable in magnitude. We refer to that common momentum scale as the natural low-energy scale and we denote it by $\Lambda$.

For $|a| \gg \Lambda^{-1}$ and $|E| \ll \Lambda^2/(2\mu_1)$, the amplitude $A_{11}(E)$ in Eq. (4.22a) approaches the universal amplitude $A(E)$ in Eq. (3.9) with $\mu = \mu_1$. It follows that for $p \ll \Lambda$ the T-matrix element $T_{11}(p)$ in Eq. (4.23) approaches the universal T-matrix element $T(p)$ in Eq. (3.4). For $a \gg \Lambda^{-1}$, the solution to Eq. (4.26) for the binding momentum $\kappa$ approaches $1/a$, so $\kappa^2/(2\mu)$ approaches the universal binding energy $E_X$ in Eq. (3.5). The probability for the bound state to consist of particles in the first channel $Z_1$, which is given by Eq. (4.31), approaches 1 and $Z_2$ scales as $1/a$ as $1/a \to 0$. Finally the amplitude $A_{X1}$ for transitions from the bound state to particles in the first channel, which is defined in Eq. (4.27), approaches the universal amplitude $A_X$ in Eq. (3.8).

4.3.3 Unstable particle in the second channel

Now let us suppose one of the scattering particles in the second channel has a nonzero width. We take that particle to be $2b$. We assume that its width $\Gamma_{2b}$ arises from its decay into particles with relativistic momenta that are much greater than the ultraviolet cutoff $\Lambda_{UV}$ that defines the domain of validity of the two-channel model. The momenta of the decay products are therefore also much greater than $\sqrt{2\mu_2\Delta}$. We assume that $\Gamma_{2b}$ is small compared to the mass $m_{2b}$, but not necessarily small compared to the energy gap $\Delta$ between the two channels. This makes it necessary to take into account the contribution to the self-energy of particle $2b$ from the coupling to its decay products.
If the self-energy of particle 2b was taken into account, it would modify the term \( \sqrt{2\mu_2(\Delta - E)} \) in the inverse of the matrix of transition amplitudes given in Eq. (4.21). That term arises from the amplitude for the propagation of particles in the second channel between contact interactions, which is given by the integral

\[
\int \frac{d^3p}{(2\pi)^3} \frac{-1}{E - \Delta - \frac{p^2}{2\mu_2} + i\epsilon} = \frac{\mu_2}{\pi^2} \left( \Lambda_{\text{UV}} - \frac{\pi}{2} \sqrt{2\mu_2(\Delta - E - i\epsilon)} \right).
\]  

The cutoff constrains the momentum to the region in which the nonrelativistic approximation for the energy of the particle 2b is valid. In this region, the self-energy \( \Pi \) can be expressed as a function of \( E' = E - \Delta - \frac{p^2}{2\mu_2} \). It can be taken into account by replacing \( \Delta \) in the integral in Eq. (4.32) by \( \Delta + \Pi(E') \). The assumption that the decay products of particle 2b have relativistic momenta comparable to \( m_{2b} \) implies that their contributions to \( \Pi(E') \) have significant dependence on \( E' \) only for variations in \( E' \) that are comparable to \( m_{2b} \). For energies satisfying \( |E| \ll \Lambda_{\text{UV}}^2/(2\mu_2) \) and loop momenta \( p < \Lambda_{\text{UV}} \), the dependence on \( E' \) can be neglected and the argument of \( \Pi(E') \) can be set to a constant, such as \( -\Delta \). The prescription for taking into account the self-energy then reduces to replacing \( \Delta \) in the integral in Eq. (4.32) by \( \Delta + \Pi(-\Delta) \). The real part of \( \Pi(-\Delta) \) can be absorbed into \( \Delta \) so that it becomes the physical threshold. The imaginary part of \( \Pi(-\Delta) \) is related to the width of particle 2b: \( \text{Im}\Pi(-\Delta) = -\Gamma_{2b}/2 \). Thus the leading effect of the self-energy can be taken into account by replacing \( \Delta \) in Eq. (4.21) by the complex-valued energy gap

\[
\Delta = m_{2a} + m_{2b} - (m_{1a} + m_{1b}) - i\Gamma_{2b}/2.
\]  

For example, the imaginary part of the inverse scattering length given by Eq. (4.25a) is

\[
\text{Im} \frac{1}{a} = -\frac{\text{Im}\sqrt{2\mu_2\Delta}}{a_{12}^2 \left| \sqrt{2\mu_2\Delta} - 1/a_{22} \right|^2}.  
\]  

(4.34)
If $\Delta$ is complex, the solution to Eq. (4.26) for the binding momentum $\kappa$ is complex. It determines the pole mass $m_{X,\text{pole}}$ and the width $\Gamma_X$ of the weakly-bound state according to
\begin{equation}
 m_{1a} + m_{1b} - \kappa^2/(2\mu_1) = m_{X,\text{pole}} - i\Gamma_X/2. \tag{4.35}
\end{equation}

The imaginary part reflects the fact that the bound state can decay into particle 2a and decay products of particle 2b. The quantities $m_{X,\text{pole}}$ and $\Gamma_X$ in Eq. (4.35) give the location of a pole in the S-matrix. They need not have the standard interpretations as the location of the peak and the full width at half maximum of a Breit-Wigner resonance.

4.3.4 Factorization

There are universal features associated with transitions from the first channel to the second channel. If $|a| \gg \Lambda^{-1}$ and $|E| \ll \Lambda^2/\mu_1$, the leading term in the transition amplitude $A_{12}(E)$ in Eq. (4.22b) reduces to
\begin{equation}
 A_{12}(E) = -\sqrt{\mu_1/\mu_2} \frac{a_{12}}{a_{12}} \left[\sqrt{2\mu_2\Delta} - 1/a_{22}\right]^{-1} A(E), \tag{4.36}
\end{equation}
where $A(E)$ is the universal amplitude in Eq. (3.9) with $\mu$ replaced by $\mu_1$. For $a \gg \Lambda^{-1}$, the leading term in the amplitude $A_{X2}$ for transitions of the weakly-bound state $X$ to particles in the second channel, which is defined in Eq. (4.27), reduces to
\begin{equation}
 A_{X2} = -\sqrt{\mu_1/\mu_2} \frac{a_{12}}{a_{12}} \left[\sqrt{2\mu_2\Delta} - 1/a_{22}\right]^{-1} A_X, \tag{4.37}
\end{equation}
where $A_X$ is the universal amplitude in Eq. (3.8). Note that the ratio $A_{12}(E)/A_{X2}$ of the amplitudes in Eqs. (4.36) and (4.37) is a universal function of $a$ and $E$ only.

The expressions for $A_{12}(E)$ and $A_{X2}$ in Eqs. (4.36) and (4.37) are examples of factorization formulas. They express the leading terms in the amplitudes as products.
of the same short-distance factor and different long-distance factors $A(E)$ and $A_X$. The long-distance factors involve the large scattering length $a$. The limit $|a| \to \infty$ has been taken in the short-distance factors. The conditions $|E| \ll \Lambda^2/(2\mu)$ or $E = -E_X$ require the particles in the second channel to be off the energy shell by approximately $\Delta$. In the short time $1/\Delta$ allowed by the uncertainty principle, those particles can propagate only over short distances of order $(2\mu^2\Delta)^{-1/2}$. This is small compared to the distance scales $(2\mu|E|)^{-1/2}$ or $|a|$ associated with the particles in the first channel. Thus as far as they are concerned, the particles in the second channel act only as a point source for particles in the first channel. The amplitudes for particles from such a point source to evolve into particles of energy $E$ and into the weakly-bound state are $L(\Lambda, E)A(E)$ and $L(\Lambda, -E_X)A_X$, respectively. By using the conditions $|E|, E_X \ll \Lambda^2/(2\mu)$, these amplitudes reduce to $(\mu\Lambda/\pi^2)A(E)$ and $(\mu\Lambda/\pi^2)A_X$, respectively. In these expressions, the short-distance factors are identical and the long-distance factors are the same as those in Eqs. (4.36) and (4.37).

Using Eq. (4.31), the probability $Z_2 = 1 - Z_1$ for the bound state to consist of particles in the second channel reduces to

$$Z_2 = \frac{(\mu_2/\mu_1)}{a_{12}^2 \sqrt{2\mu_2 \Delta}} \left[ \sqrt{2\mu_2 \Delta} - 1/a_{22} \right]^{-2} \frac{1}{a}. \tag{4.38}$$

Note that the probability $Z_2$ differs from $|A_{X2}|^2$ only by kinematic factors:

$$|A_{X2}|^2 = \sqrt{8\pi^2 \Delta/\mu_2^3} Z_2. \tag{4.39}$$

This relation also follows directly from the wavefunction in Eq. (4.29) if we use the fact that the normalization factor $N$ approaches 1 as $a \to \infty$. Thus the relation between the probability and the transition amplitude in Eq. (4.39) is not specific to the 2-channel model. It applies more generally to any 2-particle component of
the bound state whose wavefunction can be approximated by \((p^2 + 2\mu_2 \Delta)^{-1}\), where \(\Delta\) is the energy gap. It requires only that \(\Delta\) is small enough that the interaction in that channel can be approximated by an S-wave contact interaction at momenta comparable to \(\sqrt{2\mu_2 \Delta}\).
CHAPTER 5

FACTORIZATION IN THE PRODUCTION AND DECAY OF THE $X(3872)$

The production and decay of the $X(3872)$ are analyzed under the assumption that the $X$ is a weakly-bound molecule of the charm mesons $D^0\bar{D}^{*0}$ and $D^{*0}\bar{D}^0$. The decays imply that the large $D^0\bar{D}^{*0}$ scattering length has an imaginary part. An effective field theory for particles with a large complex scattering length is used to derive factorization formulas for production rates and decay rates of $X$. The factorization formulas relate the rates for production of $X$ to those for production of $D^0\bar{D}^{*0}$ and $D^{*0}\bar{D}^0$ near threshold. They also imply that the line shape of $X$ differs significantly from that of a Breit-Wigner resonance.

5.1 Short-distance decays of $X$

The decay modes of the $X(3872)$ can be classified into long-distance decays and short-distance decays. The long-distance decay modes are $D^0\bar{D}^{*0}\pi^0$ and $D^0\bar{D}^{*0}\gamma$, which proceed through the decay of a constituent $D^{*0}$ or $\bar{D}^{*0}$. These decays are dominated by a component of the wavefunction of the $X$ in which the separation of the $D$ and $D^*$ is of order $|a|$. These long-distance decays involve interesting interference effects.
between the $D^0 \bar{D}^*$ and $D^* \bar{D}^0$ components of the wavefunction [41]. The short-distance decays involve a component of the wavefunction in which the separation of the $D$ and $D^*$ is of order $1/m_\pi$ or smaller. Examples are the observed decay modes $J/\psi \pi^+\pi^-$, $J/\psi \pi^+\pi^-\pi^0$, and $J/\psi \gamma$.

Short-distance decays of the $X$ into a hadronic final state $H$ involve well-separated momentum scales. The $DD^*$ wavefunction of the $X$ involves the momentum scale $1/|a|$ set by the large scattering length. The transition of the $DD^*$ to $H$ involves momentum scales $m_\pi$ or larger. We will refer to momentum scales of order $1/|a|$ and smaller as long-distance scales and momentum scales of order $m_\pi$ and larger as short-distance scales. We denote the arbitrary boundary between these two momentum regions by $\Lambda$.

The separation of scales $|a| \gg 1/m_\pi$ in the decay process $X \to H$ can be exploited through a factorization formula for the T-matrix element:

$$T[X \to H] = \sqrt{2m_X} A_X \times A_{\text{short}}[(D\bar{D})^0 \to H].$$

(5.1)

In the long-distance factor, $A_X$ is the universal amplitude given in Eq. (3.8) and the factor of $\sqrt{2m_X}$ takes into account the difference between the standard nonrelativistic and relativistic normalizations of states. If the complex scattering length is parameterized as in Eq. (3.10), this factor is

$$A_X = \frac{\sqrt{2\pi}}{\mu} (\gamma_{\text{re}} + i\gamma_{\text{im}})^{1/2}.$$  

(5.2)

The short-distance factor $A_{\text{short}}$ in Eq. (5.1) is insensitive to $a$, and one can therefore take the limit $|a| \to \infty$ in this factor. The factorization formula in Eq. (5.1) can serve as a definition of the short-distance factor. The content of the factorization statement then resides in the fact that, up to corrections suppressed by powers of
$1/(am_π)$, the same short-distance factor appears in the factorization formula for the T-matrix element for the scattering process $D^0\bar{D}^{*0} \to H$ at energies $E$ near the $D^0\bar{D}^{*0}$ threshold:

$$T[D^0\bar{D}^{*0} \to H] = \frac{1}{\sqrt{2}} \sqrt{4m_{D^0}m_{D^{*0}}} A(E) \times A_{\text{short}}[(DD^*^0)_+ \to H]. \tag{5.3}$$

In the long-distance factor, the $1/\sqrt{2}$ is the amplitude for $D^0\bar{D}^{*0}$ to be in the channel $(DD^*)_0$ with the large scattering length, the factor of $\sqrt{4m_{D^0}m_{D^{*0}}}$ takes into account the difference between the standard nonrelativistic and relativistic normalizations of states, and $A(E)$ is the universal amplitude given in Eq. (3.9). If the complex scattering length is parameterized as in Eq. (3.10), this factor is

$$A(E) = \frac{2\pi/\mu}{-\gamma_{\text{re}} - i(\gamma_{\text{im}} + \sqrt{2\mu E})}. \tag{5.4}$$

The factorization formulas in Eqs. (5.3) and (5.1) are analogous to those in Eqs. (4.36) and (4.37) for the two-channel model with a large scattering length in the first channel.

The factorization formulas in Eqs. (5.1) and (5.3) can be motivated diagrammatically by separating virtual particles into soft particles and hard particles according to whether they are off their energy shells by less than or by more than $\Lambda^2/(2\mu)$, where $\Lambda$ is the arbitrary momentum separating the long-distance scale $1/|a|$ and the short-distance scale $m_π$. Any contribution from soft particles inside a subdiagram all of whose external legs are hard can be Taylor-expanded in the momentum of the soft particles, leading to suppression factors of $1/(a\Lambda)$. The diagrams with the fewest suppression factors will be ones that can be separated into a part for which all the internal lines are hard particles and a part that involves only soft particles. This separation leads to the factorization formula.
Figure 5.1: Feynman diagram for $X \to J/\psi \pi^+\pi^-$ that scale like $(am_\pi)^{-1/2}$. The $(DD^*)_0^+\pi^+$ wavefunction of the $X$ is the integral over the loop energy of the product of the blob and the attached propagators.

The leading terms in the T-matrix element for $X \to H$ in the limit $|a|m_\pi \gg 1$ can be represented by the Feynman diagrams in Fig. 5.1 and can be expressed as

$$
T[X \to H] = \sqrt{2m_X} \int \frac{d^3p}{(2\pi)^3} \psi(p) A^{(\Lambda)}[(DD^*)_0^+ \to H],
$$

where $\psi(p)$ is the universal wavefunction in Eq. (3.7). The factor $A^{(\Lambda)}$, which is represented by a dot in Fig. 5.1, is an amplitude for the transition $(DD^*)_0^+ \to H$ in which all virtual particles are off their energy shells by more than $\Lambda^2/(2\mu)$. It is therefore insensitive to the relative momentum $p$ of the $D$ and $D^*$. If that momentum dependence is neglected and if the integral in Eq. (5.5) is regularized by a momentum cutoff $|p| < \Lambda$, the wavefunction factor reduces in the limit $|a| \gg \Lambda^{-1}$ to

$$
\int \frac{d^3p}{(2\pi)^3} \psi(p) = \sqrt{\frac{2}{\pi^3}} \Lambda a^{-1/2}.
$$

The factorization formula in Eq. (5.1) is then obtained by absorbing a factor of $(\mu/\pi^2)\Lambda$ into $A^{(\Lambda)}$ to obtain the short-distance factor:

$$
A_{\text{short}}[(DD^*)_0^+ \to H] = \left(\frac{\mu}{\pi^2}\Lambda\right) A^{(\Lambda)}[(DD^*)_0^+ \to H].
$$
Figure 5.2: Feynman diagrams for $D^0 \bar{D}^{*0} \rightarrow J/\psi \pi^+ \pi^-$ that are enhanced near the $D^0 \bar{D}^{*0}$ threshold by a factor of $a m_{\pi}$. The blob represents the geometric series of Feynman diagrams in Fig. 4.1.

Since the T-matrix element in Eq. (5.1) is independent of the arbitrary separation scale, the dependence on $\Lambda$ must cancel between the two factors on the right side of Eq. (5.7).

The leading term in the T-matrix element for $D^0 \bar{D}^{*0} \rightarrow H$ in the limits $|a| \gg \Lambda^{-1}$ and $E \ll \Lambda^2/(2 \mu)$ can be represented by the Feynman diagram in Fig. 5.2 and can be expressed as

$$T[D^0 \bar{D}^{*0} \rightarrow H] = \frac{1}{\sqrt{2}} \sqrt{4 m_{D^0} m_{D^{*0}}} A(E) L(\Lambda, E) A^{(\Lambda)}[(D D^*)^0_+ \rightarrow H].$$  \hspace{1cm} (5.8)

The factor $L(\Lambda, E)$ is the amplitude for the propagation of the $D$ and $D^*$ between successive contact interactions, which is given in Eq. (4.4). The approximation $E \ll \Lambda^2/(2 \mu)$ justifies neglecting the $\sqrt{2 \mu E}$ term in $L(\Lambda, E)$. The factorization formula in Eq. (5.3) is then obtained by absorbing the remaining term $(\mu/\pi^2)\Lambda$ into $A^{(\Lambda)}$ to obtain the short-distance factor in Eq. (5.7).

The factorization formula for the T-matrix element in Eq. (5.1) implies a factorization formula for the decay rate for $X \rightarrow H$. The decay rate $\Gamma[X \rightarrow H]$ can be
expressed as the product of a short-distance factor and the long-distance factor

\[ |A_X|^2 = \frac{2\pi}{\mu^2} \sqrt{\gamma_{re}^2 + \gamma_{im}^2}. \quad (5.9) \]

Using the expressions for the binding energy and the total width of the \( X \) in Eqs. (3.12) and (3.11b), the long-distance factor in Eq. (5.9) can be expressed as

\[ |A_X|^2 = \sqrt{\frac{8\pi^2}{\mu^3} \left[ E_X + \Gamma_X^2/(16E_X) \right]}^{1/2}. \quad (5.10) \]

If the partial width for a short-distance decay mode of the \( X \) has been calculated using a model with a specific binding energy, the factorization formula for the decay rate can be used to extrapolate the prediction to other values of the binding energy and to take into account the effect of the width of the \( X \). This is useful because numerical calculations in models often become increasingly unstable as the binding energy is tuned to zero. Swanson has estimated the partial widths for various short-distance decays of \( X \) using a potential model, but only for binding energies down to about 1 MeV and without taking into account the effect of the width of the \( X \) [33, 72]. His predictions can be extrapolated to other values of the binding energy and the width of the \( X \) can be taken into account by using the long-distance factor in Eq. (5.10).

### 5.2 Production of \( X \)

The production of \( X \) necessarily involves the long-distance momentum scale \( 1/|a| \) through the \( (DD^*)_0^+ \) wavefunction of the \( X \). The production also involves much larger momentum scales. Unless there are already hadrons in the initial state containing a \( c \) and \( \bar{c} \), the production process involves the scale \( m_c \) associated with the creation of a \( c\bar{c} \) pair. Even if the initial state includes hadrons that contain \( c \) and \( \bar{c} \), such as \( J/\psi \) or \( D^+ \)
and $D^-$, the production process involves the scale $m_\pi$ associated with the formation of the $D^0$ and $\bar{D}^{*0}$ that bind to form the $X$. We will define a short-distance production process to be one for which the initial state either does not include any of the charm mesons $D^0$, $\bar{D}^{*0}$, $D^{*0}$, or $\bar{D}^0$, or if it does, the momentum of the charm meson in the rest frame of the $X$ is of order $m_\pi$ or larger. All practical production mechanisms for $X$ in high energy physics are short-distance processes. Long-distance production mechanisms could arise in a hadronic medium that includes charm mesons, such as that produced by relativistic heavy-ion collisions.

In a short-distance production process, the separation between the long-distance scale $1/|a|$ and all the shorter-distance momentum scales can be exploited through a factorization formula that expresses the leading term in the production rate as the product of a long-distance factor that involves $a$ and a short-distance factor that is insensitive to $a$. To be definite, we will consider the specific production process $B \to XK$. The factorization for any other short-distance production process will have the same long-distance factor but a different short-distance factor.

There are many momentum scales that play an important role in the decay $B \to XK$, ranging from the extremely short-distance scales $m_W$ and $m_b$ associated with the quark decay process $b \to c\bar{c}s$ to the smaller short-distance scales $\Lambda_{QCD}$ and $m_\pi$ involved in formation of the final-state hadrons to the long-distance scale $1/|a|$ associated with the $(DD^*)^0_+$ wavefunction of the $X$. We denote the arbitrary boundary between the long-distance momentum region and the short-distance momentum region by $\Lambda$.

The separation between the long-distance scale $1/|a|$ and all the short-distance momentum scales in the decay $B \to XK$ can be exploited through a factorization
formula for the T-matrix element:

$$T[B \to XK] = A_{\text{short}}[B \to (DD^*)_+ K] \times A_X \sqrt{2m_X}. \quad (5.11)$$

In the long-distance factor, $A_X$ is the universal amplitude in Eq. (5.2). The short-distance factor in Eq. (5.11) is insensitive to $a$ and one can therefore take the limit $|a| \to \infty$ in that factor. The factorization formula in (5.11) can serve as the definition of the short-distance factor. The content of the factorization statement then resides in the fact that the same short-distance factor appears in the factorization formula for the T-matrix element for the decay $B \to D^0 \bar{D}^{*0} K$ when the $DD^*$ invariant mass is near the $D^0 \bar{D}^{*0}$ threshold. This factorization formula is discussed in Section 5.3.

The factorization formula in Eq. (5.11) can be motivated diagrammatically by separating the loop integrals in the decay amplitude according to whether the virtual particles are off their energy shells by less than or by more than $\Lambda^2/(2\mu)$. The leading terms in the decay amplitude for $B \to XK$ are suppressed only by a factor
of $(amπ)^{-1/2}$. These terms can be represented by the Feynman diagram in Fig. 5.3 and can be expressed in the form

$$T[B \to XK] = \sqrt{2m_X} \int \frac{d^3p}{(2\pi)^3} \psi(p) A^{(A)}[B \to (DD^*)^0_+ K], \quad (5.12)$$

where $\psi(p)$ is the universal wavefunction in Eq. (3.7). The factor $A^{(A)}$, which is represented by a dot in Fig. 5.3, is an amplitude for the decay $B \to (DD^*)^0_+ K$ in which all virtual particles are off their energy shells by more than $\Lambda^2/(2\mu)$. It is therefore insensitive to the relative momentum $p$ of the $D$ and $D^*$. If that momentum dependence is neglected, the wavefunction factor in Eq. (5.12) reduces to Eq. (5.6).

The factorization formula in Eq. (5.11) then requires the short-distance factor to be

$$A_{\text{short}}[B \to (DD^*)^0_+ K] = A^{(A)}[B \to (DD^*)^0_+ K] \left( \frac{\mu}{\pi^2 \Lambda} \right). \quad (5.13)$$

Since the T-matrix element in Eq. (5.11) is independent of the arbitrary separation scale, the dependence on $\Lambda$ must cancel between the two factors on the right side of Eq. (5.13).

We proceed to use the factored expression in Eq. (5.11) to evaluate the decay rate for $B^+ \to XK^+$. Lorentz invariance constrains the short-distance amplitude $A_{\text{short}}$ at the $DD^*$ threshold to have the form

$$A_{\text{short}}[B^+ \to (DD^*)^0_+ K^+] = d_+ P \cdot \epsilon_{D^*}, \quad (5.14)$$

where $P$ is the 4-momentum of the $B^+$ and $\epsilon_{D^*}$ is the polarization 4-vector of the $D^*$. Heavy quark spin symmetry guarantees that the polarization vector $\epsilon_{D^*}$ can be identified with the polarization vector $\epsilon_X$ of the $X$. The decay rate is obtained by squaring the amplitude in Eq. (5.11), summing over the spin of the $X$, and integrating.
over phase space. The resulting expression for the decay rate is

\[ \Gamma[B^+ \to XK^+] = |c_+|^2 \frac{\lambda^{3/2}(m_B, m_X, m_K)}{32\pi m_B^2 m_X} |A_X|^2, \]  

(5.15)

where \( \lambda(x, y, z) \) is the triangle function:

\[ \lambda(x, y, z) = x^4 + y^4 + z^4 - 2(x^2 y^2 + y^2 z^2 + z^2 x^2). \]  

(5.16)

The long-distance factor \( |A_X|^2 \) is given in Eq. (5.9). The result in Eq. (5.15) was obtained in Ref. [43] for the special case \( \gamma_{im} = 0 \) and used to estimate the order of magnitude of the decay rate for \( B^+ \to XK^+ \). The estimate is consistent with the measurement of the product of the branching fractions for \( B^+ \to XK^+ \) and \( X \to J/\psi \pi^+\pi^- \) [5] provided \( J/\psi \pi^+\pi^- \) is one of the major decay modes of \( X \).

The factorization formula for the decay rate for \( B^0 \to XK^0 \) has the same form as in Eq. (5.15) except that the coefficient \( c_+ \) in the short-distance decay amplitude in Eq. (5.14) has a different value. In Ref. [44], it was pointed out that the decay rate for \( B^0 \to XK^0 \) should be suppressed compared to \( B^+ \to XK^+ \). That suppression can be understood by considering the short-distance amplitude for \( B \to DD^*K \).

The dominant contributions to most decay amplitudes of the \( B \) meson are believed to be factorizable into the product of matrix elements of currents. The factorizable contributions to the decay amplitude for \( B^+ \to (DD^*)_+^0K^+ \) have three terms: the product of \( B^+ \to \bar{D}^*0 \) and \( \emptyset \to D^0K^+ \) matrix elements, where \( \emptyset \) is the QCD vacuum, the product of \( B^+ \to \bar{D}^0 \) and \( \emptyset \to D^{*0}K^+ \) matrix elements, and the product of \( B^+ \to K^+ \) and \( \emptyset \to (DD^*)^0_+ \) matrix elements. The factorizable contributions to the decay amplitude for \( B^0 \to (DD^*)^0_+K^0 \) have only one term: the product of \( B^0 \to K^0 \) and \( \emptyset \to (DD^*)^0_+ \) matrix elements. Heavy quark symmetry implies that the \( \emptyset \to (DD^*)^0_+ \) matrix element vanishes at the \( D^0\bar{D}^*0 \) threshold. The decay \( B^0 \to (DD^*)^0_+K^0 \) near
the $D^0 \bar{D}^{*0}$ threshold must therefore proceed through nonfactorizable terms in the decay amplitude. The resulting suppression of the coefficient $c_+$ in the short-distance factor for $B^0 \to (D D^*)_+ K^0$ results in a suppression of the rate for $B^0 \to X K^0$ relative to the rate for $B^+ \to X K^+$. In Ref. [44], a quantitative analysis of Babar data on the branching fractions for $B \to D^{(*)} D^{(*)} K$ [73] was used to estimate the suppression factor to be an order of magnitude or more.

5.3 Production of $D^0 \bar{D}^{*0}$ near threshold

It was pointed out in Ref. [43] that the identification of $X$ as a $D D^*$ molecule could be confirmed by observing a peak in the invariant mass distribution for $D^0 \bar{D}^{*0}$ (or $D^{*0} \bar{D}^0$) near the $D D^*$ threshold in the decay $B \to D D^* K$. The shape of that invariant mass distribution was given for a real scattering length $a$. The shape would be the same for any other short-distance production process. In this section, we consider the effect of an imaginary part of the scattering length on the $D D^*$ invariant mass distribution for a short-distance production process. To be specific, we consider the short-distance production process $B \to D^0 \bar{D}^{*0} K$.

The separation between the long-distance scale $1/|a|$ and all the short-distance momentum scales in the decay $B \to D^0 \bar{D}^{*0} K$ can be exploited through a factorization formula for the T-matrix element:

$$
T[B \to D^0 \bar{D}^{*0} K] = A_{\text{short}}[B \to (D D^*)_+ K] \times A(E) \sqrt{4m_{D^0} m_{D^{*0}}} \frac{1}{\sqrt{2}}.
$$

(5.17)

In the long-distance factor, $A(E)$ is the universal amplitude in Eq. (5.4) and the factor $1/\sqrt{2}$ is the amplitude for $D^0 \bar{D}^{*0}$ to be in the channel $(D D^*)_+ K$ with the large scattering length. The short-distance factor $A_{\text{short}}$ is the same as in the factorization formula for $B \to X K$ in Eq. (5.11).
Figure 5.4: Feynman diagrams for $B \to D^0 \bar{D}^{*0} K$ that are enhanced near the $D^0 \bar{D}^{*0}$ threshold by a factor of $a m_\pi$. The blob represents the geometric series of diagrams shown in Fig. 4.1.

The factorization formula in Eq. (5.17) can be motivated diagrammatically by separating the loop integrals in the decay amplitude according to whether the virtual particles are off their energy shells by less than or by more than $\Lambda^2/(2 \mu)$. There are terms in the T-matrix element for the decay $B \to D^0 \bar{D}^{*0} K$ that are enhanced near the $DD^*$ threshold by a factor of $a m_\pi$. These terms can be represented by the Feynman diagrams in Fig. 5.4 and can be expressed in the form

$$T[B \to D^0 \bar{D}^{*0} K] = A^{(\Lambda)}[B \to (DD^*)^0 K] L(\Lambda, E) A(E) \sqrt{4m_{D^0} m_{D^{*0}}} \frac{1}{\sqrt{2}} \tag{5.18}$$

The first factor $A^{(\Lambda)}$, which is represented by the dot in Fig. 5.4, is an amplitude for the decay into $(DD^*)^0 K$ in which all virtual particles are off their energy shells by more than $\Lambda^2/(2 \mu)$. It is therefore insensitive to the relative momentum $p$. The second factor $L(\Lambda, E)$ is the amplitude for the propagation of the $D$ and $D^*$ between contact interactions, which is given in Eq. (4.4). The condition $|E| \ll \Lambda^2/(2 \mu)$ implies that the $\sqrt{-2\mu E}$ term in $L(\Lambda, E)$ can be neglected. The resulting expression for the
Figure 5.5: The $DD^*$ invariant mass distribution in $B \to D^0 \bar{D}^{*0} K$ for $\gamma_{im} = 10 \text{ MeV}$ and various values of $|\gamma_{re}|/\gamma_{im}$. The horizontal axis is the difference $E = M - (m_{D^0} + m_{D^{*0}})$ between the invariant mass $M$ and the $D^0 \bar{D}^{*0}$ threshold.

The T-matrix element is the factorization formula in Eq. (5.17), with the short-distance factor $A_{\text{short}}$ given in Eq. (5.13).

We proceed to use the factorized expression for the decay amplitude in Eq. (5.17) to calculate the $DD^*$ invariant mass distribution near the $D^0 \bar{D}^{*0}$ threshold in the decay $B^+ \to D^0 \bar{D}^{*0} K^+$. Lorentz invariance constrains the short-distance amplitude $A_{\text{short}}$ at the $DD^*$ threshold to have the form in Eq. (5.14). The decay rate is obtained by squaring the amplitude in Eq. (5.17), summing over the spins of the $\bar{D}^{*0}$, and integrating over phase space. The resulting expression for the differential decay rate with respect to the $DD^*$ invariant mass $M$ near the $D^0 \bar{D}^{*0}$ threshold is

$$\frac{d\Gamma}{dM}[B^+ \to D^0 \bar{D}^{*0} K^+] = |c_+|^2 \frac{\mu \lambda^{3/2}(m_B, M, m_K)}{256\pi^3 m_B^4 M^2} \frac{\lambda^{1/2}(M, m_{D^0}, m_{D^{*0}})}{2} |A(E)|^2,$$ (5.19)
where $E$ is the energy of the $D^0 \bar{D}^{*0}$ in its rest frame relative to the $D^0 \bar{D}^{*0}$ threshold:

$$E = M - (m_{D^0} + m_{D^{*0}}).$$  \hspace{1cm} (5.20)

We have used the fact that $M$ is near the $D^0 \bar{D}^{*0}$ threshold to replace a factor of $m_{D^0}m_{D^{*0}}$ in Eq. (5.19) by $\mu M$. The result in Eq. (5.19) was obtained previously in Ref. [43] for the special case $\gamma_{im} = 0$. For $M$ near the $D^0 \bar{D}^{*0}$ threshold, the only significant variation with $M$ is through the long-distance factor $|A(E)|^2$ and the threshold factor

$$\lambda^{1/2}(M, m_{D^0}, m_{D^{*0}}) \approx 2M\sqrt{2\mu E}. \hspace{1cm} (5.21)$$

If the complex scattering length is parameterized as in Eq. (3.10), the long-distance factor is

$$|A(E)|^2 = \frac{4\pi^2/\mu^2}{(2\mu E)^{1/2} + \gamma_{im}^2 + \gamma_{re}^2}. \hspace{1cm} (5.22)$$

The shape of the $D^0 \bar{D}^{*0}$ invariant mass distribution in Eq. (5.19) is given by the factor $\sqrt{2\mu E} |A(E)|^2$. Note that it depends on $\gamma_{re}$ and $\gamma_{im}$ but not on the sign of $\gamma_{re}$. The invariant mass distribution is shown in Fig. 5.5 for $\gamma_{im} = 10$ MeV and three values of $|\gamma_{re}|$: 10, 20, and 30 MeV. The peak in the invariant mass distribution occurs at $E = |\gamma|^2/(2\mu)$, where $|\gamma| = \sqrt{\gamma_{re}^2 + \gamma_{im}^2}$. The value at the peak is proportional to $(|\gamma| + \gamma_{im})^{-1}$. The full width at half maximum is $2(2|\gamma| + \gamma_{im})[|(\gamma| + \gamma_{im})(3|\gamma| + \gamma_{im})]^{1/2}/\mu$.

The Babar collaboration has measured the branching fractions for $B \rightarrow D^0 \bar{D}^{*0}K$ and $B \rightarrow D^{*0} \bar{D}^{0}K$ using a data sample of about $8 \times 10^7 B \bar{B}$ events [73]. The strongest signal was observed in the channel $B^+ \rightarrow D^{*0} \bar{D}^{0}K^+$: $221 \pm 27$ events above the background, but with a contamination of about 37 events due to crossfeed from other
decay channels. If the invariant mass distributions could be measured with resolution much better than $m_{\pi}^2/(2\mu) \simeq 10$ MeV and if the histograms included enough events, one could actually resolve the resonant enhancement near threshold that is illustrated in Figure 5.5 and determine both $a$ and $|c_+|^2$ directly from the data. The resolution that would be required may not be out of the question, since Babar has presented a histogram of $d\Gamma/dM$ for the decay $B^0 \rightarrow D^{*-} \bar{D}^{*0} K^+$ with 20 MeV bins [73]. However the region $q < m_\pi$ in which the enhancement is expected to occur accounts for only about 0.2% of the available phase space for the decay $B \rightarrow D^0 \bar{D}^{*0} K$. Even with an enhancement in this region by a factor of 3 from a very large scattering length, it may be difficult to accumulate enough events in this region to resolve the structure in Figure 5.5.

5.4 The $X$ line shape

The $X$ is observed as a peak in the invariant mass distribution of its decay products, such as $J/\psi \pi^+ \pi^-$. Its mass and width are extracted from that invariant mass distribution. For instance, the Belle collaboration obtained their value for the mass and the upper bound on the width by fitting the $J/\psi \pi^+ \pi^-$ invariant mass distribution in $B^+ \rightarrow J/\psi \pi^+ \pi^- K^+$ near the $D^0 \bar{D}^{*0}$ threshold to a resolution-broadened Breit-Wigner function on top of a polynomial background. The shape of the invariant mass distribution of the decay products of the $X$ is called the line shape. The resonant interactions in the $D^0 \bar{D}^{*0}/D^{*0} \bar{D}^0$ system can significantly modify the line shape, so it need not have the conventional Breit-Wigner form. In this section, we compute the line shape of the $X$ in short-distance decays of the $X$. To be definite, we consider the production process $B \rightarrow H K$, where $H$ is the hadronic system consisting
of $J/\psi \pi^+\pi^-$ with invariant mass near the $D^0\bar{D}^{*0}$ threshold. However our results on
the line shape will apply more generally to any short-distance production process for
$X$ and any short-distance decay mode of $X$.

The separation between the long-distance scale $1/|a|$ and all the short-distance
momentum scales in the decay $B \to HK$ can be exploited through a factorization
formula for the T-matrix element:

$$T[B \to HK] = A_{\text{short}}[B \to (D D^*)_+^0 K] \times A(E) \times A_{\text{short}}[(D D^*)_+^0 \to H].$$  \tag{5.23}$$

There is an implied sum over the spin states of the $D^*$. The long-distance factor
$A(E)$ depends on the complex-valued scattering length $a$ and is given in Eq. (5.4).
Its argument $E$ is the difference between the invariant mass $M$ of the hadronic system
$H$ and the $D^0\bar{D}^{*0}$ threshold, as given in Eq. (5.20). The short-distance factor $A_{\text{short}}$
associated with the initial state is the same one that appears in the factorization
formulas for $B \to XK$ in Eq. (5.11) and for $B \to D^0\bar{D}^{*0}K$ in Eq. (5.17). The short-
distance factor $A_{\text{short}}$ associated with the final state is the same one that appears in
the factorization formulas for $X \to H$ in Eq. (5.1) and for $D^0\bar{D}^{*0} \to H$ in Eq. (5.3).

The factorization formula in Eq. (5.23) can be motivated diagrammatically by
separating the loop integrals in the decay amplitude according to whether the virtual
particles are off their energy shells by less than or by more than $\Lambda^2/(2\mu)$. There
are terms in the decay amplitude for $B \to HK$ that are enhanced by a factor of
$am_\pi$ when the invariant mass of $H$ is near the $D^0\bar{D}^{*0}$ threshold. These terms can be
represented by the Feynman diagrams in Fig. 5.6 and can be expressed in the form

$$T[B \to HK] = A^{(\Lambda)}[B \to (D D^*)_+^0 K] L(\Lambda, E) A(E) L(\Lambda, E) A^{(\Lambda)}[(D D^*)_+^0 \to H].$$  \tag{5.24}$$
Figure 5.6: Feynman diagrams for $B \rightarrow J/\psi \pi^+ \pi^- K$ that are enhanced near the $D^0 \bar{D}^{*0}$ threshold by a factor of $a m_\pi$. The blob represents the geometric series of diagrams given in Fig. 4.1.

The factors $A^{(\Lambda)}$, which are represented by dots in Fig. 5.6, are amplitudes in which all virtual particles are off their energy shells by more than $\Lambda^2/(2\mu)$. The factors of $L(\Lambda, E)$, which is given in Eq. (4.4), are the amplitudes for the propagation of the $D$ and $D^*$ between contact interactions. The condition $|E| \ll \Lambda^2/(2\mu)$ implies that the $\sqrt{-2\mu E}$ term in $L(\Lambda, E)$ can be neglected. The resulting expression for the T-matrix element is the factorization formula in Eq. (5.23), with the short-distance factors $A_{\text{short}}$ given in Eqs. (5.13) and (5.7).

The factorization formula for the T-matrix element in (5.23) implies a factorization formula for the invariant mass distribution for the hadronic system $H$ near the $D^0 \bar{D}^{*0}$ threshold. If the hadronic system consists of particles with momenta $p_i$ and invariant
mass $M$, the factorization formula is

$$
\frac{d\Gamma}{dM}[B^+ \to K^+H] = \frac{M}{2\pi m_B} \int |A_{\text{short}}[B \to (DD^*)^0_+K]|^2 (2\pi)^4 \delta^4(P_B - P_H - P_K) \frac{d^3P_H}{(2\pi)^3 2E_H} \frac{d^3P_K}{(2\pi)^3 2E_K} 
$$

$$\times |A(E)|^2 \times \int |A_{\text{short}}[(DD^*)^0_+ \to H]|^2 (2\pi)^4 \delta^4(P_H - \sum_i p_i) \prod_i \frac{d^3p_i}{(2\pi)^3 2E_i}. \quad (5.25)$$

For $M$ near the $D^0\bar{D}^{*0}$ threshold, the only significant variation with $M$ is through the long-distance factor $|A(E)|^2$, where $E$ is the energy defined in Eq. (5.20). If the complex scattering length is parameterized as in Eq. (3.10), the long-distance factor is

$$|A(E)|^2 = \begin{cases} 
\frac{4\pi^2}{|2\mu E|^{1/2} - \gamma_{re}}^2 + \frac{\gamma^2_{im}}{\gamma_{re}} & E \leq 0, \quad (5.26a) \\
\frac{4\pi^2}{|2\mu E|^{1/2} + \gamma_{im}}^2 + \frac{\gamma^2_{re}}{\gamma_{re}} & E \geq 0. \quad (5.26b)
\end{cases}$$

This factor gives the line shape of the $X$. Note that for $E > 0$, the line shape does not depend on the sign of $\gamma_{re}$. However for $E < 0$, the line shape is completely different for $\gamma_{re} > 0$ and $\gamma_{re} < 0$.

In the case $\gamma_{re} > 0$, the peak in the invariant mass distribution occurs below the $D^0\bar{D}^{*0}$ threshold by the amount $\gamma_{re}^2/(2\mu)$. The $X$ line shape is illustrated in the upper panel of Fig. 5.7 for $\gamma_{im} = 10$ MeV and for three positive values of $\gamma_{re}$: 10, 20, and 30 MeV. If $\gamma_{im} < \gamma_{re}$, the full width of the peak at half maximum is $2\gamma_{re}\gamma_{im}/\mu$. The line shape for $E < 0$ is symmetric about the peak as a function of $|E|^{1/2}$ but not as a function of $E$. If $\gamma_{im} \ll \gamma_{re}$, the line shape in Eq. (5.26) is sharply peaked at $E = -\gamma_{re}^2/(2\mu)$ and it can be approximated by a delta function:

$$|A(E)|^2 \approx \frac{4\pi^3 \gamma_{re}}{\mu^3 \gamma_{im}} \delta(E + \gamma_{re}^2/(2\mu)). \quad (5.27)$$

Note that the condition $\gamma_{im} \ll \gamma_{re}$ is equivalent to $\Gamma_X \ll E_X/4$. 77
In the case $\gamma_{\text{re}} < 0$, the peak in the invariant mass distribution occurs at the $D^0\bar{D}^{*0}$ threshold. The $X$ line shape is illustrated in the lower panel of Fig. 5.7 for $\gamma_{\text{im}} = 10$ MeV and for three negative values of $\gamma_{\text{re}}$: $-10$, $-20$, and $-30$ MeV. The line shape has a cusp at $E = 0$. Bugg has proposed that the $X$ can be identified with this cusp at the $D^0\bar{D}^{*0}$ threshold [46]. The normalization is the same in the upper and lower panels of Fig. 5.7. Note that the area under the cusp in the lower panel of Fig. 5.7 is much smaller than the area under the resonance in the upper panel for the same values of $\gamma_{\text{im}}$ and $|\gamma_{\text{re}}|$. Thus a cusp seems less likely as an interpretation for the $X(3872)$ than a resonance, although a quantitative analysis would be required to rule out that possibility.

The integral over all energies of the line shape of a conventional Breit-Wigner resonance is convergent. In contrast, the integral of the line shape in Eq. (5.26) diverges logarithmically as the endpoints $E_{\text{min}}$ and $E_{\text{max}}$ of the integral increase in magnitude. This follows from the fact that the line shape in Eq. (5.26) decreases as $1/|E|$ for $(2\mu|E|)^{1/2} \gg |\gamma_{\text{re}}|, \gamma_{\text{im}}$. That expression for the line shape is of course only accurate for $|E|$ lower than $\Lambda^2/(2\mu) \sim 10$ MeV, where $\Lambda \sim m_\pi$ is the natural momentum scale for low-energy $DD^*$ scattering. Thus the logarithmic dependence on $E_{\text{min}}$ and $E_{\text{max}}$ holds only for $|E_{\text{min}}|, E_{\text{max}} < \Lambda^2/(2\mu)$. It is convenient to define $p_{\text{min}}$ and $p_{\text{max}}$ by $E_{\text{min}} = -p_{\text{min}}^2/(2\mu)$ and $E_{\text{max}} = +p_{\text{max}}^2/(2\mu)$. The integral of the factor in Eq. (5.26) reduces in the limit $p_{\text{min}}, p_{\text{max}} \gg |\gamma_{\text{re}}|, \gamma_{\text{im}}$ to

$$\int_{E_{\text{min}}}^{E_{\text{max}}} |A(E)|^2 dE \approx \frac{4\pi^2}{\mu^3} \left( \log \frac{p_{\text{min}}p_{\text{max}}}{\gamma_{\text{re}}^2 + \gamma_{\text{im}}^2} + \frac{\pi\gamma_{\text{re}}}{\gamma_{\text{im}}} \theta(\gamma_{\text{re}}) - f(\gamma_{\text{re}}/\gamma_{\text{im}}) \right),$$

(5.28)

where $f(x)$ is the function

$$f(x) = x \arctan(1/x) + (1/x) \arctan(x).$$

(5.29)
This function has a limited range, varying from 1 at \( x = 0 \) and \( x = \pm \infty \) to \( \pi/2 \) at \( x = \pm 1 \).

The factorization formula for the invariant mass distribution of \( H \) in the case \( \gamma_r > 0 \) has important implications for measurements of the branching fractions of \( X \). Since the two short-distance factors in Eq. (5.25) are insensitive to \( E \), we can set \( M \) to \( m_{D^0} + m_{D^{*0}} \) or to \( m_X \) in those factors. The short-distance factor associated with the decay of the \( B^+ \) reduces to \( \Gamma[B \to XK]/(2\pi|A_X|^2) \). If \( \gamma_r > 0 \), the short-distance factor associated with the formation of \( H \) reduces to \( \Gamma[X \to H]/|A_X|^2 \). Thus the differential decay rate in Eq. (5.25) reduces to

\[
\frac{d\Gamma}{dM}[B \to HK] = \Gamma[B \to XK] \text{Br}[X \to H] \frac{\Gamma_X |A(E)|^2}{2\pi |A_X|^4}.
\]

(5.30)

If the product of \( \Gamma[B \to XK] \) and \( \text{Br}[X \to H] \) is measured by integrating \( d\Gamma/dM \) over the energy interval from \( E_{\min} \) to \( E_{\max} \) with \( |E_{\min}|, E_{\max} \gg E_X, \Gamma_X \), it will be in error by the factor

\[
\frac{\Gamma_X}{2\pi |A_X|^4} \int_{E_{\min}}^{E_{\max}} |A(E)|^2 dE \approx \left[ 1 + \frac{\Gamma_X^2}{16E_X^2} \right]^{-1} \times \left[ 1 + \left( \log \frac{|E_{\min}|^{1/2}E_{\max}^{1/2}}{E_X + \Gamma_X^2/(16E_X)} - f(4E_X/\Gamma_X) \frac{\Gamma_X}{4\pi E_X} \right) \right].
\]

(5.31)

The error would cancel in the ratio of the branching fractions for any two short-distance decay modes of \( X \). The error would not cancel in the ratio of the branching fractions for a short-distance decay mode of \( X \) and one of the long-distance decay modes \( D^0\bar{D}^0\pi^0 \) and \( D^0\bar{D}^0\gamma \). This effect should be taken into account in analyzing the decays of the \( X(3872) \).
Figure 5.7: The $X$ line shape in a short-distance decay channel, such as $J/\psi \pi^+ \pi^-$, for $\gamma_{\text{im}} = 10$ MeV and for various positive values (upper panel) and various negative values (lower panel) of $\gamma_{\text{re}}/\gamma_{\text{im}}$. The horizontal axis is the difference $E = M - (m_{D^0} + m_{D^{*0}})$ between the invariant mass $M$ and the $D^0 \bar{D}^{*0}$ threshold.
CHAPTER 6

PRODUCTION OF THE $X(3872)$ VIA $B \to XK$

The long-distance factors in the amplitude for the decay $B \to XK$ are determined by the binding energy and the full width of the $X$, while the short-distance factors are essentially determined by the amplitudes for $B \to D^0\bar{D}^0 K$ and $B \to D^{*0}\bar{D}^0 K$ near the thresholds for the charm mesons. We obtain a crude determination of the short-distance amplitudes by analyzing data from the Babar collaboration on the branching fractions for $B \to \bar{D}(*)D(*)K$ using a factorization assumption, heavy quark symmetry, and isospin symmetry. The resulting order-of-magnitude estimate of the branching fraction for $B^+ \to XK^+$ is compatible with observations provided that $J/\psi \pi^+\pi^-$ is a major decay mode of the $X$. The branching fraction for $B^0 \to XK^0$ is predicted to be suppressed by more than an order of magnitude compared to that for $B^+ \to XK^+$.

6.1 The decay $B \to XK$

We proceed to apply the separation of the long-distance scale $a$ from the shorter distance scales of QCD to the decay process $B \to XK$. The factorization formula in Eq. (5.11) lead to the expression for the decay rate for $B \to XK$ in Eq. (5.15), where $c_+$ was the unknown short-distance coefficient.
We will need the explicit expressions for the the short-distance decay amplitudes for \( B \to D^0 \bar{D}^* K \) and \( B \to D^0 \bar{D}^* K \). Lorentz invariance constrains the short-distance decay amplitudes to have the very simple forms

\[
A_{\text{short}}[B \to D^0 \bar{D}^0 K] = c_1(\Lambda) P \cdot \epsilon^*, \tag{6.1a}
\]

\[
A_{\text{short}}[B \to D^0 \bar{D}^0 K] = c_2(\Lambda) P \cdot \epsilon^*, \tag{6.1b}
\]

where \( P \) is the 4-momentum of the \( B \) and \( \epsilon \) is the polarization 4-vector of the \( D^* \).

The coefficients \( c_1 \) and \( c_2 \), which depend on the separation scale \( \Lambda \), have dimensions of inverse energy. They are related to \( c_+ \) defined in Eq. (5.14) by

\[
c_1(\Lambda) + c_2(\Lambda) = c_+ \left( \frac{\pi^2}{\mu \Lambda} \right) \sqrt{4m_{D^0}m_{D^*}} \frac{1}{\sqrt{2}}, \tag{6.2}
\]

where the \( \pi^2/\mu \Lambda \) is the factor appearing in Eq. (5.13), the \( 1/\sqrt{2} \) is the amplitude for \( D^0 \bar{D}^* \) to be in the channel \((DD^*)^0\), and the factor of \( \sqrt{4m_{D^0}m_{D^*}} \) takes into account the difference between the standard nonrelativistic and relativistic normalizations of states.

The expression for the differential decay rate in Eq. (5.19) applies only in the scaling region \( q \ll m_\pi \). At larger values of \( q \) that are still small compared to the scale \( m_b - 2m_c \), the resonant terms disappear and the decay amplitude reduces to the short-distance term \( c_1(\Lambda) P \cdot \epsilon^* \) in Eqs. (6.1a). The corresponding invariant mass distribution \( d\Gamma/dM \) for \( q \) just above the scaling region follows the phase space distribution, which is proportional to \( q \) in the limit \( q \to 0 \). The crossover from the resonant distribution proportional to \( a^2 q/(1+a^2 q^2) \) to the phase space distribution proportional to \( q \) occurs at a momentum scale that we will denote by \( \Lambda_\pi \). We expect \( \Lambda_\pi \) to be comparable to \( m_\pi \). Just above the crossover region, the differential decay rate can be approximated...
by

\[
\frac{d\Gamma}{dM} [B \to D^0 D^{*0} K] \approx |c_1(\Lambda_\pi)|^2 \frac{\lambda^{3/2}(m_B, m_X, m_K)}{256\pi^3 m_B^3 m_X^2} q. \quad (6.3)
\]

A crude model of the crossover from the phase space distribution in Eq. (6.3) to the resonant distribution in Eq. (5.19) is a sudden but continuous transition at \( q = \Lambda_\pi \), as illustrated in Figure 5.5. This requires

\[
|c_1(\Lambda_\pi)| \approx |c_+| \frac{(8\pi^2 m_{D^0} m_{D^{*0}})^{1/2}}{\mu \Lambda_\pi}. \quad (6.4)
\]

The integral of \( d\Gamma/dM \) over the region \( 0 < q < \Lambda_\pi \) increases with \( a \). In the limit \( a \to \infty \), it is 3 times larger than the integral of a phase space distribution normalized to the same value at \( q = \Lambda_\pi \).

The factorization formula gave the decay rate \( B \to XK \) in Eq. (5.15). Using the expression for the coalescence amplitude squared in Eq. (5.10), the decay rate is

\[
\Gamma [B \to XK] = |c_+|^2 \frac{\lambda^{3/2}(m_B, m_X, m_K)}{16 m_B^3 m_X \mu^{3/2}} [2E_X + \Gamma_X^2/(8E_X)]^{1/2}. \quad (6.5)
\]

This formula applies equally well to the decays \( B^+ \to XK^+ \) and \( B^0 \to XK^0 \), with the only difference being the values of the coefficient \( c_+ \). The only sensitivity to long distances is through the factor \( E_X \).

6.2 Analysis of \( B \to \bar{D}^{(*)} D^{(*)} K \) branching fractions

A prediction of the branching fraction for \( B \to XK \) requires the determination of the prefactor \( |c_+|^2 \) in the expression for the decay rate in Eq. (6.5). That same prefactor appears in the differential decay rate \( d\Gamma/dM \) in Eq. (5.19) for \( B \to D^0 \bar{D}^{*0} K \) in the resonant region. Thus measurements of the \( DD^* \) invariant mass distribution in the resonant region could in principle be used to predict the decay rate for \( B \to XK \).
However the resonance region $q < m_\pi$ accounts for only about 0.2% of the available phase space for the decay $B \rightarrow DD^*K$. It might therefore be difficult to accumulate enough events to determine $|c_+|^2$ directly from the data. There is a crossover from the resonant distribution in Eq. (5.19) to the phase space distribution in Eq. (6.3) at an unknown momentum scale $\Lambda_\pi$. The fraction of the phase space in which $d\Gamma/dM$ is described by Eq. (6.3) should be much larger than the 0.2% that corresponds to the resonant region. If one could determine the prefactor $|c_1(\Lambda_\pi)|^2$ in Eq. (6.3) from measurements of the $DD^*$ invariant mass distribution, one could then estimate the desired factor $|c_+|^2$ from the relation in Eq. (6.4), which is based on a crude model for the crossover. The estimate will involve the unknown scale $\Lambda_\pi$, which is expected to be comparable to $m_\pi$.

Measurements of $d\Gamma/dM$ for the decays $B \rightarrow DD^*K$ are not available. The Babar collaboration has however measured the branching fractions for decays of $B^+$ (and $B^-$) and of $B^0$ (and $\bar{B}^0$) into $D^{(*)}D^{(*)}K$, where $D^{(*)}$ stands for $D^0$, $D^+$, $D^{*0}$, or $D^{*+}$ [73]. The branching fractions are given in Tables 6.1 and 6.2. A substantial fraction of $b \rightarrow c\bar{c}s$ decays results in $D^{(*)}D^{(*)}K$ final states as predicted in Ref. [74]. The sum of the branching fractions is $(3.5 \pm 0.3 \pm 0.5)\%$ for $B^+$ and $(4.3 \pm 0.3 \pm 0.6)\%$ for $B^0$. An isospin analysis of these decays has been carried out [75]. We will use this data to make a rough determination of the prefactor $|c_1(\Lambda_\pi)|^2$ in Eq. (6.3).

The most important terms in the effective weak Hamiltonian for $b \rightarrow c\bar{c}s$ decays at a renormalization scale of order $m_b$ is

$$\mathcal{H}_W = \frac{G_F}{\sqrt{2}} V_{cb} V_{cs}^* (C_1 \mathcal{O}_1 + C_2 \mathcal{O}_2) + \text{h.c.}, \quad (6.6)$$
\begin{table}
\centering
\begin{tabular}{|c|c|c|c|}
\hline
\text{\(B^+\) decay mode} & \text{Br \ [%]} & \text{3-parameter fit} & \text{7-parameter fit} \\
\hline
\(D^0 D^+ K^0\) & 0.18 ± 0.07 ± 0.04 & 0.17 & 0.18 \\
\(D^{*0} D^+ K^0\) & 0.41 ± 0.15 ± 0.08 & 0.31 & 0.31 \\
\(D^0 D^{*+} K^0\) & 0.52 ± 0.10 ± 0.07 & 0.44 & 0.45 \\
\(D^{*0} D^{*+} K^0\) & 0.78 ± 0.23 ± 0.14 & 0.86 & 0.88 \\
\hline
\(\bar{D}^0 D^0 K^+\) & 0.19 ± 0.03 ± 0.03 & 0.17 & 0.18 \\
\(\bar{D}^{*0} D^0 K^+\) & 0.18 ± 0.07 ± 0.04 & 0.31 & 0.31 \\
\(\bar{D}^0 D^{*0} K^+\) & 0.47 ± 0.07 ± 0.07 & 0.44 & 0.50 \\
\(\bar{D}^{*0} D^{*0} K^+\) & 0.53 ± 0.11 ± 0.12 & 0.86 & 0.72 \\
\hline
\(D^− D^+ K^+\) & 0.00 ± 0.03 ± 0.01 & 0 & 0.00 \\
\(D^− D^{*+} K^+\) & 0.02 ± 0.02 ± 0.01 & 0 & 0.03 \\
\(D^{*−} D^+ K^+\) & 0.15 ± 0.03 ± 0.02 & 0 & 0.03 \\
\(D^{*−} D^{*+} K^+\) & 0.09 ± 0.04 ± 0.02 & 0 & 0.13 \\
\hline
\end{tabular}
\caption{Branching fractions (in \%) for \(B^+ \rightarrow \bar{D}^{(*)} D^{(*)} K\): measurements from Ref. [73], our 3-parameter fit, and our 7-parameter fit.}
\end{table}

where \(C_1\) and \(C_2\) are Wilson coefficients and \(\mathcal{O}_1\) and \(\mathcal{O}_2\) are local four-fermion operators:

\begin{align}
\mathcal{O}_1 &= \bar{c} \gamma^\mu_L b \bar{s} \gamma_L \gamma^\mu c, \\
\mathcal{O}_2 &= \bar{s} \gamma^\mu_L b \bar{c} \gamma_L \gamma^\mu c.
\end{align}

We have used the notation \(\gamma^\mu_L = \gamma^\mu (1 - \gamma_5)\). Both operators are products of color-singlet currents. We make the simplifying assumption that matrix elements of the operators \(\mathcal{O}_1\) and \(\mathcal{O}_2\) between the initial-state \(B\) and the final-state \(D^{(*)} D^{(*)} K\) can be factorized into products of matrix elements of currents. For example, the matrix
Table 6.2: Branching fractions (in %) for \( B^0 \rightarrow \bar{D}^{(*)} D^{(*)} K \): measurements from Ref. [73], our 3-parameter fit, and our 7-parameter fit.

<table>
<thead>
<tr>
<th>( B^0 ) decay mode</th>
<th>Br [%]</th>
<th>3-parameter fit</th>
<th>7-parameter fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D^- D^0 K^+ )</td>
<td>0.17 ± 0.03 ± 0.03</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td>( D^- D^{*0} K^+ )</td>
<td>0.46 ± 0.07 ± 0.07</td>
<td>0.41</td>
<td>0.42</td>
</tr>
<tr>
<td>( D^{*+} D^0 K^+ )</td>
<td>0.31 ± 0.04 ± 0.04</td>
<td>0.29</td>
<td>0.29</td>
</tr>
<tr>
<td>( D^{*-} D^{*0} K^+ )</td>
<td>1.18 ± 0.10 ± 0.17</td>
<td>0.79</td>
<td>0.81</td>
</tr>
<tr>
<td>( D^- D^+ K^0 )</td>
<td>0.08 ± 0.06 ± 0.03</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td>( D^{<em>-} D^{+} K^0, D^- D^{</em>+} K^0 )</td>
<td>0.65 ± 0.12 ± 0.10</td>
<td>0.29 + 0.41</td>
<td>0.29 + 0.46</td>
</tr>
<tr>
<td>( D^{*+} D^{*0} K^0 )</td>
<td>0.88 ± 0.15 ± 0.13</td>
<td>0.79</td>
<td>0.67</td>
</tr>
<tr>
<td>( D^0 D^0 K^0 )</td>
<td>0.08 ± 0.04 ± 0.02</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>( \bar{D}^0 D^{<em>0} K^0, \bar{D}^{</em>+} D^0 K^0 )</td>
<td>0.17 ± 0.14 ± 0.07</td>
<td>0 + 0</td>
<td>0.02 + 0.02</td>
</tr>
<tr>
<td>( D^{*0} D^{*0} K^0 )</td>
<td>0.33 ± 0.21 ± 0.14</td>
<td>0</td>
<td>0.12</td>
</tr>
</tbody>
</table>

The accuracy of the factorization assumption for this process has been discussed in detail in Ref. [76].

The terms in Eqs. (6.8) with coefficient \( C_2 \) are called “color-suppressed” amplitudes, because \( C_2 \) is suppressed by \( 1/N_c \) relative to \( C_1 \). Only the color-suppressed amplitudes contribute to the decays \( B^+ \rightarrow \bar{D}^{(*)} D^{(*)} K^+ \) with \( \bar{D}^{(*)} \) and \( D^{(*)} \) both charged and to the decays \( B^0 \rightarrow \bar{D}^{(*)} D^{(*)} K^0 \) with \( \bar{D}^{(*)} \) and \( D^{(*)} \) both neutral. In
particular, the only contributions to the decays of $B^0$ into $D^0 \bar{D}^* K^0$ and $D^{*0} \bar{D}^0 K^0$ are from the color-suppressed amplitudes. As is evident in Tables 6.1 and 6.2, the branching fractions for these color-suppressed channels are observed to be significantly smaller than those for other decay channels.

Lorentz invariance can be used to reduce each of the current matrix elements to a linear combination of independent tensor structures whose coefficients are form factors. Heavy quark symmetry provides constraints between the form factors that can be deduced using the covariant representation formalism described in Ref. [77]. Matrix elements of operators with a heavy quark field $Q$ (or $\bar{Q}$) and a $Q\bar{q}$ meson in the initial (or final) state can be expressed in terms of a heavy meson field $H_v$ (or $\bar{H}_v$) defined by

\begin{align}
H_v &= \frac{1 + \gamma}{2} [V^\mu v \gamma_\mu + iP_v \gamma_5], \\
\bar{H}_v &= \left[ V^{\mu \dagger} v \gamma_\mu + iP_v^{\dagger} \gamma_5 \right] \frac{1 + \gamma}{2},
\end{align}

where $V^\mu_v$ and $P_v$ are operators that annihilate vector and pseudoscalar $Q\bar{q}$ mesons with 4-velocity $v$. We also require the matrix elements of operators with a heavy quark field $Q$ and a $\bar{Q}q$ meson in the final state. They can be expressed in terms of a heavy meson field $H'_v$ that creates a $\bar{Q}q$ meson with 4-velocity $v$:

\begin{equation}
H'_v = \frac{1 - \gamma}{2} \left[ V'^\mu_v \gamma_\mu - iP_v \gamma_5 \right], \tag{6.10}
\end{equation}

The relative phase between the $V'^\mu_v$ and $P_v$ terms has been deduced by demanding that vacuum-to-$D^{(*)}\bar{D}^{(*)}$ matrix elements of operators of the form $\bar{Q} \Gamma Q$ have the correct charge conjugation properties.

We now list the expressions for the matrix elements of the currents that follow from heavy-quark symmetry. We denote the velocity 4-vectors of the $\bar{B}$, $D^{(*)}$, and
$D^{(*)}$ by $V$, $v$ and $\bar{v}$, respectively. We denote the polarization 4-vectors of the $D^{*}$ and $\bar{D}^{*}$ by $\epsilon$ and $\bar{\epsilon}$, respectively. They satisfy $v \cdot \epsilon = 0$ and $\bar{v} \cdot \bar{\epsilon} = 0$. The $\bar{B}$-to-$D^{(*)}$ matrix elements are

$$
\langle D(v)|\bar{c}\gamma^\mu_L b|\bar{B}(V)\rangle = \xi(w)(v + V)\mu, \quad (6.11a)
$$

$$
\langle D^*(v, \epsilon)|\bar{c}\gamma^\mu_L b|\bar{B}(V)\rangle = i\xi(w) [(1 + v \cdot V)\epsilon^\mu - (V \cdot \epsilon)v^\mu - i\varepsilon^\mu(v, V, \epsilon)], \quad (6.11b)
$$

where the form factor $\xi$ is a function of $w = v \cdot V$. We have used the notation $\varepsilon^\mu(p, q, r) = \varepsilon^{\mu\alpha\beta} p_\alpha q_\beta r_\beta$ and the sign convention $\varepsilon^{0123} = +1$. The vacuum-to-$\bar{D}^{(*)}K$ matrix elements are

$$
\langle \bar{D}(\bar{v})K(k)|\bar{s}\gamma^\mu_L c|\emptyset\rangle = \eta_1(\kappa) \bar{v}^\mu + \eta_2(\kappa) k^\mu, \quad (6.12a)
$$

$$
\langle \bar{D}^*(\bar{v}, \bar{\epsilon})K(k)|\bar{s}\gamma^\mu_L c|\emptyset\rangle = -i\eta_1(\kappa) \bar{\epsilon}^\mu - i\eta_2(\kappa) [(\bar{v} \cdot k)\bar{\epsilon}^\mu - (k \cdot \bar{\epsilon})\bar{v}^\mu + i\varepsilon^\mu(\bar{v}, k, \bar{\epsilon})], \quad (6.12b)
$$

where the form factors $\eta_1$ and $\eta_2$ are functions of $\kappa = \bar{v} \cdot k$. The vacuum-to-$D^{(*)}\bar{D}^{(*)}$ matrix elements are

$$
\langle D(v)\bar{D}(\bar{v})|\bar{c}\gamma^\mu_L c|\emptyset\rangle = \zeta(w') (v - \bar{v})\mu, \quad (6.13a)
$$

$$
\langle D(v)\bar{D}^*(\bar{v}, \bar{\epsilon})|\bar{c}\gamma^\mu_L c|\emptyset\rangle = i\zeta(w') [(1 - v \cdot \bar{v})\bar{\epsilon}^\mu + (v \cdot \bar{\epsilon})\bar{v}^\mu + i\varepsilon^\mu(v, \bar{v}, \bar{\epsilon})], \quad (6.13b)
$$

$$
\langle D^*(v, \epsilon)\bar{D}(\bar{v})|\bar{c}\gamma^\mu_L c|\emptyset\rangle = i\zeta(w') [(1 - v \cdot \bar{v})\epsilon^\mu + (v \cdot \epsilon)\bar{v}^\mu + i\varepsilon^\mu(v, \bar{v}, \epsilon)], \quad (6.13c)
$$

$$
\langle D^*(v, \epsilon)\bar{D}^*(\bar{v}, \bar{\epsilon})|\bar{c}\gamma^\mu_L c|\emptyset\rangle = \zeta(w') [\epsilon \cdot \bar{\epsilon}(v - \bar{v})\mu + (v \cdot \bar{\epsilon})\bar{\epsilon}^\mu - (v \cdot \bar{\epsilon})\bar{v}^\mu - i\varepsilon^\mu(v - \bar{v}, \epsilon, \bar{\epsilon})], \quad (6.13d)
$$

where the form factor $\zeta$ is a function of $w' = v \cdot \bar{v}$. The $\bar{B}$-to-$K$ matrix elements are

$$
\langle K(k)|\bar{s}\gamma^\mu_L b|\bar{B}(V)\rangle = \omega_1(\kappa') V^\mu + \omega_2(\kappa') k^\mu, \quad (6.14)
$$
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where the form factors $\omega_1$ and $\omega_2$ are functions of $\kappa' = V \cdot k$. In the current matrix elements in Eqs. (6.11), (6.12), (6.13), and (6.14), the heavy meson states have the standard nonrelativistic normalizations. To obtain the standard relativistic normalizations, matrix elements involving $B$, $D$ or $\bar{D}$, and $D^*$ or $\bar{D}^*$ must be multiplied by $m_B^{1/2}$, $m_D^{1/2}$, and $m_{D^*}^{1/2}$, respectively.

The amplitudes for the decays $\bar{B} \to \bar{D}^{(*)} D^{(*)} \bar{K}$ at leading-order in $\Lambda_{QCD}/m_b$ and $\Lambda_{QCD}/m_c$ are obtained by inserting the current matrix elements in Eqs. (6.11), (6.12), (6.13), and (6.14) into the factorized expressions for the decay amplitudes, such as those in Eqs. (6.8). For example, the amplitudes for the decays into $D^0 \bar{D}^{*0} \bar{K}$ and $D^{*0} D^0 \bar{K}$ are

$$\mathcal{A}[B^- \to D^0 D^{*0} \bar{K}^-] = -iG_1 (v + V) \cdot \epsilon$$

$$- i (G_2/m_B) [v_\epsilon k (v + V) \cdot \epsilon - v_\epsilon (v + V) k \cdot \epsilon + i\varepsilon (v + V, v_\epsilon, k, \epsilon)]$$

$$+ iG_3 [(1 - v_\epsilon) V \cdot \epsilon + (v_\epsilon V) v \cdot \epsilon + i\varepsilon (v_\epsilon, V, \epsilon)] ,
+ i (G_4/m_B) [(1 - v_\epsilon) k \cdot \epsilon + (v_\epsilon k) v \cdot \epsilon + i\varepsilon (v_\epsilon, k, \epsilon)] \tag{6.15a}$$

$$\mathcal{A}[B^- \to D^{*0} \bar{D}^0 \bar{K}] = iG_1 [(1 + v_\epsilon V) v \cdot \epsilon - (v_\epsilon V) \cdot \epsilon - i\varepsilon (v_\epsilon, V, \epsilon)]$$

$$+ i (G_2/m_B) [(1 + v_\epsilon V) k \cdot \epsilon - (v_\epsilon k) V \cdot \epsilon - i\varepsilon (v_\epsilon, V, k, \epsilon)]$$

$$+ iG_3 [(1 - v_\epsilon) V \cdot \epsilon + (v_\epsilon V) v \cdot \epsilon - i\varepsilon (v_\epsilon, V, \epsilon)]$$

$$+ i (G_4/m_B) [(1 - v_\epsilon) k \cdot \epsilon + (v_\epsilon k) v \cdot \epsilon - i\varepsilon (v_\epsilon, k, \epsilon)] \tag{6.15b}$$

$$\mathcal{A}[ar{B}^0 \to D^0 \bar{D}^{*0} \bar{K}^0] = iG_2 [(1 - v_\epsilon) V \cdot \epsilon + (v_\epsilon V) v \cdot \epsilon + i\varepsilon (v_\epsilon, V, \epsilon)]$$

$$+ i (G_4/m_B) [(1 - v_\epsilon) k \cdot \epsilon + (v_\epsilon k) v \cdot \epsilon + i\varepsilon (v_\epsilon, k, \epsilon)] \tag{6.15c}$$

$$\mathcal{A}[ar{B}^0 \to D^{*0} \bar{D}^0 \bar{K}] = iG_3 [(1 - v_\epsilon) V \cdot \epsilon + (v_\epsilon V) v \cdot \epsilon - i\varepsilon (v_\epsilon, V, \epsilon)]$$

$$+ iG_3 [(1 - v_\epsilon) k \cdot \epsilon + (v_\epsilon k) v \cdot \epsilon - i\varepsilon (v_\epsilon, k, \epsilon)] \tag{6.15d}$$
where $V, v,$ and $v_*$ are the velocity 4-vectors of the $B$, $D$, and $D^*$ and $\epsilon$ is the polarization 4-vector of the $D^*$ which satisfies $v_* \cdot \epsilon = 0$. We have used the notation $\varepsilon(p, q, r, s) = \varepsilon^{\mu \nu \alpha \beta} p_\mu q_\nu r_\alpha s_\beta$. The four independent dimensionless form factors are

$$G_1((P - q)^2) = \frac{G_F}{\sqrt{2}} V_{cb} V_{sc} C_1 (m_B m_{D^0} m_{D^*0})^{1/2} \xi(v \cdot V) \eta_1(v_\ast \cdot k),$$  \hspace{1cm} (6.16a)
$$G_2((P - q)^2) = \frac{G_F}{\sqrt{2}} V_{cs} V_{sc} C_1 (m_B^3 m_{D^0} m_{D^*0})^{1/2} \xi(v_\ast \cdot V) \eta_2(v \cdot k),$$  \hspace{1cm} (6.16b)
$$G_3((P - k)^2) = \frac{G_F}{\sqrt{2}} V_{cb} V_{sc} C_2 (m_B m_{D^0} m_{D^*0})^{1/2} \zeta(v \cdot v_\ast) \omega_1(V \cdot k),$$  \hspace{1cm} (6.16c)
$$G_4((P - k)^2) = \frac{G_F}{\sqrt{2}} V_{cs} V_{sc} C_2 (m_B^3 m_{D^0} m_{D^*0})^{1/2} \zeta(v \cdot v_\ast) \omega_2(V \cdot k).$$  \hspace{1cm} (6.16d)

The amplitudes for the other $\bar{B} \rightarrow \bar{D}^{(*)} D^{(*)} \bar{K}$ decays are obtained similarly. Isospin symmetry, in addition to the factorization assumption and heavy quark symmetry, can be used to express all 24 decay amplitudes in terms of the four form factors $G_1(q^2), G_2(q^2), G_3(q^2),$ and $G_4(q^2)$.

We proceed to use our expressions for the decay amplitudes to analyze the data from the Babar collaboration on the branching fractions for $B \rightarrow D^{(*)} D^{(*)} \bar{K}$ [73]. For simplicity, we approximate the form factors $G_i(q^2)$ by constants. We can choose the overall phase so that $G_1$ is real-valued. After integrating over the phase space, we obtain expressions for the branching fractions that are quadratic in the constants $G_i$ and their complex conjugates. The Babar data consists of the 12 branching fractions for $B^+$ given in Table 6.1 and the 10 branching fractions for $B^0$ given in Table 6.2. For each of the data points, we add the statistical and systematic errors in quadrature. We then determine the best fits for the constants $G_i$ by minimizing the $\chi^2$ for the 22 data points.
The decays $B^{+} \to \bar{D}^{(*)}D^{(*)}K^{+}$ with $\bar{D}^{(*)}$ and $D^{(*)}$ both charged and $B^{0} \to \bar{D}^{(*)}D^{(*)}K^{0}$ with $\bar{D}^{(*)}$ and $D^{(*)}$ both neutral have branching fractions that are significantly smaller than other decay channels. The only factorizable contributions to their decay amplitudes come from the color-suppressed amplitudes with form factors $G_{3}$ and $G_{4}$. Their small branching fractions motivates a simplified analysis in which $G_{3}$ and $G_{4}$ are set to 0. The only parameters that remain are the real constant $G_{1}$ and the complex constant $G_{2}$. Thus there are 3 real parameters to fit the 22 branching fractions. The parameters that minimize the $\chi^{2}$ are

\begin{align}
G_{1} &= 1.9 \times 10^{-6}, \\
G_{2} &= (-21.2 + 5.5i) \times 10^{-6}.
\end{align}

(6.17a) \hspace{1cm} (6.17b)

The fitted value of $G_{2}$ is about an order of magnitude larger than that of $G_{1}$. The branching fractions for this 3-parameter fit are shown in Tables 6.1 and 6.2. The $\chi^{2}$ per degree of freedom is $42.0/19 = 2.2$. There are 7 decay modes for which the deviations from the data are significantly larger than one standard deviation, including $B^{+} \to \bar{D}^{*0}D^{0}K^{+}$.

We have also carried out a fit that allows nonzero values of the color-suppressed form factors $G_{3}$ and $G_{4}$. If these form factors are approximated by complex-valued constants, there are 7 real parameters to fit the 22 branching fractions. The parameters that minimize the $\chi^{2}$ are

\begin{align}
G_{1} &= 1.8 \times 10^{-6}, \\
G_{2} &= (-21.6 + 5.0i) \times 10^{-6}, \\
G_{3} &= (2.6 + 0.01i) \times 10^{-6}, \\
G_{4} &= (-1.5 - 0.7i) \times 10^{-6}.
\end{align}

(6.18a) \hspace{1cm} (6.18b) \hspace{1cm} (6.18c) \hspace{1cm} (6.18d)
Note that the values of $G_1$ and $G_2$ are essentially identical to those from the 3-parameter fit in Eqs. (6.17). The branching fractions for this 7-parameter fit are shown in Tables 6.1 and 6.2. The $\chi^2$ per degree of freedom is $29.2/15 = 1.9$. There are still 4 decay modes for which the deviations from the data are significantly larger than one standard deviation, including $B^+ \to \bar{D}^0 D^0 K^+$.

One could of course improve the fits to the branching fractions by allowing for dependence of each the form factors $G_1, G_2, G_3,$ and $G_4$ on the appropriate momentum transfer $q^2$. However allowing even for linear dependence on $q^2$ would introduce 8 additional real parameters. Such an analysis might be worthwhile if Dalitz plots for the decays were available and could also be used in the fits.

### 6.3 Predictions for $B \to X K$ decays

In this section, we use the results of our analysis of the branching fractions for $B \to D^{(*)} \bar{D}^{(*)} K$ to estimate the branching fractions for the decays $B^+ \to X K^+$ and $B^0 \to X K^0$. Our strategy once again is to use that data to provide a rough determination of the prefactor $|c_1(\Lambda_\pi)|^2$ in the differential decay rate $d\Gamma/dM$ for $B \to D^0 \bar{D}^{*0} K$ in the region near the $D^0 D^{*0}$ threshold where the $D D^*$ invariant mass distribution follows the phase space distribution in Eq. (6.3). The crossover to the resonant distribution in Eq. (5.19) occurs at an unknown momentum scale $\Lambda_\pi$, which is expected to be comparable to $m_\pi$. Given a value for $|c_1(\Lambda_\pi)|^2$, we can use the relation in Eq. (6.4), which follows from a crude model for the crossover, to estimate $|c_+|^2$. This value can then be inserted in Eq. (6.5) to get an estimate of the decay rate for $B \to X K$. 
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We first consider the decay $B^+ \to XK^+$, whose branching fraction should be the same as for $B^- \to XK^-$. The coefficient $c_1(\Lambda_\pi)$ for the decay $B^- \to D^0 \bar{D}^0 K^-$ and the corresponding coefficient $c_2(\Lambda_\pi)$ for the decay $B^- \to D^{*0} \bar{D}^0 K^-$ can be deduced by matching the amplitudes in Eqs. (6.15a) and (6.15b) at the $DD^*$ threshold to the expressions in Eqs. (6.1):

$$c_1(\Lambda_\pi) = c_2(\Lambda_\pi) = -iG_1/m_B + iG_2(m_B + m_D + m_{D^*})/m_B^2.$$  \hfill (6.19)

Using the numerical values for $G_1$ and $G_2$ in either Eqs. (6.17) or Eqs. (6.18), the estimate from Eq. (6.4) is

$$|c_+| \approx 5.7 \times 10^{-8} \Lambda_\pi/m_\pi.$$ \hfill (6.20)

Inserting this into the expression for the decay rate in Eq. (6.5) and dividing by the measured width of the $B^+$, we obtain

$$\text{Br}[B^+ \to XK^+] \approx 2.7 \times 10^{-5} \left(\frac{\Lambda_\pi}{m_\pi}\right)^2 \left(\frac{E_X}{0.5 \text{ MeV}}\right)^{1/2} \left[1 + \frac{\Gamma_X^2}{16E_X^2}\right]^{1/2}. \hfill (6.21)$$

If we set $E_X = 0.5$ MeV and vary $\Gamma_X$ from 0 to an experimental upper limit 2.3 MeV in Eq. (2.2), the last factor in Eq. (6.21) varies from 1 to 1.5. The estimate in Eq. (6.21) is sensitive to the unknown momentum scale $\Lambda_\pi$ at which the invariant mass distribution crosses over from the phase space distribution in Eq. (6.3) to the resonant distribution in Eq. (5.19). The natural scale for $\Lambda_\pi$ may be $m_\pi$, but we should not be surprised if it differs by a factor of 2 or 3. Thus the result in Eq. (6.21) is only an order-of-magnitude estimate of the branching fraction. It can be compared to the product of the branching fractions for $B^+ \to XK^+$ and $X \to J/\psi \pi^+\pi^-$ in Eq. (2.3). Our estimate is compatible with this measurement if $J/\psi \pi^+\pi^-$ is one of the major decay modes of $X$. If $E_b = 0.5$ MeV and if we allow for $\Lambda_\pi$ to differ from
$m_\pi$ by a factor of 2, the branching fraction for $X \rightarrow J/\psi \pi^+\pi^-$ should be greater than $10^{-1}$.

We next consider the decay $B^0 \rightarrow XK^0$, whose branching fraction should be the same as for $\bar{B}^0 \rightarrow X\bar{K}^0$. The amplitudes in Eqs. (6.15c) and (6.15d) approach 0 as the $DD^*$ approaches its threshold. Thus our assumptions of factorization and heavy quark symmetry imply that $c_1(\Lambda_\pi) = c_2(\Lambda_\pi) = 0$ for this decay. We proceed to consider the size of the coefficients that would be expected from the violation of these assumptions. The factorization assumption for the $B \rightarrow D^{(*)}D^{(*)}K$ amplitudes can be justified by the large $N_c$ limit. Since we have included terms up to $O(1/N_c)$ in the amplitude, we expect the deviations from the factorization assumptions to be $O(1/N_c^2)$ in the amplitude. Violation of heavy quark symmetry would give rise to terms of $O(\Lambda_{QCD}/m_c)$ in the amplitudes. We expect the largest nonzero contributions to the coefficients $c_1(\Lambda_\pi)$ and $c_2(\Lambda_\pi)$ to come from violations of heavy quark symmetry.

To obtain an estimate of the decay rate for $B^0 \rightarrow XK^0$, we relax the assumption of heavy quark symmetry. Lorentz invariance allows three independent tensor structures in the matrix elements $\langle D\bar{D}^*|\bar{c}\gamma^\mu_L c|\emptyset\rangle$ and $\langle D^*\bar{D}|\bar{c}\gamma^\mu_L c|\emptyset\rangle$, but heavy quark symmetry requires those terms to enter in the particular linear combinations given in Eqs. (6.13b) and (6.13c). Lorentz invariance implies that only one of the three independent terms can be nonzero at the $DD^*$ threshold: the $\bar{\epsilon}^\mu$ term in Eq. (6.13b) and the $\epsilon^\mu$ term in Eq. (6.13c). Heavy quark symmetry constrains the coefficients of $\bar{\epsilon}^\mu$ and $\epsilon^\mu$ to be $i\zeta(w')(1 - v \cdot \bar{v})$, which vanishes at the threshold. The constraint of heavy quark symmetry can be relaxed by adding to the coefficients of $\bar{\epsilon}^\mu$ in Eq. (6.13b) and $\epsilon^\mu$ in Eq. (6.13c) the term $i\chi\zeta(1)$, which is nonzero at the threshold. This corresponds to adding the terms $i\chi[G_3(V \cdot \epsilon) + G_4/m_B(k \cdot \epsilon)]$ to the amplitudes in Eqs. (6.15c) and
In Table 6.2, the 7-parameter fit gives 0.04 for the sum of the two branching fractions for \( B^0 \) to decay into \( D^0 \bar{D}^0 K^0 \) and \( \bar{D}^0 D^0 K^0 \), which is about one standard deviation below the measured value. The complex parameter \( \chi \) can be adjusted so that the sum of the two branching fractions is equal to the central value 0.17 given in Table 6.2. Using the values of \( G_3 \) and \( G_4 \) in Eq. (6.18), the required values of \( \chi \) form a curve that passes through the real values \( \chi = -1.9 \) and \( \chi = -5.8 \) and the imaginary values \( \chi = \pm 3.3i \). If \( \chi \) is allowed to vary over the region in which the sum of the two branching fractions is within one standard deviation of the central value, its absolute value has the range \( 0 < |\chi| < 7.3 \).

We proceed to make a quantitative estimate of the decay rate for \( B^0 \rightarrow XK^0 \). The coefficient \( c_1(\Lambda_\pi) \) for the decay \( \bar{B}^0 \rightarrow D^0 \bar{D}^0 K^0 \) and the corresponding coefficient \( c_2(\Lambda_\pi) \) for the decay \( B^0 \rightarrow D^0 \bar{D}^0 K^0 \) can be deduced by matching the amplitudes \( i\chi [G_3 (V \cdot \epsilon) + G_4 / m_B (k \cdot \epsilon)] \) to the expressions in Eqs. (6.1):

\[
c_1(\Lambda_\pi) = c_2(\Lambda_\pi) = i\chi (G_3 + G_4) / m_B. \tag{6.22}
\]

If we use the estimate in Eq. (6.4) to deduce the values of \( |c_+|^2 \) for both \( B^0 \rightarrow XK^0 \) and \( B^+ \rightarrow XK^+ \), the ratio of their branching fractions is

\[
\frac{Br[B^0 \rightarrow XK^0]}{Br[B^+ \rightarrow XK^+]} \approx \frac{|\chi|^2 |G_3 + G_4|^2}{|G_1 - G_2 (m_B + m_D + m_{D^*}) / m_B|^2} \frac{\tau[B^0]}{\tau[B^+]}. \tag{6.23}
\]

The ratio of the lifetimes of the \( B^0 \) and \( B^+ \) is 0.921 ± 0.014. If \( \chi \) is allowed to vary over the region \( 0 < |\chi| < 7.3 \), the ratio in Eq. (6.23) ranges from 0 to 8 × 10\(^{-2} \). We conclude that the branching fraction for \( B^0 \rightarrow XK^0 \) is likely to be suppressed by at least an order of magnitude compared to that for \( B^+ \rightarrow XK^+ \).

This prediction stands in sharp contrast to the observed pattern of exclusive decays of \( B^0 \) and \( B^+ \) into a charmonium \( H \) plus \( K \). The ratios of the branching fractions for
$B^0 \to HK^0$ and $B^+ \to HK^+$ for the charmonium states $\eta_c$, $J/\psi$, $\psi(2S)$, and $\chi_{c1}(1P)$ are $1.33 \pm 0.60$, $0.85 \pm 0.06$, $0.91 \pm 0.12$, and $0.59 \pm 0.20$, respectively. Because charmonium is an isospin singlet and the weak decay operators in Eqs. (6.7) are also isospin singlets, isospin symmetry implies that the ratio of the branching fractions for $B^0 \to HK^0$ and $B^+ \to HK^+$ should be equal to the ratio of the lifetimes $\tau[B^0]$ and $\tau[B^+]$, which is $0.921 \pm 0.014$. The observed deviations from this lifetime ratio are all less than 2 standard deviations. If $X$ were an isosinglet, isospin symmetry would imply that the ratio of the branching fractions for $B^0 \to XK^0$ and $B^+ \to XK^+$ should also be equal to $\tau[B^0]/\tau[B^+]$. Thus the observation of suppression of $B^0 \to XK^0$ relative to this prediction would disfavor any charmonium interpretation and support the interpretation of $X$ as a $DD^*$ molecule.
CHAPTER 7

DECAY OF THE X(3872) INTO J/ψ AND LIGHT HADRONs

If the X(3872) is a loosely-bound molecule of the charm mesons D⁰D*⁰ and D*⁰D̄⁰, it can decay through the decay of a constituent in a hadronic channel with a nearby threshold, such as J/ψω or J/ψρ. The differential decay rates of the X into J/ψπ⁺π⁻, J/ψπ⁺π⁻π⁰, J/ψπ⁰γ, and J/ψγ are calculated in terms of XJ/ψρ and XJ/ψω coupling constants using an effective lagrangian that reproduces the decay rates of the ω and the ρ. The dependence of the coupling constants on the binding energy and the total width of the X is determined by a factorization formula. Results from a model by Swanson are used to predict the partial width of X into J/ψπ⁺π⁻π⁰ as a function of the binding energy and the total width of the X.

7.1 Swanson’s model

Swanson has constructed a model of the X and the hadronic states with nearby thresholds and used it to predict some of the properties of the X [33, 72]. In particular, he predicted correctly that the branching fraction for X → J/ψπ⁺π⁻π⁰ is comparable to that for X → J/ψπ⁺π⁻. In addition to the channel D⁰D*⁰ + D*⁰D̄⁰, Swanson’s
model includes $D^+D^{*-} + D^{*-}D^-$, $J/\psi \rho$, and $J/\psi \omega$. It includes the S-wave and D-wave channels for $DD^*$, but only the S-wave channel for $J/\psi V$, where $V$ is the vector meson $\rho$ or $\omega$. Thus the model has 6 coupled channels. The interactions between the hadrons are modeled by potentials: one-pion-exchange potentials for the S-wave and D-wave $DD^*$ channels and for transitions between those channels and Gaussian potentials for the transitions between the S-wave $DD^*$ channels and the S-wave $J/\psi V$ channels to simulate the effects of quark exchange. The one-pion-exchange potential is singular at short distances and it was regularized by an ultraviolet momentum cutoff $\Lambda$. The nonrelativistic Schrödinger equation for the 6 coupled channels was solved numerically. A bound state with the quantum numbers $J^{PC} = 1^{++}$ of $X$ appeared when the ultraviolet cutoff exceeded the critical value $\Lambda_c = 1.45$ GeV. The binding energy of the $X$ could be adjusted by varying the ultraviolet cutoff.

Swanson solved the coupled channel problem under the assumption that the $\rho$ and $\omega$ are stable hadrons with equal masses $m_\rho = m_\omega = 782.6$ MeV. The reason for using an unphysical value for $m_\rho$ is that the central PDG value from 2002 and earlier, $m_\rho = 771.1$ MeV, is below the $D^0\bar{D}^{*0}$ threshold. If such a value had been used, it would have been necessary to treat $J/\psi \rho$ states as scattering states. This complication was avoided by using a value of $m_\rho$ above the $D^0\bar{D}^{*0}$ threshold. Note that in Eq. (3.16b), we have taken the updated 2004 PDG value $m_\rho = 775.8 \pm 0.5$ MeV [56], which gives a $J/\psi \rho$ threshold that is a few MeV above the mass of the $X$.

Swanson calculated the probabilities for each component of the wavefunction of $X$ for values of the ultraviolet cutoff that correspond to varying the binding energy $E_X$ from 0.7 MeV to 23.2 MeV [33]. His results for the probabilities $Z_{\psi\omega}$ and $Z_{\psi\rho}$ are shown as dots in Fig. 7.1. Since the binding energy of the $X$ is known to be less
Figure 7.1: The probabilities $Z_{\psi\omega}$ and $Z_{\psi\rho}$ for the $J/\psi\omega$ and $J/\psi\rho$ components of the $X(3872)$ as a function of its binding energy $E_X$. The dots are the results from Swanson’s model [33]. The dotted curves have the scaling behavior $E_X^{1/2}$ and pass through the model result for $E_X = 0.7$ MeV.

than 1 MeV, only the lowest two values of $E_X$ could be physically relevant. For the lowest value $E_X = 0.7$ MeV, the probabilities were $Z_{\psi\omega} = 9.6\%$, $Z_{D^0\bar{D}^*+} = 7.9\%$, and $Z_{\psi\rho} = 0.86\%$. The total probability for the $D^0\bar{D}^*$ and $D^{*0}\bar{D}^0$ components of the wavefunction is 81.6\%.

In Fig. 7.1, the dotted lines have the scaling behavior $E_X^{1/2}$ predicted by universality and are normalized so that they pass through the dot at $E_X = 0.7$ MeV. The probability $Z_{\psi\omega}$ clearly exhibits the universal behavior. The probability $Z_{\psi\rho}$ does not. This may be related to the fact that $Z_{\psi\rho}$ is more than an order of magnitude smaller than $Z_{\psi\omega}$. Because of the weaker coupling of the $X$ to isospin-1 states, the scaling region for isospin-1 states may not set in until a much smaller value of $E_X$.

Swanson estimated the partial widths for the decays of $X$ into $J/\psi h$, where $h$ is the light hadronic state $\pi^+\pi^-$, $\pi^+\pi^-\pi^0$, $\pi^0\gamma$, or $\pi^+\pi^-\gamma$, using a simple ad hoc recipe. The partial width into $J/\psi h$ was taken to be the sum over the vector mesons $V = \rho, \omega$
of the product of the probability $Z_{\psi V}$ for the $J/\psi V$ component of the wavefunction and the partial width $\Gamma[V \rightarrow h]$ for the decay of the vector meson:

$$\Gamma[X \rightarrow J/\psi h] \approx \sum_V Z_{\psi V} \Gamma[V \rightarrow h].$$

(7.1)

For the smallest value of the binding energy that was considered, $E_X = 0.7$ MeV, the resulting estimates of the partial widths for decay into $J/\psi h$ were 1290 keV, 720 keV, 70 keV, and 13 keV for $h = \pi^+\pi^-, \pi^+\pi^-\pi^0, \pi^0\gamma$, and $\pi^+\pi^-\gamma$, respectively. The ratio of the partial widths into $J/\psi \pi^+\pi^-\pi^0$ and $J/\psi \pi^+\pi^-$ was predicted to be 0.56 for $E_X = 0.7$ MeV. Remarkably, this prediction agrees with the subsequent measurement by the Belle collaboration given in Eq. (2.5) to within the experimental errors [57]. The approximately equal branching fractions are a fortuitous result of an amplitude for $X \rightarrow J/\psi \omega$ that is much larger than the amplitude for $X \rightarrow J/\psi \rho$ and an amplitude for $\omega \rightarrow \pi^+\pi^-\pi^0$ that is much smaller than that for $\rho \rightarrow \pi^+\pi^-$. The suppression of the amplitude for $X \rightarrow J/\psi \rho$ is related to the fact that in the isospin symmetric limit in which the mass difference between neutral and charged $D$’s is neglected, there is binding in the isospin-0 channel but not in the isospin-1 channel [38].

Swanson has also used his model to calculate the rates for several other decay modes of the $X$ [72]. The decay rate into $J/\psi \gamma$ has contributions from transitions to $J/\psi \rho$ and $J/\psi \omega$ that can be calculated using vector meson dominance. It also has contributions from the annihilation of the $u$ and $\bar{u}$ from the charm mesons that are the constituents of the $X$. Swanson’s prediction for the partial width into $J/\psi \gamma$ for an $X$ with a binding energy of 1 MeV is 8 keV. Decay modes that receive contributions only from $u\bar{u}$ annihilation, such as $\psi(2S) \gamma$, $KK^*$, and $\pi\rho$, have much smaller partial widths.
7.2 Decays of $X$ into $J/\psi h$

In this section, we calculate the differential decay rates of the $X$ into $J/\psi h$, where the hadronic system $h$ is $\pi^+\pi^-\pi^0$, $\pi^+\pi^-$, $\pi^0\gamma$, or $\gamma$. We assume that these decays proceed through transitions of $X$ to $J/\psi \rho$ and $J/\psi \omega$. We calculate the differential decay rates in terms of two unknown complex coupling constants using an effective lagrangian that reproduces the decays of the light vector mesons.

7.2.1 Vector meson decay amplitudes

We assume that the decay of $X$ into $J/\psi h$, where $h$ is a system of light hadrons, proceeds through transitions to $J/\psi V$, where $V$ is one of the vector mesons $\rho$ or $\omega$, followed by the decay of the vector meson into $h$. Because the mass of the $X$ is so close to the threshold for $J/\psi V$, the vector meson is almost on its mass shell. Any model that reproduces the decays of the vector mesons should also accurately describe the decay of the virtual vector meson in the $J/\psi V$ component of $X$. In Ref. [78], the semileptonic branching fractions for the $\tau$ lepton were calculated using an effective lagrangian for light pseudoscalar and vector mesons with $U(3) \times U(3)$ chiral symmetry. All the parameters in the effective lagrangian, aside from the pion decay constant, were determined directly from decays of the vector mesons $\rho$ and $\omega$. That same effective lagrangian can be used to calculate the partial widths of $X$ into $J/\psi h$. An updated determination of the parameters in that effective lagrangian is given in the Appendix.

The $T$-matrix element for the decay of a vector meson $V$ into the light hadronic state $h$ can be expressed in the form

$$T[V \to h] = \epsilon^\mu_V A^\mu[V \to h]$$  \hspace{1cm} (7.2)
where $\epsilon_V$ is the polarization vector of the vector meson. The amplitude $A_\mu$ for the decay $\rho \to \pi^+\pi^-$ is

$$A_\mu[\rho \to \pi^+\pi^-] = \frac{1}{2} G_{\nu\pi\pi} (p_+ - p_-)_\mu. \quad (7.3)$$

The value of the coupling constant $G_{\nu\pi\pi}$ is given in Eq. (B.1a). The amplitude $A_\mu$ for the decay $\omega \to \pi^+\pi^-\pi^0$ is

$$A_\mu[\omega \to \pi^+\pi^-\pi^0] = \frac{4\sqrt{3}(\cos \theta_v + \sqrt{2} \sin \theta_v)}{F_\pi^3} \epsilon_{\mu\nu\alpha\beta} p_+^\nu p_-^\alpha p_0^\beta$$

$$\times \left( C_{\nu3\pi} + \frac{G_{\nu\pi\pi} C_{\nu\pi\pi} F_\pi^2}{m_v^2} \left( 1 - \frac{1}{3} [f_\rho(s_{12}) + f_\rho(s_{23}) + f_\rho(s_{31})] \right) \right), \quad (7.4)$$

where $s_{12}$, $s_{23}$, and $s_{31}$ are the invariant masses of the three different pion pairs and

$$f_V(s) \equiv \frac{s}{s - M_V^2 + im_V \Gamma_V} \quad (7.5)$$

is a vector meson resonance factor that vanishes at $s = 0$. We have denoted the 4-momenta of $\pi^+$, $\pi^-$, and $\pi^0$ by $p_+$, $p_-$, and $p_0$, respectively. The pion decay constant is $F_\pi = 93$ MeV, the values of the parameters $C_{\nu3\pi}$ and $G_{\nu\pi\pi} C_{\nu\pi\pi} F_\pi^2/m_v^2$ are given by Eqs. (B.1b) and (B.1c), and the value of the light vector meson mixing angle $\theta_v$ is given by Eq. (B.3). The amplitudes $A_\mu$ for the radiative decays of the vector mesons are

$$A_\mu[\rho^+ \to \pi^+\gamma] = \frac{4e}{3F_\pi} \left( C_{\nu\pi\gamma} + \frac{G_{\nu\gamma} C_{\nu\pi\pi} F_\pi^2}{m_v^2} \right) \epsilon_{\mu\nu\alpha\beta} Q^\nu p_\alpha \epsilon^\beta, \quad (7.6a)$$

$$A_\mu[\omega \to \pi^0\gamma] = \frac{4(\cos \theta_v + \sqrt{2} \sin \theta_v) e}{\sqrt{3}F_\pi} \left( C_{\nu\pi\gamma} + \frac{G_{\nu\gamma} C_{\nu\pi\pi} F_\pi^2}{m_v^2} \right) \epsilon_{\mu\nu\alpha\beta} Q^\nu p_0^\alpha \epsilon^\beta, \quad (7.6b)$$

where $Q$ and $p$ are the 4-momenta of the vector meson and the pion and $\epsilon_\gamma$ is the polarization vector of the photon. The values of the parameters $C_{\nu\pi\gamma}$ and $G_{\nu\gamma} C_{\nu\pi\pi} F_\pi^2/m_v^2$ are given by Eqs. (B.2b) and (B.2c).
The amplitudes $A_\nu$ in Eqs. (7.3), (7.4), and (7.6) all satisfy $Q^\nu A_\nu = 0$, where $Q$ is the 4-momentum of the vector meson. This condition is satisfied in any model consistent with vector meson dominance. The assumption of vector meson dominance is that the amplitude for the production of a real photon in a hadronic process can be expressed as the sum of over vector mesons $V$ of the amplitude for producing $V$ multiplied by a coupling constant for the transition $V \to \gamma$. The condition $Q^\nu A_\nu = 0$ is required for the gauge invariance of the resulting amplitude for real photon production.

The T-matrix element for $X$ to decay into $J/\psi$ and a light hadronic system $h$ through a virtual vector meson resonance $V$ can be expressed as

$$
T[X \to J/\psi h] = A_\mu[X \to J/\psi V] \frac{-g^{\mu\nu}}{Q^2 - m^2_V + i m_V \Gamma_V} A_\nu[V \to h],
$$

where $Q$ is the total 4-momentum of the hadronic system $h$ or, equivalently, of the virtual vector meson. We have used the condition $Q^\nu A_\nu = 0$ to simplify the numerator of the vector meson propagator. The quantum numbers of the particles, together with Lorentz invariance, constrains the amplitude for $X \to J/\psi V$ to be the sum of two terms. One of them is

$$
A_\mu[X \to J/\psi V] = G_{X\psi V} \epsilon_{\mu\alpha\beta} Q^\nu \epsilon^{\alpha}_X \epsilon^{*\beta}_\psi,
$$

where $\epsilon_X$ and $\epsilon_\psi$ are the polarization 4-vectors of the $X$ and the $J/\psi$ and $G_{X\psi V}$ is a dimensionless constant. The contraction of this amplitude with the polarization vector $\epsilon^*_V$ of the vector meson reduces in the rest frame of the vector meson to $G_{X\psi V} m_V \epsilon_X \cdot (\epsilon_\psi \times \epsilon_V)^*$. The other independent amplitude $A_\mu$ has the Lorentz structure $\epsilon_{\mu\alpha\beta} P^\nu \epsilon^{\alpha}_X \epsilon^{*\beta}_\psi$. In the rest frame of the $X$, its contraction with $\epsilon^*_V$ is $m_X \epsilon_X \cdot (\epsilon_\psi \times \epsilon_V)^*$. Since the mass of the $X$ is so close to the threshold for $J/\psi V$,
the rest frames of the $X$ and $V$ are essentially identical. Thus the two independent
Lorentz structures are essentially equivalent for decays that are dominated by the
vector meson resonance. They give similar predictions for the partial widths for $X$
into $J/\psi h$ for $h = \pi^+\pi^-\pi^0, \pi^+\pi^-, \text{or } \pi^0\gamma$. The amplitude in Eq. (7.8) has the advan-
tage that it is also consistent with the constraint $Q^\mu A_\mu = 0$ required by vector meson
dominance. Thus this amplitude can be used to calculate the decay of $X$ into $J/\psi \gamma$.
We therefore take the transition amplitude for $X$ into $J/\psi V$ to be the expression in
Eq. (7.8).

7.2.2 Decay into $J/\psi \pi^+\pi^-$

We assume that the decay of $X$ into $J/\psi \pi^+\pi^-$ proceeds through a transition of
$X$ to $J/\psi \rho$. The T-matrix element is then given in terms of the unknown coupling
constant $G_{X\psi\rho}$ by Eqs. (7.7) and (7.8) with $V = \rho$. The expression for the amplitude
$A_\nu$ for $\rho \rightarrow \pi^+\pi^-$ is given in Eq. (7.3). We obtain the decay rate by squaring the
amplitude, summing over spins, and integrating over phase space. The differential
decay rate into $J/\psi \pi^+\pi^-$ as a function of the invariant mass $Q$ of the two pions is

$$
\frac{d\Gamma}{dQ}[X \rightarrow J/\psi \pi^+\pi^-] = \frac{|G_{X\psi\rho}|^2 G_{\pi\pi}^2 (Q^2 - 4m_{\pi}^2)^{3/2} \lambda^{1/2}(m_X, m_\psi, Q)}{9216\pi^3 m_X^4 m_\psi^2 (Q^2 - m_\rho^2)^2 + m_\rho^4 \Gamma_\rho^2} \times 
\left[ (m_X^2 + m_\psi^2)(m_X^2 - m_\psi^2)^2 - 2(m_X^4 - 4m_X^2 m_\psi^2 + m_\psi^4)Q^2 + (m_X^2 + m_\psi^2)Q^4 \right],
$$

(7.9)

where $\lambda(x, y, z)$ is the triangle function:

$$
\lambda(x, y, z) = x^4 + y^4 + z^4 - 2(x^2 y^2 + y^2 z^2 + z^2 x^2).
$$

(7.10)

After integrating over the pion invariant mass, the decay rate is

$$
\Gamma[X \rightarrow J/\psi \pi^+\pi^-] = |G_{X\psi\rho}|^2 (223 \text{ keV}).
$$

(7.11)
The shape of the pion invariant mass distribution for the decay of $X$ into $J/\psi \pi^+\pi^-$ is shown in Fig. 7.2. Its qualitative features are dominated by the phase space factor $\lambda^{1/2}(m_X, m_\psi, Q)$, which cuts the distribution off at the endpoint $Q = m_X - m_\psi$, and the vector meson resonance factor, which has its maximum at $Q = m_\rho$ just outside the kinematic region. Most of the support for $d\Gamma/dQ$ comes from within $\Gamma_\rho$ of the upper endpoint.

### 7.2.3 Decay into $J/\psi \pi^+\pi^-\pi^0$

We assume that the decay of $X$ into $J/\psi \pi^+\pi^-\pi^0$ proceeds through a transition of $X$ to $J/\psi \omega$. The T-matrix element is then given in terms of the unknown coupling constant $G_{X\psi\omega}$ by Eqs. (7.7) and (7.8) with $V = \omega$. The expression for the amplitude for $\omega \to 3\pi$ is given in Eq. (7.4). We obtain the decay rate by squaring the amplitude, summing over spins, and integrating over phase space. The differential decay rate into $J/\psi \pi^+\pi^-\pi^0$ as a function of the invariant mass $Q$ of the 3 pions can be reduced to a
2-dimensional integral:

\[
\frac{d\Gamma}{dQ}[X \rightarrow J/\psi \pi^+ \pi^- \pi^0] = \frac{|G_{X\psi\omega}|^2}{3072\pi^5m_X^5m_{\omega}^2F_\pi^6Q[(Q^2 - m_{\omega}^2)^2 + m_{\omega}^2\Gamma_{\omega}^2]}
\times \left[ (m_X^2 + m_{\psi}^2)(m_X^2 - m_{\psi}^2)^2 - 2(m_X^4 - 4m_X^2m_{\psi}^2 + m_{\psi}^4)Q^2 + (m_X^2 + m_{\psi}^2)Q^4 \right]
\times \left[ s_{12}s_{23}s_{31} - m_\pi^2(Q^2 - m_\pi^2)^2 \right]
\times \left| C_{v3\pi} + \frac{G_{v\pi\pi}C_{v\pi\rho}F_\pi^2}{m_\pi^2} \left( 1 - \frac{1}{3} f_\rho(s_{12}) + f_\rho(s_{23}) + f_\rho(s_{31}) \right) \right|^2,
\]

(7.12)

where \(s_{12}, s_{23}, \) and \(s_{31}\) are the squares of the invariant masses of the three pairs of pions. We have suppressed the limits of integration in the integrals over \(s_{12}\) and \(s_{23}\).

After integrating over the pion invariant masses, the decay rate is

\[
\Gamma[X \rightarrow J/\psi \pi^+ \pi^- \pi^0] = |G_{X\psi\omega}|^2(19.4 \text{ keV}).
\]

(7.13)

In Fig. 7.3, the shape of the pion invariant mass distributions for the decay of \(X\) into \(J/\psi \pi^+ \pi^- \pi^0\) is shown. Its qualitative features are dominated by the phase space factor \(\lambda^{1/2}(m_X, m_{\psi}, Q)\), which cuts the distribution off at the endpoint \(Q = m_X - m_{\psi}\), and the vector meson resonance factor, which has its maximum at \(Q = m_{\omega}\) just outside the kinematic region. Most of the support for \(d\Gamma/dQ\) comes from within a few widths \(\Gamma_{\omega}\) of the upper endpoint.

The ratio of the decay rates in Eqs. (7.11) and (7.13) is

\[
\frac{\Gamma[X \rightarrow J/\psi \pi^+ \pi^- \pi^0]}{\Gamma[X \rightarrow J/\psi \pi^+ \pi^-]} = 0.0870 \frac{|G_{X\psi\omega}|^2}{|G_{X\psi\rho}|^2}.
\]

(7.14)

By comparing this to Belle’s result in Eq. (2.5) for the ratio of the branching fractions, we can obtain an estimate of the ratio of the coupling constants:

\[
\frac{|G_{X\psi\omega}|^2}{|G_{X\psi\rho}|^2} \approx 11.5 \pm 5.7.
\]

(7.15)
7.2.4 Decay into $J/\psi \pi^0\gamma$

We assume that the decay of $X$ into $J/\psi \pi^0\gamma$ proceeds through transitions of $X$ to $J/\psi \rho$ and $J/\psi \omega$. The T-matrix element is then given by Eq. (7.7) summed over $V = \rho, \omega$. The amplitudes for $V \rightarrow \pi^0\gamma$ are given in Eqs. (7.6). The differential decay rate with respect to the invariant mass $Q$ of the $\pi^0\gamma$ is

$$\frac{d\Gamma}{dQ}[X \rightarrow J/\psi \pi^0\gamma] = \frac{\alpha_{em} (C_{\nu\pi\gamma} + G_{\nu\gamma}C_{\nu\nu}F_\pi^2/m_\psi^2)^2 (Q^2 - m_\rho^2)^3 \lambda^{1/2}(m_X, m_\psi, Q)}{648\pi^2 m_X^2 m_\psi^2 F_\pi^2} \frac{Q}{Q} \times \left[ (m_X^2 + m_\psi^2)(m_X^2 - m_\gamma^2)^2 - 2(m_X^4 - 4m_X^2 m_\psi^2 + m_\psi^4)Q^2 + (m_X^2 + m_\psi^2)Q^4 \right]$$

$$\times \left| \frac{G_{X\psi\rho}}{Q^2 - m_\rho^2 + im_\rho \Gamma_\rho} + \frac{G_{X\psi\omega} \sqrt{3}(\cos \theta_\omega + \sqrt{2} \sin \theta_\rho)}{Q^2 - m_\omega^2 + im_\omega \Gamma_\omega} \right|^2. \quad (7.16)$$

After integrating over the $\pi^0\gamma$ invariant mass, the decay rate is

$$\Gamma[X \rightarrow J/\psi \pi^0\gamma] = \left| G_{X\psi\omega} \right|^2 + 0.026 \left| G_{X\psi\rho} \right|^2$$

$$+ (0.163 \cos \phi + 0.215 \sin \phi) |G_{X\psi\omega}| |G_{X\psi\rho}| (3.24 \text{ keV}), \quad (7.17)$$
where \( \exp(i\phi) \) is the relative phase between \( G_{X\psi\omega} \) and \( G_{X\psi\rho} \). The estimate of the ratio \( |G_{X\psi\omega}|^2/|G_{X\psi\rho}|^2 \) in Eq. (7.15) suggests that the \( |G_{X\psi\omega}|^2 \) term in Eq. (7.17) dominates. If this is the case, the branching fraction for the decay of \( X \) into \( J/\psi \pi^0\gamma \) should be smaller than that for \( J/\psi \pi^+\pi^-\pi^0 \) by a factor of about 0.17.

### 7.2.5 Decay into \( J/\psi \gamma \)

Having chosen the transition amplitude in Eq. (7.8) so that it satisfies \( Q^\mu A_\mu = 0 \), we can use vector meson dominance to calculate the partial width for the decay of \( X \) into \( J/\psi \gamma \). The T-matrix element is

\[
T[X \to J/\psi \gamma] = G_{\nu\gamma} F_\pi^2 e \left( \frac{G_{X\psi\rho}}{m_\rho^2 - i m_\rho \Gamma_\rho} + \frac{G_{X\psi\omega} \cos \theta_v/\sqrt{3}}{m_\omega^2 - i m_\omega \Gamma_\omega} \right) \varepsilon_\mu \varepsilon_{\nu*} \varepsilon_\gamma^{*+} \varepsilon_{\psi*},
\]

(7.18)

where \( Q \) is the 4-momentum of the photon. The value of the coupling constant \( G_{\nu\gamma} \) is given in Eq. (B.2a). The result for the decay rate is

\[
\Gamma[X \to J/\psi \gamma] = \frac{\alpha_{em} G_{\nu\gamma}^2 F_\pi^4 (m_X^2 + m_\psi^2)(m_X^2 - m_\psi^2)^3}{24 m_X^5 m_\psi^2} \times \left| \frac{G_{X\psi\rho}}{m_\rho^2 - i m_\rho \Gamma_\rho} + \frac{G_{X\psi\omega} \cos \theta_v/\sqrt{3}}{m_\omega^2 - i m_\omega \Gamma_\omega} \right|^2.
\]

(7.19)

If the widths in the vector meson propagators are neglected and if we use \( m_\rho \approx m_\omega \), the decay rate in Eq. (7.19) reduces to

\[
\Gamma[X \to J/\psi \gamma] = |G_{X\psi\rho} + 0.30 G_{X\psi\omega}|^2 (5.51 \text{ keV}).
\]

(7.20)

Our estimate in Eq. (7.15) implies that \( |G_{X\psi\omega}| \) is much larger than \( |G_{X\psi\rho}| \). However, the larger magnitude of \( G_{X\psi\omega} \) is compensated by the vector meson mixing factor \( \cos \theta_v/\sqrt{3} = 0.30 \), so the \( G_{X\psi\rho} \) and \( G_{X\psi\omega} \) terms may be equally important. Using the partial widths in Eqs. (7.11) and (7.13), we can relate the branching fractions for
$J/\psi \gamma$ to those for $J/\psi \pi^+\pi^-$ and $J/\psi \pi^+\pi^-\pi^0$:

$$\text{Br}[X \to J/\psi \gamma] = 0.025 \text{Br}[X \to J/\psi \pi^+\pi^-] + 0.026 \text{Br}[X \to J/\psi \pi^+\pi^-\pi^0]$$

$$+ 0.050 \cos \phi \left( \text{Br}[X \to J/\psi \pi^+\pi^-] \text{Br}[X \to J/\psi \pi^+\pi^-\pi^0] \right)^{1/2},$$ (7.21)

where $\exp(i\phi)$ is the relative phase between $G_{X\psi\omega}$ and $G_{X\psi\rho}$. This prediction is compatible with the measurements of the branching ratios in Eqs. (2.5) and (2.7) if the angle $\phi$ is small.

### 7.3 Factorization of short-distance decay rates

Short-distance decays of the $X$ into a hadronic final state $H$ involve well-separated momentum scales. The $DD^*$ wavefunction of the $X$ involves the momentum scale $1/|a|$ set by the large scattering length. The transition of the $DD^*$ to $H$ involves momentum scales $m_\pi$ and larger. The separation of scales $|a| \gg 1/m_\pi$ can be exploited by using a factorization formula for the decay rate [45]. In limit $|a| \gg 1/m_\pi$, the leading term in the T-matrix element for the decay $X \to H$ can be separated into a short-distance factor and a long-distance factor as shown in Eq. (5.1). The short-distance factor $A_{\text{short}}$ in Eq. (5.1) has a well-behaved limit as $|a| \to \infty$. The long-distance factor $A_X$ is the universal amplitude given in Eq. (3.8). If the complex scattering length is parameterized as in Eq. (3.10), this factor is given by Eq. (5.2).

When applied to decays of $X$ into $J/\psi$ and light hadrons, the factorization formula in Eq. (5.1) implies that the coupling constants $G_{X\psi\rho}$ and $G_{X\psi\omega}$ have a long-distance factor $A_X$.

The factorization formula for the T-matrix element in Eq. (5.1) implies a factorization formula for the decay rate:

$$\Gamma[X \to H] = \Gamma_{\text{short}}[X \to H] \times |A_X|^2.$$ (7.22)
The short-distance factor $\Gamma_{\text{short}}$ in Eq. (7.22) has a well-behaved limit as $|a| \to \infty$.

Predictions for the rates for short-distance decays of the $X$ can be obtained from models for low-energy hadrons in which the parameters have been tuned to obtain a small binding energy $E_X$, such as Swanson’s model [33]. In such models, calculations using the most straightforward numerical methods tend to become increasingly unstable as the binding energy is tuned toward 0, because the small binding energy results from a delicate cancellation. The factorization formula in Eqs. (7.22) and (5.9) can be useful for extrapolating the predictions of a model to other values of the binding energy $E_X$. In many models, it is difficult to take into account effects of the width $\Gamma_X$ of the molecule. Given the prediction of a model in which the width has been neglected, the factorization formula in Eqs. (7.22) and (5.9) can be used to take into account the nonzero width $\Gamma_X$ consistently.

In order to use the factorization formula in Eqs. (7.22) and (5.9) to extrapolate a partial width calculated using a model to other values of the binding energy and the width, the calculation must be carried out for small enough binding energy that the model is in the universal scaling regime where observables scale as powers of the binding energy. For example, the probabilities for components of the wavefunction other than $D^0 \bar{D}^{*0}$ and $D^{*0} \bar{D}^0$ should scale as $E_X^{1/2}$. In Swanson’s model with $E_X = 0.7$ MeV, this universal scaling behavior is satisfied by the probability $Z_{\psi\omega}$ but not by $Z_{\psi\rho}$, as is evident in Fig. 7.1. The delayed onset of the universal behavior for the probability $Z_{\psi\rho}$ can perhaps be attributed to the weaker coupling of $X$ to isospin-1 states. In the next section, we will use Swanson’s result for $Z_{\psi\omega}$ to estimate the coupling constant $G_{X\psi\omega}$.
7.4 Partial width for $X \to J/\psi \pi^+\pi^-\pi^0$

The partial widths of the $X$ calculated in Section 7.2 are expressed in terms of unknown coupling constants $G_{X\psi\rho}$ and $G_{X\psi\omega}$. In this section, we use a simple 2-channel scattering model described in Section 4.3 to show that $|G_{X\psi\omega}|$ can be deduced from the probability $Z_{\psi\omega}$ for the $J/\psi \omega$ component of the $X$. We then use the probability $Z_{\psi\omega}$ in Swanson’s model to give a quantitative prediction for the partial width for the $X$ to decay into $J/\psi \pi^+\pi^-\pi^0$.

We can use results from Swanson’s model to estimate $|G_{X\psi\omega}|$, thereby determining the unknown constant in the expression in Eq. (7.13) for the partial width for $X \to J/\psi \pi^+\pi^-\pi^0$. The relativistic amplitude for the transition from $X$ to $J/\psi \omega$ is given by the contraction of the amplitude $A_\mu$ in Eq. (7.8) with a polarization vector for the $\omega$. The corresponding nonrelativistic amplitude $A_{X\psi\omega}$ is the analog of the transition amplitude $A_{X2}$ in Eq. (4.37) for the 2-channel model. In the rest frame of the $X$, the relativistic amplitude differs from the nonrelativistic amplitude by a factor of $\sqrt{2m_i}$ for every external particle:

$$\epsilon^*_\omega A_\mu[X \to J/\psi \omega] = \left(8m_X m_\psi m_\omega\right)^{1/2} A_{X\psi\omega}.$$  \hspace{1cm} (7.23)

Using the expression for the amplitude $A_\mu$ in Eq. (7.8) and the fact that the rest frame of the $X$ is almost identical to that of the $\omega$, the left side of Eq. (7.23) is

$$\epsilon^*_\omega A_\mu[X \to J/\psi \omega] = G_{X\psi\omega} m_\omega \epsilon_X \cdot (\epsilon_\psi \times \epsilon_\omega)^\ast.$$  \hspace{1cm} (7.24)

The transition amplitude $A_{X\psi\omega}$ on the right side of Eq. (7.23) must have the same dependence on the polarization vectors of the $J/\psi$ and $\omega$. There are two independent pairs of spin states for $J/\psi$ and $\omega$ that couple to any given spin state of $X$. If the
analog of the factorization formula in Eq. (4.39) is summed over the spin states of the $J/\psi$ and $\omega$, it gives

$$
\sum_{\text{spins}} |A_{X\psi\omega}|^2 = \sqrt{8\pi^2\Delta_{\psi\omega}/\mu_{\psi\omega}^3} Z_{\psi\omega},
$$

(7.25)

where $\Delta_{\psi\omega}$ is the energy gap in Eq. (3.16c), $\mu_{\psi\omega}$ is the reduced mass of the $J/\psi$ and $\omega$, and $Z_{\psi\omega}$ is the probability for the $J/\psi\omega$ component of $X$. Squaring both sides of Eq. (7.23) and summing over the spin states of $J/\psi$ and $\omega$, we get

$$
2m_{\omega}^2|G_{X\psi\omega}|^2 = 16\pi m_X (m_\psi + m_\omega) \sqrt{2\Delta_{\psi\omega}/\mu_{\psi\omega}} Z_{\psi\omega}.
$$

(7.26)

Inserting Swanson’s result $Z_{\psi\omega} = 9.6\%$ for $E_X = 0.7$ MeV and using the factorization formula in Eqs. (7.22) and (5.9), this reduces to

$$
|G_{X\psi\omega}|^2 = 9.59 \left( \frac{E_X + \Gamma_X^2/(16E_X)}{0.7\text{MeV}} \right)^{1/2}.
$$

(7.27)

Inserting the result into the expression in Eq. (7.13), we get a quantitative result for the partial width:

$$
\Gamma[X \rightarrow J/\psi \pi^+ \pi^- \pi^0] = (222 \text{keV}) \left( \frac{E_X + \Gamma_X^2/(16E_X)}{1\text{MeV}} \right)^{1/2}.
$$

(7.28)

We can use the result in Eq. (7.28) to set a lower bound on the partial width into $J/\psi \pi^+ \pi^- \pi^0$. As a function of the binding energy $E_X$, the right side of Eq. (7.28) is minimized at $E_X = \Gamma_X/4$. The lower bound on the width is $\Gamma_X > 2\Gamma[D^*0] = 136 \pm 32$ keV. Thus the lower bound on the partial width into $J/\psi \pi^+ \pi^- \pi^0$ in Swanson’s model is about 58 keV.

As is evident in Fig. 7.1, Swanson did not calculate the probability $Z_{\psi\rho}$ for the $J/\psi \rho$ component of $X$ for a binding energy small enough to be in the scaling region where $Z_{\psi\rho}$ scales like $E_X^{1/2}$. If he had, we could use an equation analogous to Eq. (7.26)
to determine $|G_{X\psi\rho}|$. If we assume that the smallest binding energy considered by Swanson is close to the scaling region, we can use his value $Z_{\psi\rho} = 0.86\%$ for $E_X = 0.7$ MeV to estimate $|G_{X\psi\rho}|$. In the analog of Eq. (7.26), we should set $\Delta_{\psi\rho} = \Delta_{\psi\omega}$ rather than using the value $\Delta_{\psi\rho}$ in Eq. (3.16b), because Swanson set $m_\rho = m_\omega$ in his calculation. The resulting estimate is

$$
|G_{X\psi\rho}|^2 \approx 0.86 \left( \frac{E_X + \Gamma_X^2/(16E_X)}{0.7 \text{ MeV}} \right)^{1/2}.
$$

We can insert this estimate into Eq. (7.11) to get an estimate of the partial width for decay into $J/\psi \pi^+\pi^-$. We can also insert this estimate of $|G_{X\psi\rho}|^2$ and the value of $|G_{X\psi\omega}|^2$ from Eq. (7.27) into Eqs. (7.17) and (7.20) to get ranges of estimates of the partial widths for the decays into $J/\psi \pi^0\gamma$ and $J/\psi \gamma$. The ranges arise from the unknown relative phase between $G_{X\psi\omega}$ and $G_{X\psi\rho}$. 
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If the $X(3872)$ is a loosely-bound S-wave molecule corresponding to a $C = +$ superposition of $D^0\bar{D}^{*0}$ and $D^{*0}\bar{D}^0$, the scattering length $a$ in the $(DD^*)^0_+$ channel is large compared to all other relevant length scales of QCD. Nonrelativistic few-body systems with short-range interactions and a large scattering length $a$ have universal properties that depend on the scattering length but are otherwise insensitive to details at distances small compared to $a$. Many of these universal properties are encoded in the universal transition amplitude $A(E)$ in Eq. (3.9), which depends only on the scattering length $a$ and the energy $E$ of the pair of particles in their center-of-momentum frame. Various universal properties of the $DD^*$ molecule can be extracted from $A(E)$. The decays of the $X$ implies that the large scattering length has an imaginary part. It can be conveniently parameterized in terms of the real and imaginary parts of $1/a$ as in Eq. (3.10). The binding energy $E_X$ and the width $\Gamma_X$ of the $DD^*$ molecule are expressed in terms of those parameters in Eqs. (3.12) and (3.11b).

Fine-tuning mechanisms that can generate a large scattering length for the $(DD^*)^0_+$ channel were discussed using three scattering models. It was explicitly shown that these models have the same universal properties that are compactly encoded in the universal amplitude $A(E)$ in Eq. (3.9). The three models differ in their predictions for
the approach to the universal limit. The zero-range model may describe the approach to the universal limit more accurately if the large scattering length arises from a fine-tuning of the depth of the interaction potential between $D^0$ and $\bar{D}^{*0}$ and between $D^{*0}$ and $\bar{D}^0$. The resonance model may describe the approach more accurately if the large scattering length is given by a fine-tuning of the mass of the $\chi_{c1}(2P)$ to the $D^0\bar{D}^{*0}$ threshold. The two-channel model may describe the approach more accurately if the large scattering length is given by a fine-tuning of the S-wave scattering parameters associated with channels with nearby thresholds such as $D^+D^-\bar{}$, $D^{*+}D^-\bar{}$, $J/\psi\rho$, and $J/\psi\omega$. The two-channel model is also useful for understanding the decays of $X$ that proceed through decays of constituents in channels with nearby thresholds.

The large scattering length can be exploited through factorization formulas for decay rates of $X$. For short-distance decay modes that do not proceed through the decay of a constituent $D^*$ of the $X$, the long-distance factor in the factorization formula is proportional to $1/|a|$ and is given in Eq. (5.10). If a partial width of the $X$ is calculated using some model with a specific binding energy for the $X$, the factorization formulas can be used to extrapolate the prediction to other values of the binding energy and to take into account the width of the $X$.

The large scattering length can also be exploited through factorization formulas for production rates of $X$, of $D^0\bar{D}^{*0}$ near threshold, of $D^{*0}\bar{D}^0$ near threshold, and of decay products of $X$ with invariant mass near the $D^0\bar{D}^{*0}$ threshold. The long-distance factor in the factorization formula for production rates of $X$ is proportional to $1/|a|$. For production of $D^0\bar{D}^{*0}$ and $D^{*0}\bar{D}^0$ near threshold, the factorization formula implies that the dependence on the invariant mass is through the factor $\sqrt{2\mu E}|A(E)|^2$, where $E$ is the invariant mass relative to the $D^0\bar{D}^{*0}$ threshold and $|A(E)|^2$ is given in
Eq. (5.22). The peak in the invariant mass distribution is above the threshold by
the amount $E_X + \Gamma_X^2/(16E_X)$. The factorization formulas also relate the rates for
production of $X$ to those for production of $D^0 \bar{D}^{*0}$ and $D^{*0} \bar{D}^0$ near threshold. The
line shape of the $X$ can be measured through the invariant mass distribution of its
decay products. In the case of short-distance decay modes, the factorization formulas
imply that near the $D^0 \bar{D}^{*0}$ threshold, the shape of the invariant mass distribution is
given by the factor $|A(E)|^2$ in Eq. (5.26). If $\text{Re}(a) < 0$, the distribution has a cusp
at $E = 0$, as shown in the lower panel of Fig. 5.7. If $\text{Re}(a) > 0$, the distribution
has a peak at $E = -E_X$, as shown in the upper panel of Fig. 5.7. In contrast to a
Breit-Wigner resonance, the integral over the line shape is logarithmically sensitive
to the endpoints of the integration region. This effect should be taken into account
in analyzing the production and decay of the $X$.

We analyzed the production of $X$ via $B \to XK$ by exploiting the factorization
formula that relates the decay rate to the rates for $B \to D^0 \bar{D}^{*0}K$ and $B \to D^{*} \bar{D}^0K$
near the charm meson threshold. Those rates were estimated by an analysis of Babar
data on the branching fractions for the decays $B \to D^{(*)} D^{(*)} K$. Our estimate for
the branching fraction for $B^+ \to XK^+$ is given in Eq. (6.21). It scales with the
binding energy $E_X$ of $X$ as $E_X^{1/2}$ as required by the factorization formulas. It also
scales as $\Lambda_{\pi}^2$, where $\Lambda_{\pi}$ is an unknown crossover momentum scale that is expected to
be comparable to $m_{\pi}$. If we take $E_X = 0.5$ MeV, neglect $\Gamma_X$, and allow $\Lambda_{\pi}$ to vary
between $m_{\pi}/2$ and $2m_{\pi}$, our estimate of the branching fraction varies from about
$7 \times 10^{-6}$ to about $1 \times 10^{-4}$. This range is compatible with the measured product of
the branching fractions for $B^+ \to XK^+$ and $X \to J/\psi \pi^+ \pi^-$ if $\text{Br}[X \to J/\psi \pi^+ \pi^-]$ is greater than about $10^{-1}$. 
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Our result for the ratio of the branching fractions for $B^0 \to XK^0$ and $B^+ \to XK^+$ is given in Eq. (6.23). It is expressed in terms of parameters $G_1$, $G_2$, $G_3$, $G_4$, and $\chi$ that appear in the amplitudes for $B \to \bar{D}^{(*)}D^{(*)}K$. The result is independent of the binding energy $E_X$ of the $X$ and also independent of the crossover scale $\Lambda_\pi$. Based on the determination of the parameters $G_i$ and $\chi$ from our analysis of Babar data on the branching fractions for the decays $B \to D^{(*)}\bar{D}^{(*)}K$, we concluded that the ratio of the branching fractions in Eq. (6.23) should be less than about $8 \times 10^{-2}$. The suppression of $B^0 \to XK^0$ can be explained partly by the decays of $B^0$ into $D^0\bar{D}^{*0}K^0$ and $D^{*0}\bar{D}^0K^0$ being dominated by color-suppressed amplitudes and partly by heavy quark symmetry forcing these amplitudes to vanish at the $DD^*$ threshold. The suppression of the decay $B^0 \to XK^0$ compared to $B^+ \to XK^+$ is a nontrivial prediction of the interpretation of $X(3872)$ as a $DD^*$ molecule. This prediction stands in sharp contrast to the observed pattern of exclusive decays of $B$ into a charmonium $H$ plus $K$, where the ratio for $B^0 \to HK^0$ and $B^+ \to HK^+$ are equal to within errors.

In our analysis of the Babar data on the decays $B \to D^{(*)}\bar{D}^{(*)}K$, we made the crude assumption that the form factors $G_1(q^2)$, $G_2(q^2)$, $G_3(q^2)$, and $G_4(q^2)$ are constants. The primary reason for this assumption was that the available experimental information was limited to branching fractions for the decays $B \to D^{(*)}\bar{D}^{(*)}K$. Measurements of Dalitz plot distributions and invariant mass distributions for those decays would allow a more rigorous analysis that takes into account the $q^2$-dependence of the form factors. This could be used to make a more precise prediction of the ratio of the branching fractions for $B^0 \to XK^0$ and $B^+ \to XK^+$. Measurements of the invariant mass distributions for the decays $B \to D^0\bar{D}^{*0}K$ and $B \to D^{*0}\bar{D}^0K$
would be particularly valuable. They might reveal the enhancement near the $D^0\bar{D}^{*0}$ threshold that would confirm the interpretation of the $X$ as a $DD^*$ molecule.

We have analyzed the decays of $X$ into $J/\psi$ plus light hadrons under the assumption that $X$ is a $DD^*$ molecule and that these decays proceed through transitions to $J/\psi\rho$ and $J/\psi\omega$. The differential decay rates were calculated in terms of unknown coupling constants $G_{X\psi\rho}$ and $G_{X\psi\omega}$ by using an effective lagrangian that reproduces the decays of the light vector mesons. The dependence on the unknown coupling constants enters only through multiplicative factors, so the angular distributions are completely determined. Quantitative predictions of the partial widths for the decays of $X$ into $J/\psi$ plus light hadrons require numerical values for the coupling constants $G_{X\psi\rho}$ and $G_{X\psi\omega}$. We pointed out that the dependence of these coupling constants on the binding energy $E_X$ and the total width $\Gamma_X$ are determined by factorization formulas. We showed how $|G_{X\psi\omega}|^2$ could be determined from the probability $Z_{\psi\omega}$ for the $J/\psi\omega$ component of $X$ in Swanson’s model. We used this result to give a quantitative prediction for the partial width for $X \rightarrow J/\psi\pi^+\pi^-\pi^0$ as a function of $E_X$ and $\Gamma_X$.

In summary, we have analyzed the $X(3872)$ under the assumption that it is an S-wave $DD^*$ molecule. This system provides a beautiful example of the predictive power of universality in systems with a large scattering length. It gives nontrivial predictions for the dependence of the production and decay rates of the $X$ on its binding energy and width. It also implies nontrivial relations between the production rates of $X$ and production rates of $D^0\bar{D}^{*0}$ and $D^{*0}\bar{D}^0$ near the charm meson threshold. The factorization formulas we have derived for the production and decay rates of $X$
can also be applied to other systems with large scattering, not only in particle physics but also in nuclear and atomic physics.

If our interpretation of $X$ as a $DD^*$ molecule is confirmed by experiment, it will have deep implications for QCD and hadronic physics. The $X(3872)$, with quark content $c\bar{c}\bar{u}\bar{u}$, will be the first exotic hadron to be unambiguously identified. Tornqvist’s analysis of the one-pion-exchange potential model [38] suggests that there may also be charm meson molecules with constituents $D^*\bar{D}^*$. It implies that there must be bottom meson molecules with constituents $BB^*$, $B^*\bar{B}$, and $B^*\bar{B}^*$. These molecules are predicted to have binding energies that are much larger than the natural energy scale 3 MeV associated with pion exchange, so the constituents will not have a large scattering length. This methods based on universality that we have applied to the $X(3872)$ will not be applicable. However the insights into the $X(3872)$ provided by universality can be used to fine-tune other models for mesonic molecules and therefore lead indirectly to a deeper understanding of these exotic hadrons.
APPENDIX A

ABSENCE OF EFIMOV STATES

The most remarkable predictions of low-energy universality, which were discovered by Efimov [79], occur in the 3-body sector. At sufficiently low energies, the effective interaction between three nonrelativistic particles with short-range forces can be described by an effective potential $V_{\text{eff}}(R)$ that depends only on the *hyperspherical radius* $R$, which is a weighted average of the separations of the three particles [80]. If the scattering length is large compared to the range $\ell$ of the force, the effective potential in the region $\ell \ll R \ll |a|$ is scale-invariant. In the case of identical particles of mass $m$, the hyperspherical radius is just the root-mean-square separation of the three pairs of particles and the scale-invariant potential is

$$V_{\text{eff}}(R) \approx -\frac{4 - \lambda_0}{2mR^2}, \quad (A.1)$$

where $\lambda_0$ is the minimum of the nontrivial solutions to

$$\sqrt{3} \lambda^{1/2} \cos(\pi \lambda^{1/2}/2) = 8 \sin(\pi \lambda^{1/2}/6). \quad (A.2)$$

The minimum solution is $\lambda_0 = -s_0^2$, where $s_0 \approx 1.00624$. In the *resonant limit* $a \to \infty$ in which the scattering length is tuned to be infinitely large, the 2-body bound state has zero binding energy and there are infinitely many arbitrarily-shallow 3-body
bound states called Efimov states. If the particles are identical bosons, the ratio of the binding energies of adjacent states approaches a universal constant $e^{2\pi/s_0} \approx 515.03$. The 3-body spectrum in the resonant limit has an asymptotic discrete scaling symmetry with discrete scaling factor $e^{\pi/s_0} \approx 22.7$. This symmetry is related to an infrared renormalization group limit cycle [81]. A limit that is more relevant to a physical problem with a large but finite scattering length is the scaling limit defined by $\Lambda \to \infty$ with $a$ fixed, where $\Lambda$ is the natural momentum scale set by the inverse of the range of the interaction. In the scaling limit, the binding energies $B_3$ and $B'_3$ of the shallowest and next-to-shallowest Efimov states for identical bosons are in the intervals $B_2 < B_3 < 6.75B_2$ and $6.75B_2 < B'_3 < 1406B_2$, where $B_2 = 1/(ma^2)$ is the 2-body binding energy [82]. If these binding energies are smaller than the natural energy scale $\Lambda^2/m$, these Efimov states should appear as real states in the spectrum. Thus, there should be at least one Efimov state if $\Lambda^2/m > 6.75B_2$ and at least two if $\Lambda^2/m > 1406B_2$. As an illustration, we consider helium atoms, which have a large scattering length [82]. The helium dimer is very shallow: its binding energy $B_2 \approx 1.3$ mK is smaller than the natural low-energy scale $\Lambda^2/m \approx 400$ mK by about a factor of 300. Thus we would expect either one or two Efimov states. There are in fact two helium trimers: a ground state and an excited state with binding energies $B'_3 \approx 130$ mK and $B_3 \approx 2$ mK. Both can be interpreted as Efimov states [82].

The large $D^0 \bar{D}^{*0}$ scattering length raises the exciting possibility of shallow $D^0D^0\bar{D}^{*0}$ molecules within 10 MeV of the $D^0D^0\bar{D}^{*0}$ threshold generated by the Efimov effect. Unfortunately, this possibility can be excluded. The $D^0D^0\bar{D}^{*0}$ sector involves only two identical bosons and only two of the three pairs of particles have a resonant interaction with a large scattering length. Furthermore a $D^0\bar{D}^{*0}$ pair can fluctuate into a
\( \bar{D}^0 D^* \) pair, and the other \( D^0 \) has no resonant interaction with this component of the wavefunction. Low-energy interactions in the 3-body sector can again be described by an effective potential which in the region \( m_{\pi}^{-1} \ll R \ll |a| \) has the scale-invariant form (A.1). The form of the potential can be derived from results given in Ref. [80]. If we ignore the 8\% mass difference between the \( D^0 \) and \( \bar{D}^* \), the only difference is that the equation for \( \lambda_0 \) is

\[
\sqrt{3} \lambda^{1/2} \cos(\pi \lambda^{1/2}/2) = 2 \sin(\pi \lambda^{1/2}/6). \tag{A.3}
\]

Of the factor of 4 difference with (A.2), one factor of 2 comes from there being only two identical bosons instead of three and the other factor of 2 comes from the 3-body system being a superposition of a \( D^0 D^0 \bar{D}^* \) molecule and a \( D^0 \bar{D}^0 D^* \) molecule. The minimum nontrivial solution to (A.3) is \( \lambda_0 \approx 0.3533 \). Since this is positive, the Efimov effect does not arise and there are no shallow 3-body bound states.
APPENDIX B

VECTOR MESON DECAYS

In this appendix, we present an updated determination of the coupling constants in the effective lagrangian for the light pseudoscalar and vector mesons that was used in Ref. [78] to calculate the semileptonic branching fractions for the \( \tau \) lepton. The same effective lagrangian is used in Section 7.2 to calculate the decay rates of the \( X \) into \( J/\psi \) and light hadrons.

The pion decay constant \( F_\pi = 93 \) MeV and the hadron masses have all been determined accurately [56]. The other parameters in the effective lagrangian can be determined from the partial widths for decays of \( \rho^0, \rho^\pm, \) and \( \omega \) given in Table B.1. The most useful combinations of the parameters in the amplitudes for the decays of the vector mesons into pions in Eqs. (7.3) and (7.4) are

\[
G_{v\pi\pi} = 11.99 \pm 0.06, \quad (B.1a)
\]

\[
C_{v3\pi} + G_{v\pi\pi} C_{v\pi\pi} F_\pi^2/m_v^2 = (8.03 \pm 0.48)/(16\pi^2), \quad (B.1b)
\]

\[
G_{v\pi\pi} C_{v\pi\pi} F_\pi^2/m_v^2 = (10.2 \pm 1.3)/(16\pi^2). \quad (B.1c)
\]

The coupling constant \( G_{v\gamma} \) associated with vector meson dominance and the most useful combinations of parameters in the amplitudes for the radiative decays of the
Decay mode | Partial width
---|---
$\rho^0 \rightarrow \pi^+ \pi^-$ | $150.3 \pm 1.6$ MeV
$\rho^0 \rightarrow e^+ e^-$ | $7.02 \pm 0.11$ keV
$\rho^- \rightarrow \pi^- \gamma$ | $67.6 \pm 7.5$ keV
$\omega \rightarrow e^+ e^-$ | $0.60 \pm 0.02$ keV
$\omega \rightarrow \pi^0 \gamma$ | $0.76 \pm 0.05$ MeV
$\omega \rightarrow \pi^0 \mu^+ \mu^-$ | $0.82 \pm 0.20$ keV
$\omega \rightarrow \pi^+ \pi^- \pi^0$ | $7.56 \pm 0.093$ MeV

Table B.1: Inputs that are used to determine the coupling constants in the vector meson decay amplitudes. The partial widths are taken from Ref. [56].

The vector mesons in Eqs. (7.6) are

\[ G_{v\gamma} = 14.01 \pm 0.11, \]  
\[ C_{v\pi \gamma} + G_{v\gamma} C_{v\pi \pi} F^2_{\pi}/m^2_v = (7.99 \pm 0.45)/(16\pi^2), \]  
\[ G_{v\gamma} C_{v\pi \pi} F^2_{\pi}/m^2_v = (11.9 \pm 1.5)/(16\pi^2). \]  

The vector meson mixing angle is given by

\[ \cos \theta_v = 0.51 \pm 0.01. \]  

Another function of $\theta_v$ that is often encountered is $\cos \theta_v + \sqrt{2} \sin \theta_v \approx 1.73 \pm 0.01$.

The errors in the parameters in Eqs. (B.1), (B.2), and (B.3) are determined using the uncertainties in the measurements of the vector meson decay widths only. The uncertainties in the hadron masses and the pion decay constant are negligible in comparison. Variations in the parameters associated with $U(3) \times U(3)$ symmetry breaking are neglected in this analysis.

\(^2\)The cosine of the angle $\theta_v$ here is the sine of the vector meson mixing angle used in Ref. [78].
The inputs that were used to determine the parameters in Eqs. (B.1), (B.2), and (B.3) are listed in Table B.1. Following Ref. [78], we determine the parameters by the following steps:

1. The coupling constant $G_{v\pi\pi}$ in Eq. (B.1a) is determined from the partial width for $\rho \to \pi^+\pi^-$:

$$\Gamma[\rho \to \pi^+\pi^-] = \frac{G_{v\pi\pi}^2 m_\rho}{192\pi} \left(1 - 4m_\pi^2/m_\rho^2\right)^{3/2}. \quad (B.4)$$

2. The coupling constant $G_{v\gamma}$ in Eq. (B.2a) is determined from the partial width for $\rho \to e^+e^-$:

$$\Gamma[\rho \to e^+e^-] = \frac{4\pi\alpha^2 m e m}{3m_\rho^3} G_{v\gamma}^2 F_\pi^4. \quad (B.5)$$

3. The combination of parameters in Eq. (B.2b) is determined from the partial width for $\rho^- \to \pi^-\gamma$:

$$\Gamma[\rho^- \to \pi^-\gamma] = \frac{2\alpha m^3}{27F_\pi^2} \left(C_{v\pi\gamma} + \frac{G_{v\gamma} C_{v\pi\pi} F_\pi^2}{m_v^2}\right)^2 (1 - m_\pi^2/m_\rho^2)^3. \quad (B.6)$$

4. The combination of parameters $G_{v\gamma} C_{v\pi\pi} F_\pi^2/m_v^2$ in Eq. (B.2c) is determined from the ratio of the partial widths for $\omega \to \pi^0\mu^+\mu^-$ and $\omega \to \pi^0\gamma$. The possibility of a relative phase between $C_{v\pi\gamma}$ and $G_{v\gamma} C_{v\pi\pi} F_\pi^2/m_v^2$ is ignored. The partial width for $\omega \to \pi^0\mu^+\mu^-$ is

$$\Gamma[\omega \to \pi^0\mu^+\mu^-] = \frac{1}{256\pi^3 m_\omega^3} \int ds_{12} \int ds_{23} \sum |A[\omega \to \pi^0\mu^+\mu^-]|^2. \quad (B.7)$$
The squared amplitude, averaged over initial spin states and summed over final spin states, is

\[ \sum |A[\omega \rightarrow \pi^0 \mu^+ \mu^-]|^2 = \frac{128\pi^2 a_{em}^2}{9F_\pi^2} (\cos \theta_v + \sqrt{2} \sin \theta_v)^2 \]

\[ \times \left[ (s_{23}^2 + 4m_\mu^2) \left( (m_\omega^2 - s_{23} - m_\pi^2)^2 - 4m_\pi^2 s_{23} \right) + s_{23}(s_{12} - s_{31})^2 \right] \]

\[ \times \frac{1}{s_{23}} \left| C_{v\pi\gamma} + \frac{G_{v\gamma} C_{v\pi\pi}}{m_\rho^2} F_\pi^2 (1 - f_\rho(s_{23})) \right|^2, \]

(B.8)

where \( s_{12}, s_{23}, \) and \( s_{31} \) are the squares of the invariant masses of the \( \pi^0 \mu^+, \mu^+ \mu^- \), and \( \mu^- \pi^0 \), respectively. The partial width for \( \omega \rightarrow \pi^0 \gamma \) is

\[ \Gamma[\omega \rightarrow \pi^0 \gamma] = 3(\cos \theta_v + \sqrt{2} \sin \theta_v)^2 \frac{m_\omega^3(1 - m_\pi^2/m_\omega^2)^3}{m_\rho^3(1 - m_\pi^2/m_\rho^2)^3} \Gamma[\rho^- \rightarrow \pi^- \gamma], \]

(B.9)

where \( \Gamma[\rho^- \rightarrow \pi^- \gamma] \) is given in Eq. (B.6). Note that the factor \((\cos \theta_v + \sqrt{2} \sin \theta_v)^2\) cancels in the ratio of Eqs. (B.7) and (B.9).

5. The combination of parameters \( G_{v\pi\pi} C_{v\pi\pi} F_\pi^2/m_\rho^2 \) appearing in Eq. (B.1c) is determined by multiplying the combination of parameters in Eq. (B.2c) by the ratio \( G_{v\pi\pi}/G_{v\gamma} \) obtained from Eqs. (B.1a) and (B.2a).

6. The combination of parameters in Eq. (B.1b) is determined from the ratio of the partial widths for \( \omega \) to decay into \( \pi^+ \pi^- \pi^0 \) and \( \pi^0 \gamma \) and from the value of the combination of parameters in Eq. (B.1c). The possibility of a relative phase between \( C_{v3\pi} \) and \( G_{v\pi\pi} C_{v\pi\pi} F_\pi^2/m_\rho^2 \) is ignored. The partial width for \( \omega \rightarrow \pi^0 \gamma \) is given in Eq. (B.9). The partial width for \( \omega \rightarrow \pi^+ \pi^- \pi^0 \) is

\[ \Gamma[\omega \rightarrow \pi^0 \pi^+ \pi^-] = \frac{1}{256\pi^3 m_\omega^3} \int ds_{12} \int ds_{23} \sum |A[\omega \rightarrow \pi^+ \pi^- \pi^0]|^2. \]
The squared amplitude, averaged over the spin states of $\omega$, is

$$\sum |A[\omega \to \pi^+\pi^-\pi^0]|^2 = \frac{4(\cos \theta_v + \sqrt{2} \sin \theta_v)^2}{F_\pi^6} \left( s_{12}s_{23}s_{31} - m_\pi^2 (m_\omega^2 - m_\pi^2) \right)$$

$$\times \left| C_{v3}\pi + \frac{G_{v\pi\pi}C_{v\pi\pi}F_\pi^2}{m_v^2} \left( 1 - \frac{1}{3} \left[ f_\rho(s_{12}) + f_\rho(s_{23}) + f_\rho(s_{31}) \right] \right) \right|^2.$$  \hspace{1cm} (B.11)

Note that the factor $(\cos \theta_v + \sqrt{2} \sin \theta_v)^2$ cancels in the ratio of Eqs. (B.10) and (B.9).

7. Finally, the cosine of the vector meson mixing angle in Eq. (B.3) is determined from the ratio of the partial widths for $\omega \to e^+e^-$ and $\rho^0 \to e^+e^-$:

$$\Gamma[\omega \to e^+e^-] = \frac{\cos^2 \theta_v m_\rho^3}{3m_\omega^3} \Gamma[\rho^0 \to e^+e^-].$$  \hspace{1cm} (B.12)
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