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Notation

The following notation is used in this dissertation:

N - network  
S - subnetwork  
t - time  
\( \omega \) - frequency  
j - discrete time indices  
n - number of nodes  
m - external node indices  
i - internal node indices  
\( \mathbf{p}^* \) - vector of actual parameters  
\( \mathbf{p}^0 \) - vector of nominal or designed parameters  
\( \mathbf{p} \) - vector of computed or updated parameters  
\( \Delta \mathbf{p} \) - parameter deviations \( (\mathbf{p}^* - \mathbf{p}^0) \)  
\( \mathbf{d} \) - relative parameter deviations in percent \( (\frac{\Delta \mathbf{p}}{\mathbf{p}^0} \times 100\%) \)  
\( \mathbf{x} \) - vector of the circuit variables  
\( \dot{\mathbf{x}} \) - partial derivative of \( \mathbf{x} \) w.r.t. time  
\( \mathbf{x}' \) - transpose of \( \mathbf{x} \)  
\( \mathbf{x}_0 \) - nominal vector or initial vector  
\( \mathbf{x}_j \) - vector \( \mathbf{x} \) at the \( j \)th time instance  
\( \mathbf{x}^* \) - measured vector  
\( \tilde{\mathbf{x}} \) - computed vector  
\( \mathbf{x}^a \) - adjoint vector  
\( \mathbf{X} \) - spectrum of \( \mathbf{x} \)
\( |X| \) – magnitude of \( X \)

\( \tilde{X} \) – complex conjugate of \( X \)

\( \phi \) – vector of test functions

\( f \) – circuit function waveforms

\( F \) – circuit function spectra

\( S \) – sensitivity matrix in frequency domain \( \left( \frac{\partial X}{\partial p} \right) \)

\( s \) – sensitivity matrix in time domain \( \left( \frac{\partial x}{\partial p} \right) \)

\( s_j \) – sensitivity matrix at the jth time instance \( \left( \frac{\partial x_j}{\partial p} \right) \)

\( T \) – test matrix \( \left( \frac{\partial \phi}{\partial p} \right) \)

\( \mathcal{F} \) – test matrix in time domain

\( \mathcal{F}_j \) – test matrix at the jth time instance

\( M \) – Jacobian matrix in time domain \( \left( \frac{\partial f}{\partial p} \right) \)

\( D \) – diagonal submatrix of \( M \)

\( C \) – column submatrix of \( M \)

\( R \) – row submatrix of \( M \)

\( S \) – external matrix of \( M \)

\( \mathcal{S} \) – selected matrix

\( Y \) – admittance matrix in frequency domain (Jacobian matrix \( \frac{\partial V}{\partial p} \))

\( Y \) – admittance matrix in time domain

\( Y_{ii} \) – diagonal submatrix of \( Y \)

\( Y_{im} \) – column submatrix of \( Y \)

\( Y_{mi} \) – row submatrix of \( Y \)

\( Y_{mm} \) – external submatrix of \( Y \)

\( v, V \) – node voltage waveforms, spectra

\( i, I \) – node current waveforms, spectra

\( w, W \) – input waveforms, spectra
q – capacitor charges and inductor fluxes
C – capacitance of the capacitor
G – admittance of the conductor
C – reactive matrix
G – resistive matrix
A – incident matrix
Q – orthogonalized matrix
R – upper triangle matrix
α – subnetwork indices
k – number of subnetworks
n_p – number of parameters
n_m – number of test nodes
n_e – number of excitation nodes
n_f – number of test frequencies
n_h – number of harmonic frequencies
n_l – number of DC excitation levels
n_s – number of piecewise linear segmentations
n_r – number of piecewise linear regions
n_t – number of time points
tf – testability factor
σ – standard deviation
1. INTRODUCTION

1.1 Statement of Testing Problems

As the demand for electronic circuits and systems in modern technology increases, both their scale and complexity grow rapidly. The phenomenal development of electronic systems would not have been possible without the advances in large scale and very large scale integration (LSI/VLSI) in semiconductor circuit technologies. Large analog or integrated analog and digital circuits are applied to many fields such as medical technology [Stotts 1989], neural networks [Mead 1989, Graf et al. 1988, and Hutchinson et al. 1988], and space technology. With the growth in significance and pervasiveness of electronic systems, availability, reliability and cost effectiveness become the main characteristics of quality. Therefore, in order to achieve the desired quality, product testing is of the utmost importance.

Testing, generally speaking, means examination of a product, to ensure that it functions and exhibits the properties and capabilities for which it was designed. The main purpose of testing is to detect malfunctions and locate their cause so that they can be eliminated. The quality of a test system can be evaluated on the basis of its availability, reliability and cost-effectiveness.

For large scale circuits and systems, testing is not only important but also complex, difficult and costly. It is difficult to gain access to different subsystems for functional testing. It is costly to analyze test results since the computations increase with the cube of the system size. Therefore, in order to meet the
needs of modern technology, a reliable and cost-efficient automatic test system for large scale electronic circuits should be developed.

Electronic circuit testing can be broadly classified into digital circuit testing and analog circuit testing. Digital circuit testing has developed quite rapidly in recent years. Excellent research results have contributed substantially to this advancement [Tsui, 1987]. Testing of analog circuits is more difficult than that of digital circuits because of the following reasons:

1. Analog circuits do not have precise accept/reject criteria in terms of clearly defined thresholds.
2. Analog components do not have good fault models like the stuck-at or stuck-open models widely accepted in digital testing.
3. Element tolerances and signal noise increase the difficulty of analog testing.

In an electronic system, digital circuits and analog circuits are interfaced through interacting circuits such as sensors, transducers and other forms of converters (e.g., A/D and D/A converters). These circuits are called mixed-mode (digital/analog) circuits. Testing of mixed-mode circuits has been attracting the interest of researchers in the past few years [Mahoney, 1987].

Testing of analog and mixed-mode circuits is a very important and challenging task. In the following discussion, a brief review of the existing methods for analog testing is given.
1.2 Brief Review of Analog Testing

Testing and fault diagnosis of analog circuits have been an active research topic for more than twenty five years. Some of the earliest publications in this area [Berkowitz 1962, Brown et al. 1962, Allen 1963, and Seshu and Waxman 1966] described basic techniques and their limitations as well as difficulties in analog testing. Over the years many researchers have worked to make analog testing more powerful and reliable. They have considered topics such as testability measures, computational requirements, effects of measurement errors and element tolerances. Yet, to this day, many problems remain unsolved and many techniques need better implementation.

Bandler and Salama (1985) gave an excellent review of the techniques and research publications in fault diagnosis for analog circuits. They compared the existing techniques in a systematic and understandable format. Depending on whether circuit simulation takes place before or after the test, analog circuit diagnosis methods can be classified into two main categories: the simulation before test (SBT) methods and the simulation after test (SAT) methods. The former methods consist of two major steps. The first step is to construct a fault dictionary by analyzing the circuit being tested for various faults with given measurement points. The second is to compare the measured responses with the simulated results in this dictionary to locate faults (so called fault dictionary technique). The latter methods try to locate faults directly from measurement data by verifying faulty assumptions (so called fault verification technique) or by calculating parameter values (so called parameter identification technique).
In order to ascertain the effectiveness of an analog test technique, it is necessary to establish a measure of testability. Testability can be measured in different ways depending on the technique being used and the type of circuit being tested. In order to insure the efficiency of the test, an optimum set of measurement points is selected before performing the measurement. Different measurement points are selected depending on the test situation. In the following sections, three techniques are discussed including the testability analysis and test point selection.

1.2.1 Fault Dictionary Technique

The fault dictionary technique is well suited for the diagnosis of hard faults (shorts, opens, catastrophic changes in bias points, etc.) [Seshu and Waxman 1966, Schreiber 1979, and Lin and Elcherif 1988]. As mentioned above, this technique is implemented in two steps. The first step is to construct a dictionary which includes the most likely faults. A circuit under test is simulated for the hypothesized faulty cases. Sets of stimuli are designed to produce desired responses in order to detect and isolate the faults. Signatures of the response are stored in the dictionary for use in the second step. An optimum set of stimuli, responses, and signatures is required to store the minimum amount of data and to achieve the desired degree of detection. In the second step, the circuit is excited by the stimuli designed in the first step. The signatures obtained are compared with those stored in the dictionary. The fault, or an ambiguity set that contains the number of possible faults, is identified if the signature matches one of the prestored signatures. Different methods were used to select an optimum set of measurements for the fault dictionary
1.2.2 Fault Verification Technique

With a limited number of measurements, not all parameters of the network can be identified. The fault verification technique addresses this problem based on the assumption that a few elements are faulty and the rest of network elements are within design tolerances. A set of faulty elements is assumed first. Then test equations generated on the basis of the assumed faulty elements are checked. If the fault assumption is correct, then the equations are consistent. Otherwise they are not. A number of research results have been developed based on this technique. Wu et al. (1982) introduced the self-testing method. Wu (1985), Wu and Wu (1986), and Wey (1987,1988) have discussed design testability and test point selection based on this method. Starzyk and Bandler (1981,1982), Huang et al. (1983), Lin, et al. (1983) have formulated topological testability conditions for the fault verification technique. Maeda et al. (1986) extended these topological conditions to the case of nonlinear systems. Reisig and DeCarlo (1987) expanded this method to analog–digital multiple fault diagnosis. These verification techniques were generalized to handle multi–excitation and multi–frequency tests for piecewise–linear circuits by Starzyk and Dai (1988) and to handle nonlinear circuits by Starzyk and El–Gamal (1988). Nodal and branch decomposition techniques for fault diagnosis and calibration of large networks have been presented by Salama, Starzyk and Bandler (1984) and by Hatzopoulos and Kontoleon (1987). The effect of element tolerances in this technique has been studied by Zou (1988).
1.2.3 Element Identification Technique

The element identification technique is well suited for soft faults (the faults due to the deviations of parameters). Assuming that enough independent measurements are available, all circuit parameters can be identified. The element tolerances are automatically taken into consideration in this technique. The element identification technique is useful in calibration, alignment and fault diagnosis. Most practical electronic circuits are frequency dependent and nonlinear. Consequently, in such networks, a large number of independent measurements can be produced by changing excitation levels and test frequencies. Navid and Willson (1979) have studied the testability of resistive networks based on the rank of the sensitivity matrix. Sen and Saeks (1977,1979) have developed a theory for multi-frequency testing of linear circuits. Visvanathan and Sangiovanni-Vincentelli (1981) and Saeks et al. (1981) addressed diagnosability of DC and dynamic nonlinear circuits.

Stenbakken and Souders (1987) developed an efficient algorithm for test point selection and testability measures for the element identification technique. They studied relations between the circuit's testability and measurement errors. In their study, testability is related to the condition number of the test matrix. Test point selection is performed by QR factorization in order to minimize the condition number and increase testability.
1.2.4 Comparisons

Of the three techniques discussed, the element identification technique is the most general and powerful. In the fault dictionary technique, a large number of potential faults should be simulated in order to construct the fault dictionary. However, the amount of computation required to simulate these faults is enormous. This makes the faulty dictionary technique suitable for specific circuits but too expensive for general large scale networks. In the fault verification technique, the faults can be located after verifying all fault assumptions. For linear circuits, the solution can be obtained by solving linear system equations. But the number of combinations of different fault assumptions increases exponentially as the size of the circuit increases. Therefore, the process of verifying for all assumptions is time consuming.

On the other hand, the element identification method can handle a broad range of test situations (DC testing, frequency domain testing, time domain testing, etc.) and test circuits (linear, piecewise linear or nonlinear). Without making any assumptions, faulty elements can be located when the circuit parameters are evaluated. Consequently, the actual element deviations are estimated. The elements can be calibrated to their designed values in order to make the circuit work properly. Based on the estimated parameter values, responses to arbitrary input signals can be predicted. Therefore, the element identification technique is very useful in practical applications such as trimming, alignment, functional testing, fault diagnosis, and calibration.

Normally, the element identification technique is based on the sensitivity
approach, i.e. the sensitivity of the responses with respect to all parameters. The element deviations are found through deviations of the responses and the sensitivity matrix. Testing strategies developed for the sensitivity approach consider many practical aspects including test point selection, element tolerances, measurement errors, etc.

In summary, the element identification technique is general and powerful. Its implementation, based on the sensitivity approach, is very useful in practice, but, unfortunately, cannot handle large scale circuits. The sensitivity matrix is dense which requires an enormous amount of memory space to store and takes a long time to compute when the circuit size is large. Overcoming these deficiencies was the main motivation behind this dissertation.

1.3 Objective and Organization

The objective of this dissertation is to develop a new testing method for large scale circuits based on the element identification technique. This new method must be useful for functional testing and calibration of complex systems as well as identifying element characteristics and verifying macromodels or entire subsystems. It must also be able to diagnose faults and evaluate elements efficiently and reliably, while meeting the requirements of the automatic test system.

In order to realize this objective, two major tasks are defined:

1) develop a decomposition approach for testing large scale circuits and
2) establish testing strategies related to calibration, functional testing and fault
The first task is realized by decomposing the interconnected system into a number of small subnetworks. To achieve this decomposition without breaking interconnections, voltage measurements are taken at the partition points and new test equations are formulated at these nodes. In this way the effects of the measurement errors are reduced to a local area, and computations are performed in each subcircuit. Subcircuit analysis is facilitated since the boundary conditions are determined by the measurement voltages. Thus, the speed and accuracy of the diagnosis process are improved.

In order to realize the second goal, we must account for all practical aspects of testing. Therefore, we consider finite accuracy of the computer simulation as well as effects of measurement errors on the validity of the results obtained. The best set of test points (DC excitation levels, test frequencies, and type of input signals applied) is selected in order to achieve adequate test coverage with minimum cost. In addition, an accurate response prediction and an effective method to eliminate ambiguity groups are proposed.

Figure 1.3.1 shows classification of testing techniques with special emphasis on two approaches presented in this dissertation – sensitivity approach and decomposition approach.
Electronic Circuit Testing

- Digital Circuit Testing
  - Fault Dictionary Technique
    - Sensitivity Approach
  - Element Identification Technique
    - Decomposition Approach
- Analog Circuit Testing
  - Fault Verification Technique

Fig. 1.3.1 Classification of electronic circuit testing.
Remaining of this dissertation is organized as follows: In Chapter 2, general test methods and the test procedure for element identification techniques are given. In Chapter 3, the sensitivity approach is discussed. The response simulation and sensitivity matrix are derived in DC, time and frequency domains respectively. The research for this approach stems from the need to implement the sensitivity based methods in a practical testing situation and to include them as software tools in circuit simulators. The discussion in Chapter 3 serves also as an introduction to the decomposition approach. In Chapter 4, the decomposition approach for large scale circuits is developed. Test equations are formed based on Kirchhoff's current law (KCL) equations at the partition nodes. In a similar way, the internal voltage simulation and the test matrix are derived in DC, time and frequency domains. The test matrix obtained by the decomposition approach is a bordered block diagonal (BBD) matrix thereby allowing sparse matrix and parallel processing techniques to be used to speed up computation in circuit simulation and fault diagnosis. In Chapter 5, test strategies for practical considerations, including test point selection, response prediction, and the effects of ambiguity groups, measurement errors, and time skews are covered. In Chapter 6, computer simulation and experimental results are given. The results obtained by the sensitivity approach and decomposition approach are compared. Chapter 7 presents the conclusion which includes discussion and suggestions for future work.
2. GENERAL APPROACH

When a new circuit is built, the responses of the circuit to one or several specific input signals must be measured to determine whether it works or not. This is called functional testing. If the responses are out of the range of design specifications, the circuit can be adjusted by calibrating its parameter values. This is referred to as calibration. In order to perform trimming, alignment and calibration, the actual parameter deviations must be estimated. The purpose of element identification and fault diagnosis is to find the actual parameter deviations from the measurements.

In general, fault diagnosis is more difficult than analysis. Equations for determining element values from measurement data such as input and output voltages are nonlinear, even for a linear circuit. One numerical approach to element identification is to linearize these equations. A solution of the linearized equations can be obtained by the Newton–Raphson iteration process. This approach is called the first order approximation method. Testing techniques based on the first order approximation method are both general and powerful. Techniques developed in this dissertation belong to this category. In the following sections, classification of the test methods is defined. A test procedure for the proposed method is described in a general way and the corresponding iterative process is given.

2.1 Test Methods

Test methods can be classified according to the following factors: test subjects — circuits under test, test environments and test functions.
2.1.1 Test Subjects

Circuits under test can be linear or nonlinear. Linear circuits contain linear RCL elements, operational amplifiers, controlled sources, nullators, norators, and switches. Nonlinear circuits contain the components which have nonlinear characteristics such as nonlinear resistors and capacitors, diodes, BJT transistors, and MOS transistors.

2.1.2 Test Environments

Depending upon the type of circuit being tested and the test equipment used, a test can be performed in DC domain, frequency domain or time domain:

DC domain:
- excitations: DC voltage/current sources,
- measurements: DC voltage, DC current, transfer function.

Frequency domain:
- excitations: sinusoidal – single frequency, multifrequency, or arbitrary periodic function,
- measurements: magnitude/phase of voltages at test frequencies, or harmonic frequencies.

Time domain:
- excitations: step function, impulse function, arbitrary waveforms,
2.1.3 Test Functions

Test equations are derived from test functions using the information obtained from the tested circuit (such as circuit topology, parameter values and element models, etc.) and measurements. In general, test functions can be represented as a system of nonlinear functions in variable \( p \) as:

\[
\phi = \phi(p)
\]  (2.1.1)

where \( p \) is a vector of parameter values. We denote the actual parameters values by \( p^* \) and the nominal or designed parameter values by \( p^0 \). The purpose of fault diagnosis is to find the deviations of actual parameters from design parameters as \( \Delta p^* = p^* - p^0 \). Once the actual parameter values are known, the faulty components can be identified and can be calibrated to the designed parameter values. Test functions are defined in such a way that for \( p = p^* \),

\[
\phi(p^*) = 0 ,
\]  (2.1.2)

To solve (2.1.2), we expand the system functions in the Taylor series about \( p^0 \):

\[
\phi(p^*) \approx \phi(p^0) + \left. \frac{\partial \phi}{\partial p} \right|_{p=p^0} (p^* - p^0) + \cdots
\]  (2.1.3)

In the case of the actual parameters \( p^* \) being close to their nominal values \( p^0 \), higher order terms in (2.1.3) may be ignored and the system can be written in a linearized form:

\[
\phi(p^*) \approx \phi(p^0) + T \Delta p ,
\]  (2.1.4)

where \( T \) is the Jacobian matrix

\[
T = \frac{\partial \phi}{\partial p} ,
\]  (2.1.5)
and $\Delta p$ are unknown deviations

$$\Delta p = p^* - p^0.$$  \hfill (2.1.6)

Substituting (2.1.2) into (2.1.4), we have

$$T \Delta p = - \phi(p^0).$$  \hfill (2.1.7)

The element deviations $\Delta p$ can be obtained by solving (2.1.7). If $\Delta p$ is large, the iterative process can be applied in which case we replace $p^0$ by a variable $p$. Solvability of (2.1.7) depends on the condition number of the coefficient matrix $T$ in (2.1.5). We give the following definitions:

Test function: $\phi(p)$,

Test matrix $T$: $\frac{\partial \phi}{\partial p}$,

Test equation: $T \Delta p = - \phi(p)$.

The test function can be defined in different ways. Depending upon different test functions, the test matrix has different properties. Consequently, the test equation is solved using different techniques.

Normally, output voltages are defined as test functions. Since in such approach the test matrix is equivalent to the sensitivity matrix, we call it the sensitivity approach. The advantage of this approach is that test points can be selected directly by performing the QR factorization [Leon 1980] on the sensitivity matrix [Stenbakken and Souders 1987]. The disadvantage is that the sensitivity matrix is dense, therefore it needs a large memory capacity to store and a significant amount of computational effort to analyze.
To overcome the problems of the sensitivity approach, we define the node current function at the measurement nodes as the test function. The resulting test matrix has bordered block diagonal structure so the decomposition technique can be applied. We call this method decomposition approach. The advantage of this approach is that the effect of faults is limited to local subcircuits, and the memory requirement and computational effort is much less than in the sensitivity approach. The disadvantage is that voltage measurements must be performed at partitioned nodes, and that the test point selection is not as intuitive as that in the sensitivity approach.

The classification factors of test methods discussed in this section are illustrated in Fig. 2.1.1

Fig. 2.1.1 Classification factors of the element identification methods.
2.2 Test Procedure

Test procedure developed in this dissertation is implemented in three stages: pre-test, real-test and post-test. In the pre-test stage, the following tasks are performed:

(1) The physical circuit is modeled. Modeling is the process by which electrical properties of a device or a group of interconnected devices are represented through mathematical equations, circuit representations or tables. Complex devices and large scale systems are characterized by macromodels which reflect their terminal behavior. There are several different modeling techniques and device element models [Meiner and Spina 1980, Antognetti and Massobrio 1988, and Milnes 1980].

(2) The response to one or more specific input signals is simulated based on the circuit model. The DC response, time domain response or frequency domain response are simulated depending on the type of test environment. This step can be implemented with the help of circuit simulators such as SPICE [Nagel 1976], SABER [Goering 1986], etc..

(3) The test matrix is formulated depending on the type of test function. In the sensitivity approach, the test matrix is equivalent to the sensitivity matrix. In the decomposition approach, the test matrix is derived based on the Kirchhoff current law equations. Up until now, sensitivity analysis has not been available in the public domain circuit simulators. This dissertation has developed the software for sensitivity calculation in the
frequency domain and the time domain.

(4) Test selection and test analysis are performed. One possible approach is to run the QR factorization on the test matrix.

Pre-test computations are performed either at the design stage or before performing the real test. The computational effort at this stage is quite large but can be computed off-line. Only one sample circuit is used to prepare the information needed to test other circuits of the same design. This information is useful to both design and test engineers. Design engineers may propose the accessible nodes. Test engineers know which measurements should be taken in order to achieve a reliable and cost effective test.

During testing, reference input signals are applied to the circuit using input signals (DC levels, signal frequencies and waveforms) selected in the pre-test stage. Either a network or spectrum analyzer or waveform recorder is used to measure the output response(s) at the previously selected test points (test nodes, test frequencies, harmonics, and sampling time point).

In the post-test stage, the measurement data and the test matrix are used to estimate the actual circuit parameters. Accurate predictions of the circuit's response to other arbitrary inputs can be made by performing response simulations using the updated parameters.

The post-stage computation should be performed on-line. It requires an algorithm to calculate the parameter deviations quickly, so that the circuit
components can be adjusted to their designed values by the automatic calibration system once the measurements have been made. Computation is accomplished for each tested circuit. This test procedure is summarized in Fig. 2.2.1.

2.3 Iterative Process

If the actual circuit parameters are substantially different from the nominal values on which the test matrix is based, then the iteration process is needed. Using superscript \( k \) to indicate the \( k \)th iteration sequence, the iterative procedure will be as follows:

1. calculate \( \Delta p^k \) from
   \[
   T^k(p^k) \Delta p^k = -\phi(p^k)
   \]
   (2.3.1)

2. update element values
   \[
   p^{k+1} = p^k + w^k \Delta p^k
   \]
   (2.3.2)
   where \( w^k \) is the weight factor \((0 < w^k < 1)\). Usually \( w^k \) is selected such that
   \[
   ||\phi(p^{k+1})|| \leq ||\phi(p^k)||
   \]
   (2.3.3)

3. check the condition
   \[
   ||\phi(p^{k+1})|| \leq \epsilon_1 \quad \text{and} \quad \Delta p^k \leq \epsilon_2
   \]
   (2.3.4)
   where \( \epsilon_1 \) and \( \epsilon_2 \) are the preset bounds.

4. stop if the conditions (2.3.4) are satisfied, otherwise
   set \( k = k + 1 \) and go back to step 1.

Since the starting point \( p^0 \) for the iterative process is close to the actual solution point \( p^* \), this iterative process converges for all practical situations.
Fig. 2.2.1 General test procedure
3. SENSITIVITY APPROACH

This chapter presents the sensitivity approach for fault diagnosis and calibration. Sensitivity $s$ is a derivative of a response $x(p)$ with respect to any parameter $p$; i.e., $s = \frac{\partial x}{\partial p}$. Sensitivities help us to understand how variations of parameters influence the response. In Section 3.1 we derive test equations based on responses $x$ and their sensitivities. Sensitivity computation is the key element for this approach. DC sensitivity, time domain sensitivity, and frequency domain sensitivity are derived. Although sensitivity computations have been described and used in many research papers [Navid and Willson 1979, Saeks et al. 1981 and Visvanathan and Sangiovanni-Vincentelli 1981, 1984, Flecha and DeCarlo, 1984], we present them in this chapter in order to use a uniform notation for different test environments, and as a reference for the decomposition approach developed in Chapter 4.

3.1 Test Equations and Sensitivity Matrix

Test functions can be defined as the differences between measured responses $x^*$ and nominal responses $x(p)$ as

$$\phi (p) = x(p) - x^*, \quad (3.1.1)$$

where $x(p)$ can be simulated based on the circuit model with element values $p$.

A test matrix corresponding to the test function (3.1.1) consists of derivatives of responses $x$ w.r.t. parameters $p$. Since the test matrix is equivalent to the sensitivity matrix, it can be denoted by $s$ and given by
The test equation is obtained by substituting (3.1.1) into (2.1.7)

\[ s \Delta p = \Delta x \]  \hspace{1cm} (3.1.3)

where \( \Delta x = x^* - x(p) \). It can be seen from (3.1.3) that in order to obtain \( \Delta p \), the sensitivity matrix \( s \) should be computed first. Sensitivities can be calculated either by the finite difference method or the adjoint technique. The finite difference method is easily implemented, requiring only repeated simulation of the circuit response with parameter values perturbed from the nominal. However, unacceptable errors may occur, and the computational cost is prohibitive in most cases. The adjoint technique is a popular numerical method for computing sensitivities [Director and Rohrer, 1969]. Once the system response is obtained, the sensitivity can be determined by solving a system of linear equations.

After each element and device in a circuit is modeled, a system of circuit equations is determined using both the element model equations and topological constraints. The topological constraints reflect KCL and KVL. The circuit equations are, in general, a system of algebraic–differential equations of the form

\[ f(\dot{x}, x, p, t, w) = 0 \]  \hspace{1cm} (3.1.4)

where

- \( x \) is the vector of voltages, currents, capacitor charges, and inductor fluxes spanning the solution space of the circuit,
- \( \dot{x} \) is the vector of partial derivatives with respect to \( t \) (\( \dot{x} = \partial x / \partial t \)),
\( \mathbf{p} \) is the vector of circuit parameters,
\( \mathbf{w} \) is the vector of input functions.

The solution of (3.1.4) and the sensitivity matrix \( \frac{\partial \mathbf{x}}{\partial \mathbf{p}} \) can be determined for different cases such as DC, time domain and frequency domain.

### 3.2 DC Sensitivity

Usually, the DC solution is determined for the equilibrium case, that is, for the case when \( \dot{\mathbf{x}} \) is zero. Energy storage in the circuit is ignored (capacitors are replaced by open circuits and inductors are replaced by short circuits). With excitation fixed and with no time-varying circuit elements, the circuit equations are not dependent on time. Without loss of generality, \( t \) can be set to 0, and hence (3.1.4) can be modified to

\[
\mathbf{f}(0, \mathbf{x}_0, \mathbf{p}, 0, \mathbf{w}) = 0 \quad (3.2.1)
\]

or simply

\[
\mathbf{f}(\mathbf{x}_0, \mathbf{p}, \mathbf{w}) = 0. \quad (3.2.2)
\]

If the circuit contains a nonlinear element, then the DC solution is obtained by an iterative sequence of a linearization algorithm. The Newton–Raphson algorithm is the common method of linearization. Beginning with an initial "guess" for the solution, all nonlinear equations are linearized about this initial operating point. The system equations for the linear equivalent circuit can be solved using linear methods. The circuit solution is then used as the next "guess", and the process is repeated. The iteration stops when successive solutions agree within a specified tolerance. The linearized equation is
\[
\frac{\partial f}{\partial x_0} \Delta x_0 = -f .
\] (3.2.3)

Iterations in (3.2.3) provide \( x_0 \). At the convergence, the Jacobian matrix is available in its factored form.

Differentiating (3.2.1) with respect to \( p \), yields

\[
\frac{\partial f}{\partial x_0} \frac{\partial x_0}{\partial p} + \frac{\partial f}{\partial p} = 0 .
\] (3.2.4)

The DC sensitivities can be found by solving the following equation:

\[
\frac{\partial f}{\partial x_0} \frac{\partial x_0}{\partial p} = -\frac{\partial f}{\partial p} .
\] (3.2.5)

Let us denote

\[
s_0 = \frac{\partial x_0}{\partial p} ,
\] (3.2.6)

Then (3.2.5) becomes

\[
\frac{\partial f}{\partial x_0} s_0 = -\frac{\partial f}{\partial p} .
\] (3.2.7)

The DC solutions \( x_0 \) and their sensitivities \( s_0 \) can be used as the initial values in time domain analysis, or the operating point values in the frequency domain analysis.
3.3 Time Domain Sensitivity

Time domain analysis determines the response of a circuit to specified time domain inputs. The sensitivity of the response w.r.t. to a parameter can be calculated when the response is determined. The initial time instant can be arbitrarily defined as time zero. The initial conditions (response and sensitivity at the initial time instant) are determined by previous DC operating point solutions \( x_0 \) and DC sensitivities \( s_0 \).

The time interval \((0, \tau)\) is divided into the discrete time instants \((0, t_1, t_2, \ldots, \tau)\). At each time instant, the solution of (3.1.4) is determined by a nonlinear equation solver first. Then the sensitivities of (3.1.4) w.r.t. all parameters can be obtained simultaneously with the solution vector by solving linear equations. The time interval between successive time instants is controlled by a computer program to insure an accurate solution. After that, computed data is interpolated at the time instants at which measurements will be taken.

First we derive the sensitivity matrix based on the general formulation. Then the modified nodal equation formulation is given as an example to illustrate the procedure.

3.3.1 General Formulation

The sensitivity calculation is implemented in two steps: 1) network analysis, in which the system solution is found, and 2) sensitivity analysis, in which the system sensitivity is obtained.
A. Network Analysis

At a certain time instant \( t_j \), (3.1.4) becomes a nonlinear algebraic equation

\[
f(\dot{x}_j, x_j, p) = 0.
\]  

(3.3.1)

Using the backward differentiation formula (BDF) [Gear 1971], \( \dot{x} \) can be represented by

\[
\dot{x}_j = \sum_{\ell=0}^{k_j} \frac{1}{h_j} \alpha_{j\ell} x_{j-\ell}.
\]

(3.3.2)

where

\[
h_j = t_j - t_{j-1},
\]

In order to solve (3.3.1) by the modified Newton–Raphson method or other techniques [see, for example, Ortega and Rheinboldt, 1970], the Jacobian matrix is evaluated by

\[
M_j = \frac{df}{dx_j} = \frac{\partial f}{\partial x_j} \frac{\partial \dot{x}_j}{\partial x_j} + \frac{\partial f}{\partial x_j}.
\]

(3.3.3)

Using (3.3.2), we can get

\[
\frac{\partial \dot{x}_j}{\partial x_j} = \frac{\alpha_{0j}}{h_j}.
\]

(3.3.4)

Let us denote

\[
a_{j\ell} = \frac{\alpha_{j\ell}}{h_j},
\]

(3.3.5)

and the Jacobian matrix (3.3.3) becomes
The nonlinear iterations are solved using Newton–Raphson method
\[ M_j \Delta x_j = - f_j. \] (3.3.7)

B. Sensitivity Analysis

Sensitivities of the solution \( x_j \) of the original system (3.3.1) w.r.t. parameters \( p \) can be obtained by differentiating both sides of (3.3.1)

\[ \frac{\partial f}{\partial x_j} \frac{\partial x_j}{\partial p} + \frac{\partial f}{\partial x_j} \frac{\partial x_j}{\partial p} + \frac{\partial f}{\partial p} = 0. \] (3.3.8)

Let us denote
\[ s_j = \frac{\partial x_j}{\partial p}, \] (3.3.9)
then (3.3.8) becomes
\[ \frac{\partial f}{\partial x_j} \dot{s}_j + \frac{\partial f}{\partial x_j} s_j = - \frac{\partial f}{\partial p}. \] (3.3.10)

Using BDF, we can write \( \dot{s}_j \) as
\[ \dot{s}_j = a_0 s_j + \sum_{\ell=1}^{k_j} a_\ell s_{j-\ell}. \] (3.3.11)

Substituting (3.3.11) into (3.3.10), we get
\[ \left[ \frac{\partial f}{\partial x_j} a_0 + \frac{\partial f}{\partial x_j} \right] s_j = - \frac{\partial f}{\partial p} - \sum_{\ell=1}^{k_j} a_\ell s_{j-\ell}. \] (3.3.12)
The system of linear equations (3.3.12) has the following form:

\[ M_j s_j = - B_j , \]  

(3.3.13)

where

\[ M_j = \frac{\partial f}{\partial \dot{x}_j} a_0 + \frac{\partial f}{\partial x_j} , \]  

(3.3.14)

and

\[ B_j = \frac{\partial f}{\partial p} + \frac{\partial f}{\partial x_j} \sum_{\ell=1}^{k_j} a_{j\ell} s_{j-\ell} . \]  

(3.3.15)

Remarks:

1. The coefficient matrix (3.3.14) is the same as the Jacobian matrix (3.3.6) of the original system calculated at the solution point. When the iterations (3.3.7) at time instant \( t_j \) converge, the matrix \( M_j \) is available in a factored form.

2. Equation (3.3.13) is linear. Sensitivities can be obtained by solving linear equations with the coefficient matrix known in the factored form.

3. Matrices \( \frac{\partial f}{\partial \dot{x}_j} \), \( \frac{\partial f}{\partial x_j} \) and \( \frac{\partial f}{\partial p} \) are functions of \( \dot{x} \), \( x \) and \( p \). At each time instant, these matrices can be evaluated using the solutions \( x \), derivative \( \dot{x} \) obtained from BDF (3.3.2), and the nominal parameter values \( p_0 \).

3.3.2. Sensitivity Formulation Based on the Modified Nodal Equations

The modified nodal equation generally has the following form:
\[ f(x,p,t) = \mathcal{Y}(p) x + y(x) - w = 0 \] (3.3.16)

Here \( \mathcal{Y} \) consists of linear elements and \( y \) consists of nonlinear elements, and the vector \( x \) has the form

\[
x = \begin{bmatrix} v \\ q \end{bmatrix},
\] (3.3.17)

where the vector \( v \) consists of the nodal voltages and currents through inductors, independent and controlled voltage sources, and current-controlled voltage sources. The vector \( q \) consists of capacitor charges and inductor fluxes.

If charges/fluxes of linear capacitors/inductors are expressed as functions of the branch voltages/currents, then \( q \) contains only charges/fluxes of nonlinear reactive elements. Equation (3.3.16) can be written as

\[ f(x,p,t) = C \dot{x} + G x + y(x) - w = 0, \] (3.3.18)

where \( C \) is the linear reactive matrix and \( G \) is the linear resistive matrix.

**A. General Case**

In most cases, the charge of a capacitive branch \( q \) can be explicitly expressed by the voltage \( v \) across that branch

\[ q = q(v). \]

A transformation of \( q \) into \( v \) is allowed so that the unknown vector is \( v \) rather than larger vector \( x \). The modified nodal equations can be rewritten in the
following form:

\[ f(\dot{v}, v, p, t) = G \dot{v} + C \dot{v} + A g(v, p) + A \dot{q}(v, p) - w = 0, \]  

(3.3.19)

where

- \( A \) is the incidence matrix,
- \( g(v, p) \) is a vector of currents through nonlinear resistive elements,
- \( q(v, p) \) is a vector of currents through nonlinear reactive elements.

For simplicity, let \( C_{eq} \) denote \( \partial f / \partial \dot{x} \), \( G_{eq} \) denote \( \partial f / \partial x \) and \( u_{eq} \) denote \( \partial f / \partial p \). Derivatives of the system function \( f \) needed in (3.3.8) can be evaluated as follows:

\[ G_{eq} = \frac{\partial f}{\partial \dot{v}} = G + A \frac{\partial g}{\partial \dot{v}} + A \frac{\partial \dot{q}}{\partial \dot{v}}, \]  

(3.3.20)

\[ C_{eq} = \frac{\partial f}{\partial \dot{v}} = C + A \frac{\partial \dot{q}}{\partial \dot{v}} = C + A \frac{\partial q}{\partial \dot{v}}, \]  

(3.3.21)

\[ u_{eq} = \frac{\partial f}{\partial p} = \frac{\partial G}{\partial \dot{v}} + C \frac{\partial \dot{v}}{\partial \dot{v}} + A \frac{\partial g}{\partial p} + A \frac{\partial \dot{q}}{\partial p}, \]  

(3.3.22)

where

\[ \frac{\partial \dot{q}}{\partial \dot{v}} = \frac{\partial \partial q}{\partial \dot{v} \partial \dot{v} \partial t} = \frac{\partial q^2}{\partial \dot{v}^2} \]  

(3.3.23)

and

\[ \frac{\partial \dot{q}}{\partial p} = \frac{\partial \partial q}{\partial p \partial \dot{v} \partial t} = \frac{\partial q^2}{\partial \dot{v}} \frac{\partial q}{\partial \dot{v}}. \]  

(3.3.24)

Since the branch equations are described by analytic functions of their
arguments, the above derivatives can be obtained directly. The equation (3.3.10) can be written as

\[ C_{eq} \dot{s}_j + G_{eq} s_j = -u_{eq}. \]  

(3.3.25)

In similar way (3.3.12) can be simplified as

\[ (C_{eq} a_0 + G_{eq} ) s_j = -u_{eq} - C_{eq} \sum_{\ell=1}^{k} a_\ell s_{\ell-j}. \]  

(3.3.26)

### B. DC Case

In a DC case, \( t = 0 \) and \( \dot{v} = 0 \). The DC equations are obtained from (3.3.19) as

\[ f(v_0,p) = G v_0 + A g(v_0,p) - w_0 = 0, \]  

(3.3.27)

\[ q = q(v_0,p). \]

Differentiating both sides of (3.3.27) w.r.t. \( p \) yields

\[ (G + A \frac{\partial g}{\partial v_0}) \frac{\partial v_0}{\partial p} = - \left( \frac{\partial G}{\partial p} v_0 + A \frac{\partial g}{\partial p} \right). \]  

(3.3.28)

Let

\[ u_{geq} = \frac{\partial f}{\partial p} = \frac{\partial G}{\partial p} v + A \frac{\partial g}{\partial p}. \]  

(3.3.29)

The DC sensitivities can be obtained from

\[ G_{eq} s_0 = -u_{geq}. \]  

(3.3.30)

Note that (3.3.30) is the nodal formulation of the DC sensitivity equation (3.2.7).
C. Linear Case

In the case of a linear network, both $g(v,p)$ and $q(v,p)$ are equal to zero. The linear equations are obtained from (3.3.19) as

$$f(\dot{v}, v, p, t) = C \dot{v} + G v - w(t) = 0 . \quad (3.3.31)$$

Let

$$u = \frac{\partial f}{\partial p} = \frac{\partial G}{\partial p} v + \frac{\partial C}{\partial p} \dot{v} , \quad (3.3.32)$$

then the system sensitivity equation is simplified to

$$C s_j + G s_j = - u . \quad (3.3.33)$$

After applying BDF, sensitivities can be obtained by solving

$$(C a_0 + G ) s_j = - u - C \sum_{\ell=1}^{k_j} a_\ell s_{j-\ell} . \quad (3.3.34)$$

3.3.3. Procedure to Generate the Sensitivity Matrix in Time Domain

The sensitivity matrix can be obtained using the following procedure:

1. Evaluate the linear resistive matrix $G$ and the reactive matrix $C$. These two matrices do not depend on time or the solution vector.
2. Select the initial values $v_0$ and $s_0$ obtained at the DC analysis.
3. Predict $v_j$ using the forward differentiation formula [Gear 1971]
4. Calculate $\dot{v}_j$ using the backward differentiation formula.
5. Evaluate derivatives for nonlinear branches and form $C_{eq}$, $G_{eq}$ and $u_{eq}$. Calculate the Jacobian matrix $M_j$ and the function vector $f_j$. 

6. Apply the Newton–Raphson algorithm.

7. Solve the linear system (3.3.26) to obtain the sensitivity vector $s_j$.

8. Repeat 3–7 for each time instance within $(0–\tau)$, the sensitivity matrix will have the form

$$s = [s_1^\top, s_2^\top, \ldots, s_p^\top]^\top,$$

where $\top$ stands for the matrix transpose operation.

This procedure is summarized in Fig. 3.3.1.

Remarks:

1. Newton–Raphson's method requires that the Jacobian be constructed and factored at each iteration. If the changes in the Jacobian from iteration to iteration are sufficiently small, then the old Jacobian closely approximates the new one. Therefore, the factored Jacobian from one iteration can be used for several subsequent iterations.

2. If the system response can be obtained from a general circuit simulation program, Steps 3, 5 and 6 are omitted. The sensitivity calculation can be added to this simulation program.
Fig. 3.3.1 Flowchart of sensitivity computation in time domain.
Example

A small nonlinear circuit (Fig. 3.3.2) is chosen to illustrate sensitivity evaluation using the derived formulas. There are two nonlinear elements in this circuit: a nonlinear capacitor $C_n$ and a diode $D$.

The characteristic equation of the nonlinear capacitor is

$$q = C_n v^2,$$

i.e.

$$i_{C_n} = q = 2 C_n v \dot{v},$$

and the corresponding derivatives are

$$\frac{\partial q}{\partial v} = 2 C_n v, \quad \frac{\partial^2 q}{\partial v^2} = 2 C_n, \quad \frac{\partial^2 q}{\partial v \partial v} = 2 v.$$

The characteristic equation of the diode can be described by

$$i_D = I_s (e^{K_v} - 1),$$

where $K$ is a constant, and the corresponding derivatives are

$$\frac{\partial i_D}{\partial v} = K I_s e^{K_v}, \quad \text{and} \quad \frac{\partial i_D}{\partial I_s} = e^{K_v} - 1.$$

The nodal equations are

Node 1

$$f_1 = i_{C_n} + G (v_1 - v_2) - J_s = 0,$$

Node 2

$$f_2 = - G (v_1 - v_2) + i_C + i_D = 0.$$

Fig. 3.3.2 A nonlinear circuit.
From (3.3.20) and (3.3.21) we have

\[
G_{eq} = \frac{\partial f}{\partial \mathbf{v}} = G + A \frac{\partial g}{\partial \mathbf{v}} + A \frac{\partial \mathbf{q}}{\partial \mathbf{v}} = \begin{bmatrix} G + \frac{\partial^2 q}{\partial \mathbf{v}^2} \dot{v}_1 & -G \\ -G & G + \frac{\partial i_D}{\partial \mathbf{v}_2} \end{bmatrix},
\]

\[
C_{eq} = \frac{\partial f}{\partial \dot{\mathbf{v}}} = C + A \frac{\partial \mathbf{q}}{\partial \dot{\mathbf{v}}} = \begin{bmatrix} \frac{\partial \mathbf{q}}{\partial \mathbf{v}_1} & 0 \\ 0 & C \end{bmatrix}.
\]

The Jacobian matrix is

\[
\mathbf{M} = C_{eq} \mathbf{a}_0 + G_{eq} = \begin{bmatrix} G + \frac{\partial^2 q}{\partial \mathbf{v}^2} \dot{v}_1 + \frac{\partial g}{\partial \mathbf{v}_1} \mathbf{a}_0 & -G \\ -G & G + \frac{\partial i_D}{\partial \mathbf{v}_2} + \mathbf{a}_0 C \end{bmatrix}
\]

\[
= \begin{bmatrix} G + 2C_n \dot{v}_1 + 2 C_n v_1 a_0 & -G \\ -G & G + \frac{\partial i_D}{\partial \mathbf{v}_2} + \mathbf{a}_0 C \end{bmatrix},
\]

and on the basis of (3.3.22) we have

\[
u_{eq} = \frac{\partial f}{\partial \mathbf{p}} = \frac{\partial \mathbf{G}}{\partial \mathbf{p}} \mathbf{v} + \frac{\partial \mathbf{C}}{\partial \mathbf{p}} \dot{\mathbf{v}} + A \frac{\partial g}{\partial \mathbf{p}} + A \frac{\partial \mathbf{q}}{\partial \mathbf{p}}
\]

\[
\begin{bmatrix} G & C & I_s & C_n \\ v_1 - v_2 & 0 & 0 & \frac{\partial^2 q}{\partial \mathbf{C}_n^T \mathbf{v}_1} \dot{v}_1 \end{bmatrix} = \begin{bmatrix} G & C & I_s & C_n \\ v_1 - v_2 & 0 & 0 & 2v_n \dot{v}_1 \end{bmatrix}
\]

\[
\begin{bmatrix} v_2 - v_1 \\ \dot{v}_2 \end{bmatrix} \frac{\partial i_D}{\partial I_s} = \begin{bmatrix} v_2 - v_1 \\ \dot{v}_2 \end{bmatrix} e^{K v_2 - 1} 0
\]

The sensitivity matrix can now be calculated by solving (3.3.26).
3.4 Frequency Domain Sensitivity

A time domain signal $x$ is called a waveform. A frequency domain signal $X$ is called a spectrum. All waveforms are assumed to be of real value, whereas all spectra are assumed to be of complex value. A periodic waveform $x$ with a period $T_0$ can be written as a Fourier series [Bracewell, 1978]

$$x(t) = \sum_{k=-\infty}^{\infty} X(k) e^{jk\omega_0 t}, \quad \text{where } \omega_0 = \frac{2\pi}{T_0}, \quad (3.4.1)$$

$$X(k) = \frac{1}{T_0} \int_{0}^{T_0} x(t) e^{-jk\omega_0 t} \, dt.$$ 

The $k$th harmonic of $x(t)$ is the frequency $k\omega_0$ and $X(k)$ is its Fourier coefficient or phasor. $X=\{..., X(-1),X(0),X(1),...\}$ is called the frequency domain representation or the spectrum of $x$.

In frequency domain testing, the spectrum $X$ of response can be measured. For testing purposes, we should find the sensitivity of spectrum $X$ w.r.t. circuit parameter $p$, $\frac{\partial X}{\partial p}$. The deviations $\Delta p$ can be found by solving the system of linear test equations

$$\frac{\partial X}{\partial p} \Delta p = \Delta X, \quad (3.4.2)$$

where $\Delta X = X^* - X(p^0)$, $X^*$ is the spectrum of the measured response, and $X(p^0)$ is the calculated spectrum of the nominal circuit.
In the following discussion, we consider sensitivity calculation in two different cases. First, the circuit is linearized when a small sinusoidal signal or a linear combination of several small sinusoidal signals are applied. In this case, spectrum $X$ can be obtained from the phasor method and the sensitivity calculation can be implemented directly in the frequency domain representation. In the second case, a periodic arbitrary signal is applied to the nonlinear circuit. In this case the simulation of steady-state response and sensitivity calculation becomes complicated. Subsection 3.4.1 presents a method to calculate the AC sensitivity and Subsection 3.4.2 presents methods of sensitivity analysis for a nonlinear circuit excited by periodic functions.

### 3.4.1 Linearized Circuit (AC) Sensitivity

AC analysis determines the small-signal solution of the circuit in sinusoidal steady state. Since the circuit is in sinusoidal steady state, the system of differential algebraic equations (3.1.4) is transformed into a system of algebraic equations in frequency domain using the phasor method

\[ F(X, \omega, p, x_0, W) = 0, \quad (3.4.3) \]

where

- $X$ is the complex (amplitude) vector analogous to the real vector $x$,
- $W$ is the complex (amplitude) vector analogous to the real vector $w$,
- $\omega$ is the input frequency in radians/second,
- $x_0$ is the vector of the DC quiescent conditions, and
- $p$ is the parameter vector.
A. General Linearized Circuit

For small-signal analysis, nonlinear elements are modeled by equivalent linearized models. The parameter values of the linearized model are determined by a DC operating point analysis $x_0$. For simplicity, the modified nodal analysis formulation is considered for AC circuit equation

$$ Y(p, v_0(p)) V(p) = W , $$

where $V$ is the complex vector of node voltages analogous to $v$,

$W$ is the excitation vector analogous to $w$, and

$Y$ is the admittance matrix dependent on the DC solution $v_0$.

The AC response $V$ can be obtained from (3.4.4). In order to obtain sensitivities we differentiate (3.4.4) w.r.t. parameters $p$ and use the chain rule. This yields

$$ Y \frac{\partial V}{\partial p} = - \left[ \frac{\partial Y}{\partial p} + \frac{\partial Y}{\partial v_0} \frac{\partial v_0}{\partial p} \right] V + \frac{\partial W}{\partial p} . $$

(3.4.5)

For a particular frequency $\omega$, we can denote the sensitivity matrix $\frac{\partial V}{\partial p}$ by $S_\omega$ and rewrite (3.4.5) as

$$ Y S_\omega = - \left[ \frac{\partial Y}{\partial p} + \frac{\partial Y}{\partial v_0} s_0 \right] V + \frac{\partial W}{\partial p} . $$

(3.4.6)

where the DC sensitivity $s_0$ can be obtained from (3.2.7) or (3.3.30). A circuit
usually has separate DC and AC sources. Power supplies, for example, are DC sources with zero AC values whereas input AC sources often have zero DC values. When the circuit has AC sources only \((v_0=0\) and \(s_0=0\)), (3.4.6) can be simplified

\[
Y S_\omega = - \frac{\partial Y}{\partial p} V + \frac{\partial W}{\partial p} .
\]  

(3.4.7)

If the excitations do not depend on the parameters, then \(\frac{\partial W}{\partial p} = 0\). Thus (3.4.7) becomes

\[
Y S_\omega = - \frac{\partial Y}{\partial p} V .
\]  

(3.4.8)

The sensitivity matrix can be explicitly evaluated from

\[
S_\omega = - Y^{-1} \frac{\partial Y}{\partial p} V .
\]  

(3.4.9)

To avoid the matrix inversion, the adjoint technique is used. This results in

\[
S_\omega = - V^a \frac{\partial Y}{\partial p} V ,
\]  

(3.4.10)

where \(V^a\) is the adjoint matrix [J. Vlach, 1983].

Remarks:
1. \(Y(\omega) = G + j \omega C\). Since \(G\) and \(C\) are independent of frequency \(\omega\), they can be precomputed based on the DC solution. Comparing the matrix \(Y(\omega)\) with the coefficient matrix of (3.3.26), we find that these two matrices have an identical structure with \(a_0\) in (3.3.26) substituted by \(j\omega\).
2. When solution \(V\) is known, the sensitivity can be simply obtained by the adjoint technique.
3. Suppose that \(p\) is the element incident to the nodes \(i\) and \(j\) in the network.
N. Let $v_{qr}$ be the voltage at node $q$ ($q=1,2,...,n$) when an excitation is applied at node $r$. Since $\frac{\partial Y}{\partial p}$ has four or less nonzero elements, individual sensitivities in (3.4.10) can be obtained from

$$\frac{\partial v_{qr}}{\partial p} = \left( v_{qi}^a - v_{qj}^a \right) \left( v_{ir} - v_{jr} \right).$$

(3.4.11)

Generally, when an element $p$ appears in the coefficient matrix $Y$ on the intersection of rows $i,j$ and columns $k,l$, then

$$\frac{\partial v_{qr}}{\partial p} = \left( v_{qi}^a - v_{qj}^a \right) \left( v_{kr} - v_{lr} \right).$$

(3.4.12)

B. Piecewise Linear Circuit

In a piecewise linear circuit, a nonlinear element can be approximated by several linear segments as shown in Fig. 3.4.1.

![Fig. 3.4.1 Characteristic of a piecewise linear element.](image)

In the $\ell$th segment, branch current $i_b$ is described by a function of the branch voltage $v_b$. 
\[ i_b(v_b) = i_{\ell+} G_{\ell} v_b \quad \text{for} \quad v_{\ell-1} \leq v_b \leq v_\ell, \]  
\[ (3.4.13) \]

where \( G_{\ell} \) is the equivalent admittance at this operating point and \( i_{\ell+} \) is the equivalent DC source at this point. Derivatives of the branch variables are

\[ \frac{\partial i_b}{\partial v_b} = G_\ell, \quad \frac{\partial i_b}{\partial i_{\ell+}} = 1, \quad \text{and} \quad \frac{\partial i_b}{\partial G_{\ell}} = v_b. \]  
\[ (3.4.14) \]

The linear combination of segments of different elements is called a **region**. Denote \( r \) to be the region in which the network \( N_r \) operates, and replace all nonlinear elements by their equivalent admittance and current source at the operating point. The network \( N_r \) becomes a linearized network and the nodal equations have the form

\[ Y_r v_r = I + I_r. \]  
\[ (3.4.15) \]

where \( I_r \) is the vector of currents through the nonlinear elements.

The \( \ell \)-th linear piecewise element can be represented by the linear admittance \( G_{\ell} \) and equivalent current source \( i_\ell \) as shown in Fig. 3.4.1. In this case, the sensitivities will be obtained by the method used in the linear network (3.4.11) and (3.4.7). When the branch is incident to the nodes 1 and \( j \), we have

\[ \frac{\partial V_r}{\partial G_\ell} = (v_i^a - v_j^a)(v_i - v_j), \]  
\[ (3.4.16) \]

and

\[ \frac{\partial V_r}{\partial i_\ell} = -(v_i^a - v_j^a). \]  
\[ (3.4.17) \]
C. Sensitivity of the Magnitude of the Response

Using the frequency domain representation, the response $V$ has a complex value. A complex variable can be expressed by its magnitude $|V|$ and phase $\phi$,

$$V = |V| e^{i\phi}.$$  \hfill (3.4.18)

Usually, the magnitude $|V|$ can be measured with high accuracy (measurement error $\lesssim 0.1\%$), but the phase measurement is less accurate. Most often we only measure the magnitude of the spectrum $|V|$. In this section we discuss how to find the sensitivity of measured $|V|$ after the sensitivity of the spectrum $V$ has been computed. First let us change the test equation (3.4.2) to

$$\frac{\partial |V|}{\partial p} \Delta p = \Delta |V|, \hfill (3.4.19)$$

where $\Delta |V| = |V^*| - |V(p)|$. The magnitude of a variable can be computed by

$$|V| = \sqrt{\bar{V} \cdot \bar{V}}, \hfill (3.4.20)$$

where $\bar{V}$ is the complex conjugate of $V$. Denote $\dot{S}$ to be the sensitivities of $|V|$ w.r.t. $p$. We can derive $\dot{S}$ as follows:

$$\dot{S} = \frac{\partial |V|}{\partial p} = \frac{\partial (V \cdot \bar{V})^{1/2}}{\partial p}$$

$$= \frac{\partial (V \cdot \bar{V})^{1/2}}{\partial (V \cdot \bar{V})} \frac{\partial (V \cdot \bar{V})}{\partial p}$$
\[
\frac{1}{2} \frac{1}{(V \cdot V)^{1/2}} \left( \frac{\partial V}{\partial p} \dot{V} + V \frac{\partial \dot{V}}{\partial p} \right)
\]

\[
= \frac{1}{|V|} \text{Re} \left( \frac{\partial V}{\partial p} \dot{V} \right)
\]

(3.4.21)

After the sensitivity of the spectrum \( \frac{\partial V}{\partial p} \) is obtained, the sensitivity of the magnitude of the spectrum \( \frac{\partial |V|}{\partial p} \) can be calculated from (3.4.21). It is obvious that the sensitivity \( \frac{\partial |V|}{\partial p} \) is real.

D. Procedure to Generate and Solve Test Equations (AC case)

1. Measure the magnitude of the responses \( |V^*| \) at all test frequencies.
2. Linearize the circuit elements at the operating point.
3. Calculate spectra of responses \( V(p) \) from (3.4.4) and get \( |V(p)| \).
4. Compute the adjoint matrix \( V^a \).
5. Evaluate the sensitivity matrix \( S_\omega \) (i.e. \( \frac{\partial V}{\partial p} \)) using (3.4.11-12) or (3.4.16-17).
6. Obtain the sensitivity of the magnitude of the response \( \dot{S}_\omega \) (i.e. \( \frac{\partial |V|}{\partial p} \)) from (3.4.21).
7. Repeat Steps 3–6 for all test frequencies. If \( n_f \) is the number of test frequencies, the sensitivity matrix has the form
   \[
   \dot{S} = [\dot{S}_1', \dot{S}_2', ..., \dot{S}_{n_f}']'.
   \]
8. Obtain element deviations \( \Delta p \) by solving
   \[
   \dot{S} \Delta p = \Delta |V| \]
   (3.4.22)
3.4.2 Periodic Nonlinear Circuit Sensitivity

There are three ways to find the spectrum of response and its sensitivity in a nonlinear circuit. The first way is to find the steady state response and its sensitivity in time domain. Once the steady state $x$ and $\frac{\partial x}{\partial p}$ are evaluated, the spectrum $X$ and $\frac{\partial X}{\partial p}$ can be obtained by Fourier transformation. This is called the time domain method. The second way is to evaluate the spectrum $X$ and its sensitivity $\frac{\partial X}{\partial p}$ directly in the frequency domain. This is called the frequency domain method. The third way is to partition a circuit into the linear and nonlinear part, and analyze the linear part in the frequency domain and the nonlinear part in time domain. This is called the hybrid method.

The following sections present different methods to evaluate the periodic circuit responses. These methods can be used to evaluate sensitivities, if the "original network" is replaced by the "sensitivity network" and the circuit response $x$ is replaced by its sensitivity $s$ ($\frac{\partial x}{\partial p}$). The only difference is that several iterations are needed to obtain the response values, but only one step is needed to obtain the sensitivities. The procedure to generate and solve test equations is given in Part D.

A. Time Domain Methods

Many time domain methods are available for finding the steady state solution of a nonlinear circuit. The primary approach is to integrate the system
equations over many periods until the transients die out. Such an approach is probably the best for systems which quickly converge to the steady state. But many practical networks are such that the transients die out only after hundreds of periods.

To avoid expensive integration, several methods have been proposed in recent years. They can be classified into two basic categories: the shooting method and the finite-difference method. The shooting method treats the problem as an initial-value problem to be evaluated over one period. It tries to find an initial state that eliminates any transient behavior and results in periodicity. There are two ways to accelerate convergence of nonlinear iteration to the periodic solution. The first one is the so-called shooting by extrapolation method [Skelboe 1980]. The other approach is the so-called shooting by Newton–Raphson method [Trick et al. 1975].

The shooting by extrapolation method simulates the circuit over several periods. The final states of all periods are used to extrapolate the values of circuit states which result in the steady state. Extrapolated states may not result in the steady state, but they will be close. In such a case, the extrapolation procedure is repeated starting with the new states until the circuit reaches the steady state.

In the shooting by Newton–Raphson method, the circuit is simulated for one period and the final state is compared with the initial state. If two states match, then the circuit is in the steady state. Otherwise, the derivative of the
final state w.r.t. the initial state must be calculated and the Newton–Raphson algorithm is used to find the change in the initial state. The initial state is adjusted and the procedure is performed again in order to achieve the steady state.

In the finite-difference method, the differential equations are substituted by the finite-difference equations. The method tries to find the solution that satisfies the boundary condition. The finite difference methods can generate large number of system equations when either the number of unknown waveforms or the number of time points is large. However, this method has an advantage because of its robustness, which stems from performing the iterative process on the waveform rather than initial conditions.

B. Frequency Domain Methods

The second approach is to calculate spectrum response and sensitivity in frequency domain. The power series method is one approach to nonlinear circuit analysis in the frequency domain, in which both linear and the nonlinear elements are treated in the frequency domain. Frequency domain nonlinear analyses use functional expansions of the input–output characteristic of the nonlinear element, \( y(t) = F(x(t)) \). Generally, the input function, \( x(t) \), is the summation of some basis functions, and the responses due to each functional component of the expansion are added to yield the total response of the system \( y(t) \). The simplest functional expansion is the representation of \( y(t) \) as a power series in \( x(t) \). Conventional power series expansions can only be used with resistive systems having single valued input–output characteristics.
Volterra series, developed by Weiner in the 1950's, can be used with a large class of nonlinear systems. It can handle reactive systems with single valued input–output characteristics. But the method only works for circuits that have weak nonlinearities [Weiner and Spina 1980].

Steer and Khan (1983) developed the generalized power series method which is related to Volterra series analysis. However, it is not restricted to weakly nonlinear systems, as is Volterra series. The nonlinear elements are described using generalized power series while the linear elements are handled using the standard frequency domain nodal technique. The spectra of the terminal variables of nonlinear and linear circuits are balanced iteratively [Rhyne et al. 1988]. The solution can be found by minimizing the objective function derived from the application of Kirchhoff's current law. This method can be also called the spectral balance method.

C. Hybrid Method

A popular method for simulation of periodic nonlinear circuits is called the harmonic balance method [Nakhla and J.Vlach 1976, Curtice 1987, and Kundert and Sangiovanni–Vincentelli 1986]. The harmonic balance method analyzes linear circuits in the frequency domain and nonlinear circuits in the time domain, and transforms the solution of nonlinear circuits back to the frequency domain using the discrete Fourier transform. The harmonics of the terminal variables of nonlinear and linear circuits are balanced iteratively. Since the analysis of nonlinear circuits is explicitly done in the time domain, this method is more appropriately called the hybrid method.
The harmonic balance method is very useful in the simulation of microwave circuits [Wong 1988]. It can be also applied to almost-periodic circuits [Kundert, et al. 1988].

The methods discussed above are classified in Fig. 3.4.2.

Fig. 3.4.2 Classification of analysis methods for periodic nonlinear circuits.
D. Procedure to Generate and Solve Test Equations (Nonlinear)

In order to test nonlinear circuits with periodic input functions, the following procedure can be implemented:

1. Measure the spectra of responses $X^*$ at all harmonic frequencies.
2. Calculate the spectra of response $X$ based on the nominal circuit using the time domain method, the frequency domain method or the hybrid method.
3. Evaluate the spectra of sensitivities $\frac{\partial X}{\partial p}$ using the same method that is used to find the spectra of response $X$.
4. The sensitivity matrix has the form
   $$ S = [S_1', S_2', ..., S_{n_h}'], $$
   where $'$ stands for the matrix transpose and $n_h$ is the number of harmonic frequencies.
5. Obtain element deviations $\Delta p$ by solving the test equation
   $$ S \Delta p = X^* - X. $$

3.6 Summary

The sensitivity matrix method is currently the most popular fault identification technique. It can handle a broad category of networks and testing situations. Specialized formulas have been developed for this method when applied to linear and nonlinear networks or networks with reactive elements and switches. Different test equations are derived depending upon the type of measured responses such as time domain response, frequency response or harmonics of a periodic response.
As was mentioned in the previous sections, sensitivities are calculated in two stages: the network analysis stage and the sensitivity analysis stage. In the network analysis stage, equations of the "original network" are solved and the circuit responses are obtained. In the sensitivity analysis stage, equations of the "sensitivity network" are solved and the sensitivities of the circuit response are evaluated. The system matrix (Jacobian matrix) in the sensitivity analysis is the same as the system matrix at the convergence of iterations in the network analysis. Hence, the most important task is to evaluate the circuit response in the network analysis. Once the circuit response is evaluated, its sensitivities can be obtained by solving a system of linear equations.

The sensitivity matrix is the same as the test matrix in the sensitivity approach. Test points are directly selected by the QR factorization (QRF) based on the sensitivity matrix [Stenbakken and Souders 1987].

However, the method shows some serious drawbacks when applied to large scale circuits. The first drawback is its low speed. In order to derive the sensitivity matrix, a circuit must be analyzed using simulators based on Newton's method, a sparse matrix technique, and numerical integration. Since the computation time in these simulators is very long for large circuits, the size of circuits that can be tested practically using the sensitivity matrix approach is limited to a few hundred elements.

Another drawback is the low accuracy of the sensitivity matrix method. In addition to errors caused by the first order approximation, the method is very sensitive to inaccuracies in the circuit model and in the numerical integration
techniques, to parasitics introduced by the test equipment and errors of time synchronization [Dai and Souders 1989]. Serious problems are associated with determination of the rank of the sensitivity matrix, testability factors, and ambiguity groups [Stenbakken, Souders and Stewart 1988].

Finally, the sensitivity matrix method has large memory requirements, not only during the analysis but also at the solution of the test equations. Each transfer function is sensitive to variations of every network parameter. This causes the sensitivity matrix to be dense and makes numerical calculations expensive in the case of large networks. Since the obtained sensitivity matrix is dense, the memory required is at least proportional to the square of the number of network parameters. For example, a digital–to–analog converter model with 50 resistors required a 1024 x 50 sensitivity matrix which was close to the memory limits of the CDC Cyber–855 computer [Stenbakken and Souders 1987].
4. DECOMPOSITION APPROACH

This chapter presents a new testing method for large analog and mixed-mode circuits based on the decomposition approach. As we mentioned in the previous chapter, the sensitivity approach is a very popular fault identification technique which can be used for different networks and testing environments. However, the sensitivity approach shows serious drawbacks when it is applied to large circuits: 1) it needs large computation time and memory space, 2) it is sensitive to errors caused by the circuit model, numerical methods, and measurements, 3) it cannot be directly applied to the mixed mode circuits. In order to eliminate these drawbacks, the decomposition approach is now introduced.

It is well known that decomposition approaches to network analysis are very effective in reducing the amount of computation when the analyzed network becomes sizable [Starzyk et al. 1980, 1983 and M. Vlach 1985]. Salama et al. (1984) proposed the decomposition approach for fault location in large-scale networks using the fault verification technique. In this case it is assumed that the faulty elements are located within a small part of the network and the remaining part is fault-free. The decomposition of network into smaller subnetworks facilitate testing by localizing the effect of faults.

In their approach to fault location [Salama et al., 1984], a network is decomposed into subnetworks at accessible nodes. For each subnetwork the terminal currents are computed from its terminal voltages assuming that the subnetwork is fault-free. The validity of this assumption is tested by checking
KCL at the accessible nodes. A test at an accessible node is passed if the computed terminal currents satisfy KCL at this node, and all the subnetworks connected to it are declared to be fault-free. If KCL is not satisfied, the test is failed, and at least one of the subnetworks connected to this node is faulty. The pass–or–fail results of different tests are analyzed, using logical diagnostic functions, to identify the faulty subnetworks.

The process can be performed hierarchically. The original network is decomposed into a small number of subnetworks, and these subnetworks which contain faults are identified. Each of these faulty subnetworks are then further decomposed into a small number of sub–subnetworks and again, the faulty sub-subnetworks are identified. The process is repeated until each fault is localized within a sufficiently small portion of the network. The logical fault analysis at each stage involves only a small number of subnetworks, therefore the computational effort needed to locate the fault is minimal. On the other hand, the parameters of subnetworks are necessary to compute the terminal currents which requires a great amount of computation. This computation can be done before the actual testing and stored in memory. This approach is attractive for on–line testing cases where a quick fault analysis is needed.

But Salama's method was developed only for fault location not for element identification. Element identification is more difficult than fault location since all parameter values in the circuit have to be evaluated. Therefore the need to develop a decomposition approach for element identification is of significant importance. This new approach developed in the course of this dissertation is presented in the following sections. The basic idea of this approach is as follows.
The network to be tested is partitioned into small subnetworks. Then the voltage measurements are taken at the partition points. Voltages and their sensitivities within each subnetwork can be computed independently and in parallel. The test equations are formulated on the basis of KCL equations at the measurement (partition) points. This results in a system matrix (test matrix) with a bordered block diagonal (BBD) structure. Because of the sparsity of the test matrix obtained, analysis of the test results is much easier. Test point selection and element evaluation are performed in parallel.

This chapter is organized as follows: Section 4.1 presents the nodal decomposition method and shows that the corresponding system matrix is a bordered block diagonal (BBD) structure. These results have been presented in the literature and are cited here in order to derive the new testing method based on the network decomposition. Section 4.2 formulates the system functions and test equations for the decomposed network. Then Section 4.3 derives a general formulation of the test matrix in time domain. Section 4.4 uses nodal equations as an example to illustrate the procedure for evaluating the test matrix in frequency domain. Section 4.5 presents the approximate method for a pre-test simulation and the exact method for a post-test calculation.

4.1 Nodal Decomposition and Structure of the System Matrix

Let $N$ be the network under test. We assume voltage measurements only because direct measurement of currents is not possible in most cases of network diagnosis except perhaps at the input or output terminals of the network. The nodal decomposition is to decompose the network $N$ into $k$ subnetworks by
hypothetically breaking the connections (not actually cutting connecting wires) at accessible nodes (see Fig. 4.1.1). There must be no mutual coupling between any two subnetworks. We assume that all decomposition nodes are accessible for measurements. There are efficient algorithms for nodal decomposition based on the graph theory [Sangiovanni-Vincentelli, et al. 1977 and George and Liu 1981].

![Fig. 4.1.1 Decomposition of Network N.](image)

The entire network can be described by a nonlinear function

\[ f(x, p) = 0 \quad (4.1.1) \]

where the independent variables \( x \) represent voltages and currents. Let us partition the vector \( x \) into internal variables (those which are not associated with the test nodes) and external variables (those associated with the test nodes):

\[ x = \begin{bmatrix} x^i \\ x^m \end{bmatrix} \quad (4.1.2) \]

In a similar way, we can partition the network functions \( f \) into internal and external parts:
If nodal formulation is used, \( f_i \) consists of KCL equations for each internal node, and \( f^m \) consists of KCL equations for each external node.

The Jacobian of function (4.1.1) may be partitioned from (4.1.2) and (4.1.3) as

\[
M = \frac{\partial f}{\partial x} = \begin{bmatrix}
\frac{\partial f_i}{\partial x_i} & \frac{\partial f_i}{\partial x^m_i} \\
\frac{\partial f^m_i}{\partial x_i} & \frac{\partial f^m_i}{\partial x^m_i}
\end{bmatrix} = \begin{bmatrix}
\mathcal{D} & \mathcal{C} \\
\mathcal{R} & \mathcal{S}
\end{bmatrix},
\]

where \( \mathcal{D} \) stands for diagonal submatrix, \( \mathcal{C} \) for column submatrix, \( \mathcal{R} \) for row submatrix and \( \mathcal{S} \) for external submatrix.

If the network is decomposed into \( k \) subnetworks, then the variables of each subnetwork can be partitioned into the internal part and external part:

\[
\begin{bmatrix}
x^{i_1} \\
x^{i_2} \\
\vdots \\
x^{i_k}
\end{bmatrix}, \quad \begin{bmatrix}
x^{m_1} \\
x^{m_2} \\
\vdots \\
x^{m_k}
\end{bmatrix}
\]

and the external variables of each subnetwork \( x^{m_\alpha} \) are the selected entries of \( x^m \).

\[
x^{m_\alpha} = \mathcal{D}_\alpha x^m,
\]
where the $\mathcal{S}^\alpha$ is called a selector matrix whose rows are elementary unit vectors. (e.g. row $i$ of $\mathcal{S}^\alpha$ is $e_i$ corresponding to the selection $x_i^\alpha = x_i^m$).

Thus, the independent variables of the interconnected system (4.1.2) can be written as

$$ x = \begin{bmatrix} i \hline x_1 \\
\vdots \\
i_k \\
x_k \\
x^m \end{bmatrix}. \quad (4.1.7) $$

The selector matrix can be used to express the external functions of the entire network as the summation of the external functions of all subnetworks:

$$ f^m = \sum_{\alpha=1}^k \mathcal{S}^\alpha f^m(x^\alpha, x^m) \quad (4.1.8) $$

where $'$ stands for the matrix transpose operation.

The system of equations (4.1.1) can be written as

$$ f(x) = \begin{bmatrix} i \hline f^1(x^i, x^m) \\
\vdots \\
i_k \ h_k(x^i, x^m) \\
f^m(x^i, x^m) \end{bmatrix} = \begin{bmatrix} i \hline f^1(x^i, \mathcal{S}^1 x^m) \\
\vdots \\
i_k \ h_k(x^i, \mathcal{S}^k x^m) \\
f^m(x^i, x^m) \end{bmatrix}. \quad (4.1.9) $$

since

$$ \frac{\partial f^i}{\partial x^m} = \frac{\partial f^i}{\partial x^\alpha} \ \frac{\partial x^\alpha}{\partial x^m} = \frac{\partial f^i}{\partial x^\alpha} \mathcal{S}^\alpha, \quad (4.1.10) $$
the Jacobian matrix (4.1.4) becomes

\[
M = \frac{\partial f}{\partial x} = \begin{bmatrix}
\frac{\partial f^1}{\partial x^1} & \frac{\partial f^1}{\partial x^k} & \cdots & \frac{\partial f^1}{\partial x^m} \\
\frac{\partial f^2}{\partial x^1} & \frac{\partial f^2}{\partial x^k} & \cdots & \frac{\partial f^2}{\partial x^m} \\
\frac{\partial f^k}{\partial x^1} & \frac{\partial f^k}{\partial x^k} & \cdots & \frac{\partial f^k}{\partial x^m} \\
\alpha_1 & \alpha_2 & \cdots & \alpha_k
\end{bmatrix}.
\]

(4.1.11)

Let us denote

\[
\mathcal{D}^\alpha = \frac{\partial f^i}{\partial x^\alpha}, \quad \mathcal{E}^\alpha = \frac{\partial f^m}{\partial x^\alpha},
\]

\[
\mathcal{R}^\alpha = \mathcal{E}^\alpha_i \frac{\partial f^m_i}{\partial x^\alpha} \quad \text{and} \quad \mathcal{S}^\alpha = \mathcal{E}^\alpha_i \frac{\partial f^m_i}{\partial x^\alpha}
\]

for \( \alpha = 1, 2, \ldots, k \)

(4.1.12)

The Jacobian matrix (4.1.11) can be simplified to

\[
M = \begin{bmatrix}
\mathcal{D}^1 & \mathcal{E}^1 \\
\mathcal{D}^2 & \mathcal{E}^2 \\
\vdots & \vdots \\
\mathcal{D}^k & \mathcal{E}^k \\
\mathcal{R}^1 & \mathcal{R}^2 & \cdots & \mathcal{R}^k & \cdots & \mathcal{R}^k \\
\mathcal{R}^2 & \cdots & \mathcal{R}^k & \cdots & \mathcal{R}^k & \cdots & \mathcal{R}^k \\
\frac{\partial f^1}{\partial x^1} & \frac{\partial f^1}{\partial x^k} & \cdots & \frac{\partial f^1}{\partial x^m} \\
\frac{\partial f^2}{\partial x^1} & \frac{\partial f^2}{\partial x^k} & \cdots & \frac{\partial f^2}{\partial x^m} \\
\frac{\partial f^k}{\partial x^1} & \frac{\partial f^k}{\partial x^k} & \cdots & \frac{\partial f^k}{\partial x^m} \\
\alpha_1 & \alpha_2 & \cdots & \alpha_k
\end{bmatrix}.
\]

(4.1.13)
For a single level interconnection, the Jacobian matrix has the bordered block diagonal (BBD) structure as shown (4.1.13). If we decompose the network hierarchically, the Jacobian matrix will have the recursive bordered block diagonal form as follows:

\[
M = \begin{bmatrix}
    \ddots & \ddots & \ddots & \ddots \\
    \ddots & \ddots & \ddots & \ddots \\
    \ddots & \ddots & \ddots & \ddots \\
    \ddots & \ddots & \ddots & \ddots \\
\end{bmatrix}
\]

(4.1.14)

An efficient implementation of a decomposition algorithm for such a matrix was presented in [M. Vlach, 1986]. The method is very useful for parallel and vector computation. Simulating large electronic circuits with n nodes, \(O(n^3)\) computations are needed if the direct analysis method is used, whereas only \(O(n \cdot \ln(n))\) computations are needed for the hierarchical decomposition method.
4.2 System Solutions and Test Equations

System solutions used in testing techniques are based on first order approximations. Both the sensitivity approach and the decomposition approach belong to this category. We have presented the sensitivity approach in Chapter 3. After the decomposition approach is discussed, we can compare these two techniques and point out the most essential advantages of the decomposition approach. We can also point out how the decomposition method can be used to test mixed mode circuits.

We see that the critical step in the formulation of the test equations for the sensitivity approach is that both the nominal solution vector $x$ and the sensitivity matrix $s$ have to be calculated first. Usually several iterations are needed to obtain the system solution $x$ when the circuit is nonlinear. Also, the obtained sensitivity matrix $s$ is dense, since all variables in $x$ depend on all parameters $p$.

It is obvious from the discussion of the sensitivity approach that the most time consuming step in sensitivity evaluation is the solution of the original system. This is also the most inaccurate step in sensitivity evaluation. Inaccuracies in the system model, approximations of nonlinear integration and solutions of nonlinear algebraic equations introduce errors in the sensitivity analysis. The decomposition method significantly reduces these deficiencies. As a result, analog testing strategies can be developed and implemented for networks many times larger than those which can be handled by existing methods (including the sensitivity approach).
In the decomposition method, we attempt to reduce computation time and the need for large memory storage both in the evaluation of the solution vector \( \mathbf{x} \) and the vector of parameter deviations \( \Delta \mathbf{p} \). The approach is realized in two major steps:

1. Network analysis — to calculate the solution vector \( \mathbf{x} \) and to evaluate sensitivities of the internal voltages w.r.t. network parameters.
2. Formulation and solution of test equations — to evaluate parameter deviations \( \Delta \mathbf{p} \).

### 4.2.1. Network Analysis

In the decomposition approach, the voltage measurements must be taken at the external nodes of each subnetwork. After the test has been completed, the external variables \( \mathbf{v}^\text{m} \) have known values. In this case, the deviation of measured voltages \( \Delta \mathbf{v}^\text{m} \) are zero

\[
\Delta \mathbf{v}^\text{m} = 0 \quad (4.2.1)
\]

and since the measured voltages do not vary with the assumed or computed parameter values, sensitivities of the external variables to the parameters are zero,

\[
\mathbf{s}^\text{m} = \frac{\partial \mathbf{x}^\text{m}}{\partial \mathbf{p}} = 0 \quad . \quad (4.2.2)
\]

Due to simplification resulting from (4.2.1) and (4.2.2), the system solution vector \( \mathbf{x}^\text{i} \) and the sensitivities \( \mathbf{s}^\text{i} \) can be easily computed. When the circuit is decomposed into a number of small subnetworks, all computations for \( \mathbf{x}^\text{i} \) and \( \mathbf{s}^\text{i} \) can be implemented in parallel within each subnetwork.
A. Internal System Solutions

As a result of (4.2.1), the deviations of circuit variables contain only the internal part

\[ \Delta x = \begin{bmatrix} \Delta x^i \\ \Delta x^m \end{bmatrix} = \begin{bmatrix} \Delta x^i \\ 0 \end{bmatrix}, \]  

(4.2.3)

so only the internal system equations \( f^i \) are used for solving internal variables \( \Delta x^i \). If we use the Newton–Raphson iteration process, then the Jacobian matrix \( M \) is replaced by the internal submatrix \( \mathcal{D} \). Therefore equation (3.3.7) becomes

\[ \mathcal{D} \Delta x^i = - f^i, \]  

(4.2.4)

where

\[ \mathcal{D} = \frac{\partial f^i}{\partial x^i}, \]  

(4.2.5)

and

\[ f^i = f^i(x_0^i, x^m, p^0). \]  

(4.2.6)

Here \( x_0^i \) are the assumed internal variables and \( p^0 \) are the nominal parameter values. It is known from (4.1.13) that the internal part of the Jacobian matrix \( \mathcal{D} \) is the block diagonal matrix. Therefore, equation (4.2.4) can be written as

\[
\begin{bmatrix}
\mathcal{D}^1 \\
\mathcal{D}^2 \\
\vdots \\
\mathcal{D}^\alpha \\
\vdots \\
\mathcal{D}^k
\end{bmatrix}
\begin{bmatrix}
\Delta x^1 \\
\Delta x^2 \\
\vdots \\
\Delta x^\alpha \\
\vdots \\
\Delta x^k
\end{bmatrix}
= -
\begin{bmatrix}
f^1 \\
f^2 \\
\vdots \\
f^\alpha \\
\vdots \\
f^k
\end{bmatrix},
\]  

(4.2.7)

and it can be solved independently in each block.
The internal variables $x^\alpha_i$ are evaluated using the measured variables $x^\alpha_m$ and the nominal parameter values $p^\alpha_i$ of each subnetwork ($\alpha=1,2,...,k$). All the internal variables $x^\alpha_i$ can be computed in parallel.

When the iterative process converges, the KCL equations are satisfied at the internal nodes, i.e.,

$$f^i(x^i,x^m,p^0) = 0 \quad (4.2.9)$$

where the internal variables $x^i$ obtained from (4.2.4) are different than the actual values of $x^i$. The reason is that the iterations were performed based on the nominal parameters $p^0$ rather than the actual parameters $p^*$. 

B. Internal System Sensitivities

In order to evaluate the test matrix $\mathcal{J}$, the sensitivities $\frac{\partial x^i}{\partial p}$ of the internal variables $x^i$ w.r.t. parameters $p$ should be evaluated first. Differentiating both sides of (4.2.9) w.r.t. $p$, we obtain

$$\frac{d}{dp} f^i = \frac{\partial f^i}{\partial x^i} \frac{\partial x^i}{\partial p} + \frac{\partial f^m}{\partial x^m} \frac{\partial x^m}{\partial p} + \frac{\partial f^i}{\partial p} = 0 . \quad (4.2.10)$$

Substituting (4.2.2) and putting the last term to the right hand side, we get

$$\frac{\partial f^i}{\partial x^i} \frac{\partial x^i}{\partial p} = - \frac{\partial f^i}{\partial p} . \quad (4.2.11)$$

Let us denote
\[ s^i = \frac{\partial x^i}{\partial p}, \quad \text{and} \quad f^i_p = \frac{\partial f^i}{\partial p}. \]  

(4.2.12)

Then (4.2.11) can be written as

\[ \mathcal{D} s^i = -f^i_p. \]  

(4.2.13)

It is clear that the internal variables \( x^i \) and the internal system functions \( f^i \) of the \( \alpha \)-th subnetwork depend only on these parameters from the vector \( p \) which belong to the same subnetwork \( S_{\alpha} \) i.e.

\[
\begin{align*}
\frac{\partial x^i}{\partial p} & \ 	ext{if } p \in S_{\alpha}, \\
0 & \ 	ext{otherwise}
\end{align*}
\]

and

\[
\begin{align*}
\frac{\partial f^i}{\partial p} & \ 	ext{if } p \in S_{\alpha}, \\
0 & \ 	ext{otherwise}
\end{align*}
\]

(4.2.14)

Let

\[
\begin{align*}
\alpha_i & = \frac{\partial x^i}{\partial p}, \quad \text{and} \quad f^i_p = \frac{\partial f^i}{\partial p}.
\end{align*}
\]

(4.2.15)

\( p_{\alpha} \) are the parameters in the \( \alpha \)-th subnetwork. Thus, the (4.2.13) becomes

\[
\begin{pmatrix}
\mathcal{D}^1 \\
\mathcal{D}^2 & \cdots \\
\mathcal{D}^\alpha & \cdots \\
\mathcal{D}^k
\end{pmatrix}
\begin{pmatrix}
s^1 \\
s^2 \\
\vdots \\
s^k
\end{pmatrix}
= -
\begin{pmatrix}
f^1_p \\
f^2_p \\
\vdots \\
f^k_p
\end{pmatrix}
\]

(4.2.16)

Since matrices \( \mathcal{D} \), \( s^i \), and \( f^i_p \) are of the block diagonal structure, the internal sensitivity can be solved in each subnetwork independently

\[ \mathcal{D}^\alpha s^\alpha = -f^\alpha_p. \]  

(4.2.17)
Note that $Q$ has the LU factored form obtained when the system solution (4.2.8) converges. Only one forward and backward substitution is needed to solve (4.2.17).

### 4.2.2 Test Matrix and Test Equations

After the analysis stage, the system equations will be satisfied at the internal points, but in general they will not be satisfied at the partition points

$$f(x^i, x^m, p^0) = \begin{bmatrix} f^i_j \\ f^m_j \end{bmatrix} = \begin{bmatrix} 0 \\ f^m_j \end{bmatrix}. \quad (4.2.18)$$

This results from a mismatch between the assumed (in our case nominal) parameter values $p^0$ for which iterations (4.2.4) were performed, and the actual parameter values $p^*$ for which the measurements were taken. In other words, the reason that the external system equations cannot be satisfied is that the parameter values $p^*$ deviate from their nominal values $p^0$. Thus, the actual parameter values can be evaluated when the external system equations are satisfied. We define external system functions $f^m$ as test functions

$$f^m = f^m(x^i, x^m, p). \quad (4.2.19)$$

The corresponding test matrix is

$$\mathcal{J} = \frac{\partial f^m}{\partial p}, \quad (4.2.20)$$

and the test equation is

$$\mathcal{J} \Delta p = -f^m. \quad (4.2.21)$$

This can be compared to the sensitivity approach in which test functions are the differences between measured and nominal responses (3.1.1), and test
matrix is the sensitivity matrix (3.1.2) resulting in test equation (3.1.3). Because of the differences shown in Table 4.2.1, the sensitivity and the decomposition approaches have different numerical properties.

Table 4.2.1 Comparison of sensitivity approach and decomposition approach

<table>
<thead>
<tr>
<th>Sensitivity approach</th>
<th>Decomposition approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>test function: $\phi = x(p) - x^*$</td>
<td>$\phi = f^m(x^i, x^m, p)$</td>
</tr>
<tr>
<td>test matrix: $s = \frac{\partial x}{\partial p}$</td>
<td>$J = \frac{\partial f^m}{\partial p}$</td>
</tr>
<tr>
<td>test equation: $s \Delta p = \Delta x$</td>
<td>$J \Delta p = -f^m$</td>
</tr>
</tbody>
</table>

In the following discussion, we want to show that the test matrix in the decomposition approach has BBD structure. From (4.2.20)

$$J = \frac{d}{d p} f^m = \frac{\partial f^m}{\partial x^i} \frac{\partial x^i}{\partial p} + \frac{\partial f^m}{\partial x^m} \frac{\partial x^m}{\partial p} + \frac{\partial f^m}{\partial p}$$  (4.2.22)

Let us denote

$$f^m_p = \frac{\partial f^m}{\partial p}$$ (4.2.23)

and recall (4.1.4), (4.2.2) and (4.2.12). The test matrix (4.2.22) can be simplified as

$$J = J^i s^i + f^m_p$$ (4.2.24)

or written in the block form as
The matrix $s^i$ is a block diagonal matrix (there is no overlap between any two blocks on the basis of (4.2.14)). The matrices $\mathbf{R}$ and $\mathbf{f}_p^m$ are nonzero only for those parameters in the subnetworks which are incident to selected measurement nodes. As the result, the matrix $\mathbf{T}$ is a bordered block diagonal matrix.

The test matrix can be evaluated within each subnetwork in parallel as
\[
\mathbf{J}^\alpha = \mathbf{R}^\alpha s^\alpha + \mathbf{f}_p^m \alpha, \quad (4.2.26)
\]

and the test equation in the block form is
\[
\begin{bmatrix}
\mathbf{J}^1 \\
\mathbf{J}^2 \\
\vdots \\
\mathbf{J}^\alpha \\
\vdots \\
\mathbf{J}^k
\end{bmatrix}
\begin{bmatrix}
\Delta p_1 \\
\Delta p_2 \\
\vdots \\
\Delta p_\alpha \\
\vdots \\
\Delta p_k
\end{bmatrix}
= -\begin{bmatrix}
m_1 \\
m_2 \\
\vdots \\
m_\alpha \\
\vdots \\
m_k
\end{bmatrix}. \quad (4.2.27)
\]

The structures of matrices $\mathbf{J}$ and $\mathbf{D}$ are different. The matrix $\mathbf{D}$ is of the block diagonal (BD) structure, but the matrix $\mathbf{T}$ is of the bordered block diagonal (BBD) structure as shown in Fig. 4.2.1. In the block diagonal matrix,
Fig. 4.2.1 (a) Bordered block diagonal matrix of single-level decomposition.
(b) Bordered block diagonal matrix of multi-level decomposition.
blocks are independent from each other (no overlap between any two blocks). So the system equations can be solved independently in each block, e.g. the solutions of the interconnected systems (4.2.7) and (4.2.16) can be obtained by solving the subnetwork systems (4.2.8) and (4.2.17) respectively. In the bordered block diagonal matrix, there are some overlaps between the blocks. The solution of such a system can not be obtained as simply as the solution of a block diagonal system, but such equations can be solved very efficiently using the sparse matrix technique or parallel processing. Due to the bordered block diagonal structure, it is possible to identify individual parameters locally using only measurements from a given subnetwork or adjacent subnetworks.

4.2.3 Procedure to Generate and Solve Test Equations (DC case)

The formulation and solution of the test equation in the DC case can be organized as follows:
1. Decompose the tested network \( N \) into \( k \) subnetworks.
2. Perform measurements at the partition nodes to obtain \( x^m \) for all DC excitation levels.
3. Assume the initial parameter values \( p^0 \).
4. Assume initial internal variables \( x^i_0 \) for a given DC level.
5. For each subnetwork do the following steps in parallel (\( \alpha = 1, 2, \ldots, k \))
   a. Calculate the internal variables \( x^i_\alpha \) by solving the internal system equations. Use the Newton–Raphson iterative process
   \[
   D^\alpha \Delta x^i_\alpha = - f^i_\alpha
   \]  
   (4.2.28)
   b. Keep \( D^\alpha \) in LU factored form when \( x^i_\alpha \) converges.
c. Compute sensitivities $s_i^\alpha$ of the internal variables $x_i^\alpha$ w.r.t. the parameters $p_\alpha$ of the subnetwork $S_\alpha$ by solving the linear equations

$$\mathcal{S}_\alpha^i s_i^\alpha = - f_i^\alpha_p \alpha$$

(4.2.29)

d. Evaluate the test matrix $\mathcal{F}_\alpha$

$$\mathcal{F}_\alpha = \mathcal{R}_\alpha s_i^\alpha + f_m^\alpha_p \alpha$$

(4.2.30)

6. Form the test matrix $\mathcal{F}$ by combining test matrices $\mathcal{F}_\alpha$ of all subnetworks.

7. Repeat Steps 4–6 for each DC excitation level. The test matrix has the form

$$\mathcal{F} = [ \mathcal{F}_1, \mathcal{F}_2, ..., \mathcal{F}_r]'$$

(4.2.31)

where ' represents the matrix transpose operation.

8. Estimate parameter deviations $\Delta p$ by solving the test equation of the entire system

$$\mathcal{F} \Delta p = - f^m$$

(4.2.32)

The test matrix $\mathcal{F}$ is a bordered block diagonal matrix. Sparse matrix technique, a parallel algorithm and vector computation can be used to reduce computational time and memory requirements.

9. Update the parameter values and repeat steps 3–8 if $\Delta p$ is large.

This procedure is summarized in Fig. 4.2.2.
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Fig. 4.2.2 Flowchart for generation and solution of test equation in DC case.
4.3 Time Domain Test Equations

In time domain the system is described by an algebraic–differential equation

$$ f(\dot{x}, x, p, t) = 0 . \quad (4.3.1) $$

At a certain time instant $t_j$, (4.3.1) becomes an algebraic equation

$$ f(\dot{x}_j, x_j, p) = 0 . \quad (4.3.2) $$

From (3.3.6), the Jacobian matrix of functions (4.3.2) has the form

$$ M_j = \left( \frac{\partial f}{\partial \dot{x}_0} + \frac{\partial f}{\partial x_j} \right) , \quad (4.3.3) $$

where

$$ \left. \frac{\partial f}{\partial \dot{x}} \right|_j = \begin{bmatrix} \frac{\partial f}{\partial \dot{x}_i} & \frac{\partial f}{\partial \dot{x}_m} \\ \frac{\partial f}{\partial x_i} & \frac{\partial f}{\partial x_m} \end{bmatrix}_j = \begin{bmatrix} \mathcal{D} & \mathcal{F} \\ \mathcal{R} & \mathcal{S} \end{bmatrix} . \quad (4.3.4) $$

Let us denote

$$ \dot{\mathcal{D}}^\alpha = \frac{\partial f^\alpha}{\partial x^\alpha} , \quad \dot{\mathcal{F}}^\alpha = \frac{\partial f^\alpha}{\partial x^\alpha} , $$

$$ \dot{\mathcal{R}}^\alpha = \mathcal{F}^\alpha \frac{\partial f^\alpha}{\partial x^\alpha} , \quad \dot{\mathcal{S}}^\alpha = \mathcal{F}^\alpha \frac{\partial f^\alpha}{\partial x^\alpha} . $$

for $\alpha = 1, 2, \ldots, k \quad (4.3.5)$
The matrix (4.3.4) can be written as

\[
\begin{bmatrix}
\mathcal{D}^1 & \mathcal{D}^2 & \cdots & \mathcal{D}^\alpha & \cdots & \mathcal{D}^k \\
\mathcal{F}^1 & \mathcal{F}^2 & \cdots & \mathcal{F}^\alpha & \cdots & \mathcal{F}^k \\
\mathcal{R}^1 & \mathcal{R}^2 & \cdots & \mathcal{R}^\alpha & \cdots & \mathcal{R}^k \\
\mathcal{S}^1 & \mathcal{S}^2 & \cdots & \mathcal{S}^\alpha & \cdots & \mathcal{S}^k \\
\mathcal{U}^1 & \mathcal{U}^2 & \cdots & \mathcal{U}^\alpha & \cdots & \mathcal{U}^k \\
\mathcal{V}^1 & \mathcal{V}^2 & \cdots & \mathcal{V}^\alpha & \cdots & \mathcal{V}^k \\
\end{bmatrix}
\]

(4.3.6)

So the Jacobian matrix in time domain also has the bordered block diagonal (BBD) structure.

4.3.1. Network Analysis

A. Internal System Solutions

At a certain time step \( j \), the internal variable \( x^j \) can be evaluated by solving the internal system equations using the N-R iterations

\[
M^i_j \Delta x^j = - f^i_j ,
\]

(4.3.7)

where the internal part of the Jacobian matrix has two terms (refer to (4.3.3))

\[
M^i_j = \mathcal{D}^i a_0 + \mathcal{D}^i .
\]

(4.3.8)

From (4.2.7) and (4.3.6), it is clear that the internal Jacobian matrix is of the block diagonal structure, so that (4.3.7) can be solved in each subnetwork
independently. For \( \alpha = 1,2,\ldots,k \),

\[
M_j^i \Delta x_j^i = - f_j^i ,
\]

(4.3.9)

where

\[
M_j^i = \mathcal{D}_j^i a_0 + \mathcal{D}_j^i ,
\]

(4.3.10)

B. Internal System Sensitivities

Differentiating (4.3.2), we obtain

\[
\frac{d}{dp} f_j^i = \frac{\partial f_j^i}{\partial \dot{x}_j^i} \frac{\partial \dot{x}_j^i}{\partial p} + \frac{\partial f_j^i}{\partial x_j^i} \frac{\partial x_j^i}{\partial p} + \frac{\partial f_j^i}{\partial p} = 0 .
\]

(4.3.11)

Using the backward differentiation formula (BDF), it becomes

\[
\frac{\partial f_j^i}{\partial \dot{x}_j^i} \sum_{\ell=0}^{k_j} a_\ell \frac{\partial x_j^{i-\ell}}{\partial p} + \frac{\partial f_j^i}{\partial x_j^i} \frac{\partial x_j^i}{\partial p} + \frac{\partial f_j^i}{\partial p} = 0 ,
\]

(4.3.12)

Substituting (4.2.5), (4.2.12) and (4.3.5) into (4.3.12), we have

\[
\mathcal{D}_j^i \sum_{\ell=0}^{k_j} a_\ell s_j^{i-\ell} + \mathcal{D}_j^i s_j^i + f_j^i = 0 ,
\]

(4.3.13)

from which we can find the internal sensitivities \( s_j^i \) by solving

\[
M_j^i s_j^i = - \mathcal{D}_j^i ,
\]

(4.3.14)

where

\[
M_j^i = \mathcal{D}_j^i a_0 + \mathcal{D}_j^i ,
\]

(4.3.15)
The matrices $M_j^i$ and $\mathcal{A}_j$ are of the block diagonal structure. Equation (4.3.14) can be solved in each subnetwork independently.

$$M_j^i s_j^i = -\mathcal{A}_j^\alpha,$$  \hspace{1cm} (4.3.17)

where

$$M_j^\alpha = \mathcal{A}_j^\alpha a_0 + \mathcal{A}_j^\alpha,$$  \hspace{1cm} (4.3.18)

and

$$\mathcal{A}_j^\alpha = \mathcal{A}_j^\alpha \sum_{\ell=1}^{k_j} a_\ell s_{j-\ell}^\alpha + f_{p_j}^\alpha.$$  \hspace{1cm} (4.3.19)

Note that $M^\alpha$ is in LU factored form, obtained when the solution of (4.3.9) converges. Only one forward and backward substitution is needed to solve (4.3.17).

### 4.3.2. Test Matrix and Test Equations

The test matrix $\mathcal{F}_j$ can be evaluated from the following equation:

$$\mathcal{F}_j = \frac{d f_j^m}{d p} = \frac{\partial f_j^m}{\partial x_j^i} \frac{\partial x_j^i}{\partial p} + \frac{\partial f_j^m}{\partial x_j^i} \frac{\partial x_j^i}{\partial p} + \frac{\partial f_j^m}{\partial x_j^i} \frac{\partial x_j^i}{\partial p}.$$  \hspace{1cm} (4.3.20)

Using BDF (3.3.2), it becomes
\[
\mathcal{J}_j = \sum_{\ell=1}^{k_j} a_\ell \frac{\partial f^m_{ij}}{\partial x^i_j} \frac{\partial x^i_j}{\partial p} + \frac{\partial f^m_{ij}}{\partial x^i_j} \frac{\partial x^i_j}{\partial p} + \frac{\partial f^m_{ij}}{\partial p}.
\] (4.3.21)

Similar to (4.3.13), we have
\[
\mathcal{J}_j = \mathcal{R}_j \sum_{\ell=0}^{k_j} a_\ell s_j^i - \ell + \mathcal{R}_j s_j^i + f_{pj}^m.
\] (4.3.22)

and the test matrix of each subnetwork can be evaluated in parallel
\[
\mathcal{J}_j^\alpha = \mathcal{R}_j^\alpha \sum_{\ell=0}^{k_j} a_\ell s_j^\alpha - \ell + \mathcal{R}_j^\alpha s_j^\alpha + f_{p\alpha j}^m.
\] (4.3.23)

The test equations at the time instance \(j\) will be
\[
\mathcal{J}_j \Delta p = - f_{pj}^m.
\] (4.3.24)

4.3.3 Procedure to Generate and Solve Test Equations (Time Domain)

Test equations in time domain can be formulated and solved using the following procedure:

1. Decompose the tested network \(N\) into \(k\) subnetworks.
2. Perform the test measurements at the partition nodes to obtain \(x^m\) within the time interval \((0-\tau)\).
3. Assume the initial parameter values \(p^0\).
4. Assume the initial values of internal variables \(x^i_0\).
5. For each subnetwork do the following steps in parallel \((\alpha=1,2,...,k)\)
   a. Predict \(x^\alpha_j\) using the forward differentiation formula.
   b. Calculate \(\dot{x}^\alpha_j\) using the backward differentiation formula.
c. Evaluate the internal variables $x_i^\alpha$ by solving the internal system equations. Use the Newton–Raphson iterative process

$$M_j^\alpha \Delta x_j^\alpha = -f_j^\alpha .$$ (4.3.25)

d. Keep $M_j^\alpha$ in LU factored form when $x_j^\alpha$ converges.

e. Compute the sensitivity $s_j^\alpha$ of the internal variables $x_j^\alpha$ w.r.t. the parameters $p_\alpha$ of the subnetwork by solving the linear equation

$$M_j^\alpha s_j^\alpha = -F_j^\alpha .$$ (4.3.26)

f. Evaluate the test matrix $T_j^\alpha$

$$J_j^\alpha = \mathcal{R}_j^\alpha \sum_{\ell=0}^{k_j} a_{\ell} s_j^{\alpha-\ell} + \mathcal{R}_j^\alpha s_j^\alpha + f_{p_\alpha}^\alpha .$$ (4.3.27)

6. Formulate the test matrix $J_j^\alpha$ by combining test matrices $J_j^\alpha$ of all subnetworks.

7. Repeat Steps 5–6 for each time instance within $(0,\tau)$. The test matrix has the form

$$J = [J_1^\alpha, J_2^\alpha, \ldots, J_\tau^\alpha]^\prime,$$ (4.3.28)

where $'$ stands for the matrix transpose operation.

8. Estimate the parameter deviations $\Delta p$ by solving the test equations of the interconnected system

$$J \Delta p = -f^m .$$ (4.3.29)

The test matrix $J$ is of the bordered block diagonal structure. The sparse matrix technique, parallel algorithm and vector computation can be used to reduce the computational time and the memory requirements.

9. Update the parameter values and repeat steps 4–8 if $\Delta p$ is large.

This procedure is summarized in Fig. 4.3.1.
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Fig. 4.3.1 Flowchart of generation and solution of test equation in time domain.
Remarks

1. The Jacobian matrix $M^i_j$ for the nonlinear iterations (4.3.7) is block diagonal, so the circuit analysis is much easier than the corresponding analysis in the sensitivity approach [see (3.3.7)].

2. Each subnetwork can be analyzed independently, therefore, parallel processing can be implemented, which further reduces the analysis time.

3. In the case of a linear subnetwork, a solution vector can be obtained in one step; no iterations are necessary. Note that if a linear subnetwork is a part of a nonlinear network, such a simplification of analysis cannot be achieved by other approaches. Even in the popular harmonic balance approach [Kundert and Sangiovanni-Vincentelli, 1986], in which linear subnetworks are separated from the nonlinear part, several iterations are necessary to balance the mismatch between the solutions of nonlinear and linear parts.

4. Jacobian matrix $M^i_j$ is the block diagonal with LU factorization which was known from the solution of (4.3.9). Therefore the sensitivities $s^i_j$ can be easily obtained from (4.3.17).

5. It is obvious from the block diagonal form of $M^i_j$ that the internal variables $x^i_j$ of a subnetwork depend only on these parameters from the vector $p$ which belong to the same subnetwork. Also, one can observe that derivatives of $f^m_j$ w.r.t. $x^i_j$ or $\dot{x}^i_j$ are nonzero only for these variables or their derivatives in the subnetworks which are incident to the selected measurement nodes. As a result, the test matrix $J_j$ (4.3.22) has a block matrix structure. Due to this structure it is possible to identify individual parameters locally using only measurements from a given subnetwork or two adjacent subnetworks.
4.4 Frequency Domain Test Equations

In this section, the general method described in Section 4.2 is applied to frequency domain testing. In order to acquire a better understanding of the method, nodal analysis is used to obtain the system equations. First, we consider the case in which small sinusoidal signals are applied to the tested circuit. The circuit can be linearized at the operating point. Therefore both simulation and test can be implemented in the frequency domain. In Sections 4.4.1–4.4.3, we show that the internal system solutions and their sensitivities can be evaluated within each subnetwork in parallel, and that the test matrix is of the BBD form for the hierarchically decomposed network. Second, we consider the case in which arbitrary periodical signals are applied to the tested circuit. When the circuit is nonlinear, the real test is implemented in the frequency domain. However, the simulation can be implemented either in the frequency domain or in time domain depending on the method used. The methods that deal with nonlinear circuits are presented in Section 4.4.4.

4.1 Network Analysis

Consider a linearized network N. Let \( n+1 \) be the number of nodes of N. The system functions based on the nodal equations are

\[
F = Y_n \ V^n - I^n ,
\]

(4.4.1)

where \( Y_n \) is the nodal admittance matrix, \( V^n \) is the nodal voltage vector and \( I^n \) is the nodal current vector. Assume that \( m \) is the number of measurement
nodes (or external nodes) and \( i \) is the number of internal nodes. Label the external nodes first and then the internal nodes, in which case the network function (4.4.1) can be written as

\[
\begin{bmatrix}
F^m \\
F^i
\end{bmatrix}
= \begin{bmatrix}
Y_{mm} & Y_{mi} \\
Y_{im} & Y_{ii}
\end{bmatrix}
\begin{bmatrix}
V^m \\
V^i
\end{bmatrix}
- \begin{bmatrix}
I^m \\
0
\end{bmatrix}.
\]  

(4.4.2)

Then the network is divided hierarchically into \( k \) subnetworks. The corresponding nodal admittance matrix has a bordered block diagonal (BBD) form as shown in Fig. 4.4.1. In fact, Fig. 4.4.1 shows the worst case situation since in practice both internal blocks (shaded areas) as well as interconnection parts are sparse.

For each subnetwork, the nodal equations are

\[
F_{\alpha} = Y_{n_{\alpha}} V_{n_{\alpha}} - \begin{bmatrix}
I^m \\
0
\end{bmatrix}.
\]  

(4.4.3)

or

\[
\begin{bmatrix}
F^m_{\alpha} \\
F^i_{\alpha}
\end{bmatrix}
= \begin{bmatrix}
Y_{m_{\alpha} m_{\alpha}} & Y_{m_{\alpha} i_{\alpha}} \\
Y_{i_{\alpha} m_{\alpha}} & Y_{i_{\alpha} i_{\alpha}}
\end{bmatrix}
\begin{bmatrix}
V^m_{\alpha} \\
V^i_{\alpha}
\end{bmatrix}
- \begin{bmatrix}
I^m_{\alpha} \\
0
\end{bmatrix}.
\]  

(4.4.4)

where \( m_{\alpha} \) and \( i_{\alpha} \) are the number of the external and internal nodes of the subnetwork \( S_{\alpha} \) respectively. The admittance matrix has the structure as shown in Fig. 4.4.2.
Fig. 4.4.1 The nonzero pattern of matrix $Y$ of the decomposed $N$. 
Fig. 4.4.2 The nonzero pattern of reordered matrix Y in Fig. 4.4.1.
A. Internal System Solutions

The internal system functions are used to solve the internal voltages $V^i$. From (4.4.2), we have

$$F^i = Y_{im}^i V^m + Y_{ii}^i V^i . \tag{4.4.5}$$

When KCL equations are satisfied at the internal nodes

$$F^i = 0 , \tag{4.4.6}$$

we get the internal voltages by solving

$$V^i = - Y^{-1}_{ii} Y_{im}^i V^m . \tag{4.4.7}$$

In fact, the internal voltages of each subnetwork can be solved independently using

$$V^i_{\alpha} = - Y^{-1}_{ii} Y_{im}^\alpha \ U^m_{\alpha} . \tag{4.4.8}$$

B. Internal System Sensitivities

Differentiating the both sides of (4.4.5) w.r.t. parameters $p$, we obtain

$$\frac{\partial F^i}{\partial p} = \frac{\partial Y_{im}^i}{\partial p} V^m + Y_{im}^i \frac{\partial V^m}{\partial p} + \frac{\partial Y_{ii}^i}{\partial p} V^i + Y_{ii}^i \frac{\partial V^i}{\partial p} = 0 . \tag{4.4.9}$$

Since the $V^m$ is the vector of measured voltages, we have

$$\frac{\partial V^m}{\partial p} = 0 . \tag{4.4.10}$$

The sensitivity of the internal voltage w.r.t. the parameter is

$$S^i = \frac{\partial V^i}{\partial p} = - Y^{-1}_{ii} \left[ \frac{\partial Y_{im}^i}{\partial p} V^m + \frac{\partial Y_{ii}^i}{\partial p} V^i \right] . \tag{4.4.11}$$
or
\[ S^i = \frac{\partial V^i}{\partial p} = -Y_{ii}^{-1} \left[ \frac{\partial Y_{in}}{\partial p} V^n \right]. \quad (4.4.12) \]

It can be acquired by computing the internal sensitivities of each subnetwork in parallel,
\[ S^i_\alpha = \frac{\partial V^i_\alpha}{\partial p} = -Y_{ii}^{-1} \left[ \frac{\partial Y^i_\alpha n_\alpha}{\partial p} V^n_\alpha \right]. \quad (4.4.13) \]

Note that \( Y_{ii}^{-1} \) has been computed when the internal voltages \( V^i_\alpha \) are obtained from (4.4.8).

### 4.4.2 Test Matrix and Test Equations

Define the external functions as test functions. From (4.4.2), we have
\[ F^m = Y_{mm} V^m + Y_{mi} V^i - I^m. \quad (4.4.14) \]

The test matrix is
\[ T = \frac{\partial F^m}{\partial p} = \frac{\partial Y_{mm}}{\partial p} V^m + Y_{mm} \frac{\partial V^m}{\partial p} + \frac{\partial Y_{mi}}{\partial p} V^i + Y_{mi} \frac{\partial V^i}{\partial p} - \frac{\partial I^m}{\partial p}. \quad (4.4.15) \]

Since
\[ \frac{\partial V^m}{\partial p} = 0 \quad \text{and} \quad \frac{\partial I^m}{\partial p} = 0 \quad (4.4.16) \]

The second term and the last term vanish. Substituting (4.4.12) into (4.4.15), we get
\[ T = \frac{\partial Y_{mn}}{\partial p} V^m + \frac{\partial Y_{mi}}{\partial p} V^i - Y_{mi} Y^{-1}_{ii} \left[ \frac{\partial Y_{in}}{\partial p} V^n \right] \]

\[ = \left[ \frac{\partial Y_{mn}}{\partial p} V^n \right] - Y_{mi} Y^{-1}_{ii} \left[ \frac{\partial Y_{in}}{\partial p} V^n \right] \]

\[ = \left[ U_{mm} - Y_{mi} Y^{-1}_{ii} \right] \frac{\partial Y_{n}}{\partial p} V^n . \tag{4.4.17} \]

where \( U_{mm} \) stands for the 

\[ \text{Let} \]

\[ H = \left[ U_{mm} \mid - Y_{mi} Y^{-1}_{ii} \right] , \tag{4.4.18} \]

so that the test matrix \( T \) can be expressed as

\[ T = \frac{\partial F^m}{\partial p} = H \frac{\partial Y_n}{\partial p} V^n . \tag{4.4.19} \]

Note that the test matrix (4.4.19) is the product of three matrices and is similar to the sensitivity matrix (3.4.10) except that the \( H \) matrix of (4.4.19) replaces the \( V^a \) matrix in (3.4.10). The derivative \( \frac{\partial Y_n}{\partial p} \) can be easily evaluated by direct differentiation of all entries in \( Y_n \) which contain the variable \( p \) (in most formulation methods not more than four).

To show the structure of the test matrix (4.4.19), we investigate the structure of the matrix \( H \).

\[ H = \left[ U_{mm} \mid W \right] . \tag{4.4.20} \]

where

\[ W = - Y_{mi} Y^{-1}_{ii} \tag{4.4.21} \]
\( Y_{mi} \) and \( Y_{ii} \) are sparse matrices that have the block structure as shown in Fig. 4.4.2. Since \( (Y_{ii})^{-1} \) is a block diagonal matrix, it is easy to show that the matrix \( W \) – the product of \( (Y_{mi} Y_{ii}^{-1}) \) – has a block structure identical to that of \( Y_{mi} \). Therefore, \( H \) has the block structure as shown in Fig. 4.4.3., where

\[
W_{\alpha} = -Y_{m,i}^{\alpha} - Y_{i,i}^{-1} Y_{i,i}^{\alpha} = -Y_{m,i}^{\alpha} Y_{i,i}^{-1} Y_{i,i}^{\alpha}.
\]

We can define

\[
H_{\alpha} = [U_{m,m}^{\alpha} | W_{\alpha}], \tag{4.4.23}
\]

where \( \alpha = 1, 2, \ldots, k \). Equations (4.4.22) and (4.4.23) can be computed in parallel within each subnetwork and \( H \) can be obtained by adding different \( H_{\alpha} \). With this approach the computations can be kept to a minimum.

The test matrix can be evaluated in each subnetwork independently

\[
T_{\alpha} = H_{\alpha} \frac{\partial Y_{n}^{\alpha}}{\partial p} \cdot V^{n,\alpha}. \tag{4.4.24}
\]

An alternative way to see that a test matrix is a sparse matrix is as follows. Suppose that \( p \) is the element incident to the nodes \( i \) and \( j \) in the subnetwork \( S_{\alpha} \). Let \( f_{qr} \) be the sum of currents at node \( q \) (\( q=1,2,\ldots,m \)) when an excitation is applied at node \( r \). Since \( H \) has the block nonzero pattern and \( \frac{\partial Y}{\partial p} \) has four or less nonzero elements, we can see that the derivative of \( f_{qr} \) w.r.t. \( p \) (qr-th element of \( T \)) is not equal to zero only if the node \( q \) is a node of the subnetwork \( S_{\alpha} \). Individual sensitivities can be obtained from (4.4.19).
Fig. 4.4.3 The nonzero pattern of matrix $H$. 
The result closely resembles formulas for sensitivities derived in [J. Vlach, 1983], that is

\[
\frac{\partial f_{qr}}{\partial p} = \begin{cases} 
(h_{qi} - h_{qj})(v_{ir} - v_{jr}) & \text{when node } q \in S_{\alpha} \\
0 & \text{otherwise}
\end{cases}
\]  

(4.4.25)

In general, when an element \( p \) appears in the coefficient matrix \( Y_n \) at the intersection of rows \( i,j \) and columns \( k,l \),

\[
\frac{\partial f_{qr}}{\partial p} = \begin{cases} 
(h_{qi} - h_{qj})(v_{kr} - v_{lr}) & \text{when node } q \in S_{\alpha} \\
0 & \text{otherwise}
\end{cases}
\]  

(4.4.26)

The test matrix \( T \) is a block matrix of the size \( m \times n_p \) where \( m \) is the product of the number of external nodes used for measurements multiplied by the number of excitations, and \( n_p \) is the number of elements in the network. When the external nodes and all the elements are labeled based on the order of subnetworks in which they are included, the test matrix has the block structure as shown in Fig. 4.4.4. If the sparsity of the test matrix is properly used, then the computation speed at pre-test as well as post-test stages can be increased.
Fig. 4.4.4 The nonzero pattern of matrix $T$. 
4.4.3. Procedure to Generate and Solve Test Equations (Frequency Domain)

1. Decompose the tested circuit $N$ into $k$ subnetworks.
2. Perform the test measurements at the partition nodes to obtain $V^m$ in the interested frequency range.
3. Assume initial parameter values $p^0$ and $V^0_i$.
4. Do the following steps for each subnetwork in parallel ($\alpha=1,2,...,k$)
   a. Evaluate the internal voltages $V^i_\alpha$ by solving the internal system equations.

   \[
   V^i_\alpha = -Y_{i\alpha}^{-1} Y_{i\alpha}^m V^m_\alpha .
   \]  

   (4.4.27)

   b. Compute sensitivities $S^i_\alpha$ of the internal voltages $V^i_\alpha$ w.r.t. the parameters $p$ of the subnetwork $S_\alpha$ using

   \[
   S^i_\alpha = \frac{\partial V^i_\alpha}{\partial p} = -Y_{i\alpha}^{-1} \left[ \frac{\partial Y_{i\alpha}^n}{\partial p} V^n_\alpha \right] .
   \]  

   (4.4.28)

   f. Evaluate the test matrix $T^\alpha_j$ of the subnetwork

   \[
   T^\alpha_j = H^\alpha \frac{\partial Y^n_\alpha}{\partial p} V .
   \]  

   (4.4.29)

5. Formulate the test matrix $T$ by combining test matrices $T^\alpha$ of all subnetworks.
6. Repeat Steps 4–5 for each test frequencies ($\omega_1$, $\omega_2$, ..., $\omega_{n_f}$). The test matrix has the form

   \[
   T = \left[ T^1_1, T^1_2, ..., T^1_{n_f} \right]' \quad \left(4.4.30\right)
   \]

   where ' stands for the matrix transpose operation.
7. Estimate parameter deviations $\Delta p$ by solving the test equation of the
interconnected system

\[ T \Delta p = - P^m . \]  

(4.4.31)

The test matrix \( T \) has the bordered block diagonal structure. The sparse matrix technique, a parallel algorithm and vector computation can be used to reduce the computational time and the memory requirements.

8. Update the parameter values and repeat steps 4–7 if \( \Delta p \) is large.

4.5. Approximate Method and Exact Method

In the previous sections, we assumed that the test matrix was formulated after the measurements had been taken. In order to perform the test point selection and to measure testability before the test, the test matrix should be formulated in the pre-test stage. It is required, then, to simulate the solution vector of the entire network which includes both external and internal nodes, based on the nominal model, i.e.,

\[ x = x(p^0) \]  

(4.5.1)

This method is called the approximate method. The solution will be obtained by the Newton–Raphson iterative process

\[ M \Delta x = - f . \]  

(4.5.2)

From the discussion in Section 4.1., when the network is decomposed hierarchically to a number of small subnetworks, the corresponding Jacobian matrix \( M \) is of the bordered block diagonal (BBD) structure. The equation (4.5.2) can be solved by parallel processing and a vector computation algorithm.

The test matrix will be evaluated based on the solution vector obtained form (4.5.2). The procedure will be the same as discussed before. The test
matrix of each of the subnetworks $T_\alpha$ can be computed in parallel, and the test matrix of the entire network $T$ is formed by combining all $T_\alpha$. The test point selection is performed by QRF based on the obtained test matrix $T$. In the next chapter, we will present the method needed to perform QRF in parallel.

After the test is performed at the test points selected by QRF, the test equations are formulated, and the deviations of parameters $\Delta p$ can be estimated. Since external variables (i.e. the measured voltages at the partition nodes) are known, the internal node voltages can be computed using the function of measured external voltages as (4.2.4), (4.3.7) and (4.4.6). Taking a linearized circuit in the frequency domain as an example, the voltage matrix can be evaluated more accurately than in the case when all voltages are obtained by simulation.

$$\nabla^v = \begin{bmatrix} V^{m*} \\ -Y^{-1}_{ii} Y_{i} V^{m*} \end{bmatrix} = \begin{bmatrix} V^{M*} \\ \nabla \end{bmatrix}.$$  \hfill (4.5.3)

This way of evaluating the voltage matrix is called the exact method. The advantage of (4.5.3) is that it provides a more accurate solution to the element evaluation problem.

In summary:

before the test $\nabla^v = V^n(p^0)$ approximate method
after the test $\nabla^v = \nabla^n$. exact method

Before the test, the approximate method can be used to evaluate the test matrix. The QR factorization is implemented on the test matrix in order to select test points and measure circuit testability. After the test, the exact
method can be used to evaluate the test matrix in order to obtain the solution of test equations. The difference between these two methods is only in the values of the voltage vectors. Hence, the test matrices formulated by both methods have the same structure.

The test procedure for the decomposition approach is given in Fig. 4.5.1.

In this chapter we have developed a decomposition approach to element identification and demonstrated its advantages. It reduces the computation time and enhances the test performance. Large circuits can be tested. It increases the accuracy of the solutions. Inaccuracies in the circuit model, numerical methods and measurement techniques affect only the local computations of subnetworks so they do not affect the test results of remote subnetworks. In addition it can be directly applied to test mixed mode circuits. A network can be decomposed into analog and digital subnetworks. At the boundaries of the analog and digital subnetworks, analog signals can be converted to the digital signal form, and digital testing procedures can be implemented [Cha 1979, Miczo 1986, Cox and Rajski, 1988]. In the next Chapter, test strategies for large analog circuits are developed.
Fig. 4.5.1 Test procedure for the decomposition approach.
5. TESTING STRATEGIES

In this chapter testing strategies for fault diagnosis and calibration of analog circuits are presented. Testing strategies enable test engineers to perform reliable and cost-effective tests. They can be used to design testable circuits by affecting circuit architecture and providing access to the selected test points. Design, which incorporates a testing strategy, is known as "design for testability".

Testing strategies include the following aspects:

- determination of the test method depending on the type of faulty elements and the type or size of the tested system;
- determination of the test environment (such as DC testing, frequency domain testing, or time domain testing) depending on the type of the tested circuit. For each test environment, there are several ways to increase the number of independent measurements.
- test point selection and testability measurement to ensure a reliable and inexpensive test.
- prediction of the circuit's response in order to obtain the accurate response in very efficient way.
- consideration of the effect of the measurement errors on the element estimation and response prediction.
- elimination of the ambiguity groups in order to estimate parameter values.
- estimation of the time skew effect on element evaluation.

In Sections 5.1–5.7, all aspects of testing strategies will be presented in a
general way. The QR factorization process, which is a key point for test point selection, testability measurement, element estimation and response prediction, is time consuming for a large circuit. In Section 5.8, the modified QRF process, which can be performed in parallel within each subnetwork, is developed and used for the decomposition approach. Hence the computational speed is increased and the memory requirement is decreased in this method. This strengthens our claim that the decomposition approach is suitable for large systems.

5.1 Test Methods

Fault diagnosis and calibration of analog circuits are related. When the changes in the network's element values are small, the first order approximation method can be applied. A relationship between measurement and parameter deviations can be expressed through the sensitivity matrix. With a sufficient number of test points, all elements can be evaluated. This allows one to diagnose a faulty circuit or calibrate a working one by tuning its elements to the desired settings. For a large scale system, a decomposition approach has to be used to increase reliability and to reduce test costs.

5.2 Test Environments

Usually the number of accessible nodes in a circuit is limited. Different techniques can be used to increase the number of measurements depending on the type of circuit. By changing operating points (DC excitation level), test frequencies, sampling time points and input signal waveforms, a sufficient
number of candidate test points can be obtained. However, not all candidate test points are independent. In this section, the upper bounds of the independent measurements from all the test candidates are estimated. In the following sections, efficient methods in selecting independent measurements from all test candidates will be given.

5.2.1 Multi–Excitation Testing

For a linear resistive circuit, multi–excitation testing can be used. Voltage measurements are taken with excitations applied to the accessible nodes. The number of transfer functions depends on the number of excitations and measurements. If the $n_m$ is the number of measurement nodes and $n_e$ is the number of excitation nodes, then the number of rows of the test matrix is $n_m \cdot n_e$. However, the upper bound of the number of independent functions for a reciprocal circuit was given by Navid and Willson (1979) as

$$R_{\text{max}} \leq \frac{1}{2} \bar{n}_m (\bar{n}_m + 1), \text{ where } \bar{n}_m = \max (n_m, n_e). \quad (5.2.1)$$

5.2.2 Multi–Frequency Testing

When a circuit contains reactive elements, multi–frequency voltage measurements can be used [Sen and Seaks 1979, and Rapisarda and DeCarlo 1983]. A test circuit is excited with sinewave excitations. Deviations of the steady–state voltage responses from their nominal values are measured. If $n_f$ is the number of test frequencies, the number of rows of the test matrix can be up to $n_m \cdot n_e \cdot n_f$. The number of harmonics generated from the nonlinear circuit
is greater than the number of test frequencies. If \( n_h \) is the number of harmonics generated, then the number of rows of the test matrix is \( n_m \cdot n_e \cdot n_h \). The upper bound on the number of independent transfer functions was estimated by Berkowitz (1962),

\[
R_{\text{max}} = n_m \cdot n_e (n_{\text{react}} + 1) + n_{\text{react}} \tag{5.2.2}
\]

where \( n_{\text{react}} \) is the number of the reactive elements. Or more exactly,

\[
R_{\text{max}} = n_m \cdot n_e (N_{\text{order}} + 1) + N_{\text{order}} \tag{5.2.3}
\]

where \( N_{\text{order}} \) is the order of complexity of the network, which is defined as the order of the polynomial of complex variable \( s \) describing the determinant of the transfer function. The order of complexity is determined by the number of reactive elements and their location in the network. Therefore, it is related to the network topology [Starzyk and Dai 1987].

5.2.3. Multi-Operatin-Point Testing

When a circuit contains nonlinear elements, multi-operatin-point testing can be used. Voltage measurements are taken when the circuit is operated at different DC levels. Different DC excitation levels bring the nonlinear elements to different operating points. The effect of nonlinearities on the rank of the test matrix is similar to the effect of the multifrequency measurements in the linear reactive network. If \( n_l \) is the number of DC excitation levels, then the number of rows of the test matrix is \( n_m \cdot n_e \cdot n_l \). If nonlinear elements are represented by their piecewise linear segments, the linear combinations of the
piecewise linear segments can be mapped to different linear regions. If \( n_r \) is the number of linear regions, then the number of rows of the test matrix is \( n_m \cdot n_e \cdot n_r \). Since the voltage measurements are taken at different linear regions of the piecewise characteristics, the equivalent branch admittances \( G_i \) will change their values acting as variable parameters. An effect of these changes can be compared to changes caused by variable frequency, therefore this method is called the pseudo–frequency approach [Swamy and Roytman 1984].

Let \( \Delta G_{\text{lin}} \) be the vector of deviations of linear elements from their nominal values and \( \Delta G_{\ell}, \Delta I_{\ell} \) the vectors of deviations in nonlinear segments description (changes in \( i_{\alpha} \) and \( G_{\alpha} \) in each segment for each nonlinear element). Changing the region causes the number of unknowns to increase since new values for \( \Delta G_{\ell} \) and \( \Delta I_{\ell} \) have to be added. If \( n_s \) is the number of piecewise linear segments, the total number of parameters will be \( n_{\text{lin}} + 2 \cdot n_s \). However, since the circuit is linearized, the multi–frequency testing can be used when the circuit contains reactive elements. Then we gain additional system information. In such case we will be able to evaluate all the unknowns.

The number of rows of the test matrix is \( n_m \cdot n_e \cdot n_f \cdot n_r \). Let \( m=n_m \cdot n_e \cdot n_f \). The test matrix has the following pattern

\[
T = \begin{pmatrix}
V_1 & & & \\
V_2 & & & \\
\vdots & & & \\
V_r & & & \\
\end{pmatrix}
\begin{pmatrix}
\Delta G_{\text{lin}} & \Delta G_1 \Delta I_1 \Delta G_2 \Delta I_2 \ldots \Delta G_{n_s} \Delta I_{n_s} \\
\end{pmatrix}
\]

(5.2.4)
5.2.4. Multi-Time-Point Testing

In time domain testing, the waveform recorder is used to sample, digitize and store the time response. If \( n_t \) is the number of time points at which the response is sampled and recorded, the number of rows of the test matrix is up to \( n_m \cdot n_e \cdot n_t \). Different test signals, e.g. step function, ramp function, pulse function or any arbitrary function, can be applied since different input functions affect the output differently. If \( n_w \) is the number of input signals applied to the circuit, the number of rows of the test matrix is \( n_m \cdot n_e \cdot n_t \cdot n_w \).

The maximum number of candidate test points for different cases is summarized in Table 5.2.1.

Table 5.2.1 The maximum number of candidate test points

<table>
<thead>
<tr>
<th>Test environment</th>
<th>Test circuit</th>
<th>Number of test points</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC</td>
<td>linear</td>
<td>( n_m \cdot n_e )</td>
</tr>
<tr>
<td></td>
<td>nonlinear</td>
<td>( n_m \cdot n_e \cdot n_l )</td>
</tr>
<tr>
<td></td>
<td>piecewise linear</td>
<td>( n_m \cdot n_e \cdot n_r )</td>
</tr>
<tr>
<td>Frequency domain</td>
<td>linear</td>
<td>( n_m \cdot n_e \cdot n_f )</td>
</tr>
<tr>
<td></td>
<td>nonlinear</td>
<td>( n_m \cdot n_e \cdot n_f \cdot n_l )</td>
</tr>
<tr>
<td></td>
<td>piecewise linear</td>
<td>( n_m \cdot n_e \cdot n_f \cdot n_r )</td>
</tr>
<tr>
<td>Time domain</td>
<td>linear</td>
<td>( n_m \cdot n_e \cdot n_t )</td>
</tr>
<tr>
<td></td>
<td>nonlinear</td>
<td>( n_m \cdot n_e \cdot n_t \cdot n_l )</td>
</tr>
<tr>
<td></td>
<td>piecewise linear</td>
<td>( n_m \cdot n_e \cdot n_t \cdot n_r )</td>
</tr>
</tbody>
</table>
5.3. Test Point Selection and Testability Measure

A key factor in solving fault diagnosis problems is the selection of appropriate measurements. This is often referred to as the test point selection problem. An important related concern is circuit testability, which indicates the percentage of components that can be identified.

Seaks, Visvanathan and Sangiovanni–Vincentelli discussed the subject of testability measures on the basis of the rank of the test matrix [Seaks et al. 1981, and Visvanathan and Sangiovanni–Vincentelli 1981]. The effect of the network topology, type of network elements, and test points on the rank of the test matrix has been discussed in several papers addressing problems of network testability [Iuculano et al. 1986 and Starzyk and Dai 1987].

Stenbakken and Souders have considered the problem of selecting test points, as well as practical aspects of testability related to measurement and computation errors. Analyzing the sensitivity matrix with the help of the QR algorithm, they have selected a sub–optimum set of test points. The selected test points can be used to evaluate circuit elements with minimum computational effort and high numerical accuracy. Using the same technique, the effect of measurement errors and element tolerances can be studied with sufficient statistical confidence.

The QR, algorithm is primarily used as a robust, linear–systems solving technique [Leon 1980]. However, Stenbakken and Souders (1987) have shown that the QRF algorithm with pivoting is also a powerful technique for the test
point selection, estimation of prediction variances, and element testability. In order to select the optimum set of test points, the largest major of the test matrix must be identified. In the QRF with pivoting, this selection is performed in a multi-stage process. First, we choose the column of the largest norm and orthogonalize all remaining columns to the selected one. Then the column of the largest norm of those remaining is selected and the orthogonalization step is repeated. The process continues until the norms of all the remaining columns are less than a preset threshold.

To measure testability, the QRF is performed on the original sensitivity matrix. The selected pivot column vectors correspond to the parameters which are testable under the given test nodes or test conditions. The reduced column number is equal to the column rank r, which indicates the number of the elements that can be estimated. If the column reduced sensitivity matrix is denoted by $s_c$, then the test equation becomes

$$s_c \Delta p_{sel} = \Delta v$$  \hspace{1cm} (5.3.1)

where $\Delta p_{sel}$ represents the deviations of the selected elements.

To select the test points, the QRF is performed again on the column reduced sensitivity matrix $s_c$. The selected pivot row vectors correspond to the test points at which the actual measurements will be taken. The row and column reduced sensitivity matrix is denoted by $s_{rc}$, which is a rxr square matrix. After that, the real measurements are taken at the selected test nodes, resulting in $\Delta v_r$. The test equation can be reduced to a system of r equations.
and the parameter deviations of the selected elements $\Delta \mathbf{p}_{\text{sel}}$ can be obtained by solving

$$s_{cr} \Delta \mathbf{p}_{\text{sel}} = \Delta \mathbf{v}_r$$  \hspace{1cm} (5.3.2)

5.4 Response Prediction

Prediction of the circuit's response from known information without taking the actual measurements is known as response prediction. There are two kinds of response prediction. One is called linear response prediction and the other is nonlinear response prediction.

5.4.1. Linear Response Prediction

Linear response prediction is used to predict the circuit's response at all candidate test points from measurements made at the selected points. This is based on the sensitivity approach. The procedure LINRESPRED used for linear response prediction is organized as follows.

Procedure LINRESPRED:
1. Simulate the response vector $\mathbf{v}(\mathbf{p})$ of the nominal circuit and formulate its sensitivity matrix $\mathbf{s}$ at all candidate test points.
2. Perform the QRF process on the sensitivity matrix in order to select test points.
3. Perform the measurements at the selected test points.
4. Estimate the parameter values from the equation (5.3.2).
5. Calculate the response deviations at all candidate test points.
\[ \Delta \mathbf{v}_{\text{pre}} = s \Delta \mathbf{p} \]  

(5.4.1)

6. Predict the circuit response by adding the nominal response simulated in Step 1 and the deviation of response \( \Delta \mathbf{v}_{\text{pre}} \) calculated in Step 5.

\[ \mathbf{v}_{\text{pre}} = \mathbf{v}(\mathbf{p}) + \Delta \mathbf{v}_{\text{pre}}. \]

(5.4.2)

In this method, the deviation of response \( \Delta \mathbf{v}_{\text{pre}} \) is the product of the sensitivity matrix and the estimated parameter deviations (Step 5). Since only linear equations are dealt with, it is a linear method. This method is very useful in predicting the frequency response, which is an important characteristic for a wide variety of circuits and systems. Usually, measurements have to be taken at all candidate test frequencies in the entire interested range in order to obtain an accurate response. Even if the candidate test frequencies can be spread on the log scale, the number of frequencies is still large, making it difficult to measure the frequency response accurately. The linear method is a very efficient and accurate method for predicting the frequency response for linear time invariant systems [Stenbakken and Souders 1985].

The linear response prediction method is very useful not only for frequency domain testing, but also for the general case testing. For example, this method can be used for data converter testing [Souders and Stenbakken 1985]. The response at the 1024 codes of the 10 bits D/A converter can be predicted based on the 37 selected measurements. If we extend this method to the time domain testing, the circuit's response within the entire time interval can be predicted based on a few measurements at the selected sampling time points [Dai and Souders 1989].
5.4.2. Nonlinear Response Prediction

The nonlinear response prediction is used to predict the circuit's response to an arbitrary input signal, based on the updated parameter values obtained from the measurements of the circuit's response to the standard input signal. The procedure NONRESPRED which utilizes nonlinear response prediction is organized as follows.

Procedure NONRESPRED:
1. Apply the standard input signal to the circuit and measure the response.
2. Estimate the deviation of parameters $\Delta p$ by solving (5.3.2).
3. Update the element parameters by
   \[ p_u = p_0 + \Delta p \]  
   the iterative process could be used if $\Delta p$ is large.
4. Simulate the circuit's response to an arbitrary input signal $w_{ar}$ based on the updated parameter values $p_u$ obtained in Step 3. The circuit's response can be obtained by solving the system equations
   \[ f(v_{ar}, \dot{v}_{ar}, t, p_u, w_{ar}) = 0 \]  
   The circuit simulator such as SPICE or SABER can be used to simulate $v_{ar}$.

Since the system of nonlinear equations is used in Step 4, this method is referred to as a nonlinear method. In practice, the step input signal can be chosen as a standard input because it can be accurately generated and the step response can be obtained directly through an automatic test equipment. However, some arbitrary input signals are difficult to be accurately generated and their response cannot be easily recorded. We can solve this problem by
employing the nonlinear response prediction method. In order to test the circuit, we apply the step input signal and measure the step response. Then we evaluate the parameter values and update the circuit model based on the step response measurement. Instead of measuring the response to an arbitrary input signal, we can simulate the response based on the updated model. Therefore we can predict the time domain response to an arbitrary input signal or the frequency domain response based on the step response measurement. This is a general method for linear and nonlinear circuits.

5.5 Measurement Errors

According to statistics, a commonly used optimization criterion is to minimize the variances of the response predictions caused by measurement errors [Box and Draper 1971]. If we assume that the measurement errors are normally distributed, uncorrelated, with zero mean, and have a variance of \( \sigma_{\text{err}}^2 \), then the variances of the parameter estimation are

\[
\sigma_{\Delta p}^2 = \text{diag} \left[ \left( s'_{rc} s_{rc} \right)^{-1} \sigma_{\text{err}}^2 \right] \tag{5.5.1}
\]

which determine the confidence of the parameter estimation (5.3.2). The variances of the response predictions are

\[
\sigma_{\Delta v}^2 = \text{diag} \left[ s \left( s'_{rc} s_{rc} \right)^{-1} s' \sigma_{\text{err}}^2 \right] \tag{5.5.2}
\]

which determine the confidence of the response prediction (5.4.1).
Stenbakken and Souders (1987) took the measurement errors into account. They defined testability factor as the ratio of the variance of the measurement errors $\sigma_{\text{err}}$ to the variance of the parameter estimation $\sigma_{\Delta p}$ as follows:

$$
tf_j = \frac{\sigma_{\text{err}}}{\sigma_{\Delta p_j}} \tag{5.5.3}
$$

where $j$ stands for the $j$th component. To understand the testability factors, we substitute $(5.5.1)$ into $(5.5.3)$

$$
tf_j = \frac{\sigma_{\text{err}}}{\sigma_{\Delta p_j}} = \sqrt{\text{diag} \begin{bmatrix} s'_{\text{rc}} & s_{\text{rc}} \end{bmatrix} j} \tag{5.5.4}
$$

As we mentioned above, the QRF process gives a suboptimal maximization of $|s'_{\text{rc}}s_{\text{rc}}|$. Therefore, the variances of the response prediction and parameter estimation are minimized, and testability factor $tf$ is maximized. Equations (5.3.1–5.3.4) not only provide reasonable optimization criteria for the test point selection, but also provide a definition of testability which takes measurement errors into account.

5.6. Ambiguity Groups Elimination

In a typical circuit, it is common for the column rank of a test matrix to be less than the actual number of circuit parameters. This is due to the presence of ambiguity groups in the circuit [Stenbakken, Souders and Steward 1989]. Ambiguity groups are groups of components which cannot be
distinguished from each other by measurements made at the designated test nodes and test conditions. Consequently, their sensitivity vectors are dependent, the test matrix is singular, and a unique solution of the test equation cannot be found. However, even with full numerical rank the test matrix may still be nearly singular due to near-ambiguity groups. In these cases, the solution is unstable, and will be extremely sensitive to small errors in the model, and to measurement errors. In short, the testability factor will be poor. If ambiguity groups exist in the circuit, then the parameter values can not be evaluated. The effects of ambiguity groups have been shown to be very important for parameter estimation.

There are several ways in which ambiguity groups, or near-ambiguity groups can be eliminated.

First, addition of new test nodes or test conditions is often effective. These test conditions can be DC excitation levels, test frequencies, or input waveforms.

Second, it is possible to add components of known value into the tested circuit and take measurements with and without the added components. The sensitivity matrix consists of two parts: the test matrix obtained from measurements taken at the original circuit \( s_{\text{original}} \) and the test matrix obtained from measurements taken at the circuit with additional components \( s_{\text{added}} \). The new test matrix \( s \) is formed by combining the two as follows:

\[
s_{\text{new}} = \begin{bmatrix}
s_{\text{original}} \\
 s_{\text{added}}
\end{bmatrix}. \tag{5.6.1}
\]
It was shown through the computer simulation that the rank of the new test matrix is larger than the rank of the original test matrix. When the sufficient components are added, the full rank can be achieved. In this case, all ambiguity groups are broken up and all element values can be identified. This approach can be an attractive compromise between functional testing and traditional bed-of-nails, in circuit testing.

Finally, if these approaches fail or are not feasible, the column dimension of the test matrix is reduced to the column rank. This is accomplished by performing the QRF process. Only one element from each ambiguity group is selected by the QRF. Remaining elements in each ambiguity group are fixed to their nominal values artificially, i.e., deviations of the remaining element values are assumed to be zero. In this case the selected element values can be obtained from

\[ s_c \Delta p_{\text{sel}} = \Delta v \]

(5.6.2)

where \( s_c \) is the column reduced sensitivity and \( \Delta p_{\text{sel}} \) correspond to the deviation of the selected element values. Of course, the values of the selected parameters can be estimated relative to the remaining parameters.

The level of ambiguity permitted (and hence the testability of the selected components) is set by a factor \( \epsilon \), provided by the user. By setting \( \epsilon \) larger, fewer components may be included in the test matrix, but the testability factors of the selected components will be higher. Consequently, response predictions made by substituting the estimated parameter values back into the original model may be more accurate.
5.7 Time Skew Estimation

In order to obtain accurate parameter estimates from the first order approximation, it is critical that the timing relationship between the output and input data record be accurately known. In cases where the output and input waveforms are synchronously sampled, this may not be particularly difficult if the external electrical delays are kept equal. On the other hand, it is often convenient to apply a standard input waveform, e.g., a step, which is known to be nearly ideal, and then sample only the output waveform. In this case, only one recording channel is required. However, with asynchronous triggering, the timing may be in error by as much as one half the sampling period. This amount of timing error is often intolerable. For example, it has been found that in some cases as little as 1 ns of time skew can cause changes in parameter estimates of up to 50%. The problem can be overcome, however, by adding a time skew parameter to the model. We accomplish this by adding $\Delta t$ to the parameter vector $\Delta p$, and an column vector, $s_t$, to the test matrix. The test equation becomes

$$
[ s \ s_t ] 
\begin{bmatrix}
\Delta p \\
\Delta t
\end{bmatrix}
= \Delta v,
$$

(5.7.1)

where

$$
\frac{dv}{dt}.
$$

(5.7.2)

At the jth time instance, the vector $s_t$ is easily computed by taking the first difference of the response vector, i.e.,

$$
\frac{v_j - v_{j-1}}{t_j - t_{j-1}}.
$$

(5.7.3)

It is has been verified experimentally that this approach makes the parameter estimates relatively insensitive to the actual time skew.
5.8 Modified QR Factorization for the Decomposition Approach

The optimum set of test points should be selected to minimize the variances of response prediction and parameter evaluation. An efficient approach to test point selection is based on the QR factorization (QRF) of the system test matrix as we mentioned in the previous sections.

5.8.1 Group Test Point Selection

In the KCL–based method, the test equations are formulated using voltage measurements at the partition points. Since all the partition voltages (at least in one subnetwork) must be known to formulate even a single test equation, it is necessary to modify the QRF process. In each step, instead of selecting a vector with the largest norm, we look for the best group of vectors. Each candidate group consists of a set of rows of the test matrix that correspond to all the partition points at a single test frequency or sampling time point. The QR factorization is run on the candidate group to evaluate a product of diagonal elements of the R matrix. Partial products are evaluated only for those elements of R which correspond to the selected rows. The group with the largest partial product is our pivot. The remaining rows in the Jacobian are orthogonalized w.r.t. the pivot rows.

It may happen that not all rows in the selected group are independent. This will be indicated by small values on the diagonal positions in R that correspond to the dependent vectors. Using a user–defined threshold, we can eliminate such vectors from the selected group. Since different groups may have
a different number of selected vectors, we must compare their partial products appropriately. Rather than using a partial product for all diagonal elements in the group, we construct a vector of partial products as follows:

\[
R_{pp} = \begin{bmatrix}
  r_1 \\
r_2 \\
  \vdots \\
r_{g_i}
\end{bmatrix} = \begin{bmatrix}
  R_{i1} \\
  2 \Pi R_{i_k} \\
  k=1 \\
  g_i \\
  \vdots \\
  \Pi R_{i_k} \\
  k=1
\end{bmatrix},
\]

(5.8.1)

where \( R_{ik} \) represents the \( k \)-th diagonal element of the \( R \) matrix in the \( i \)th group, and \( g_i \) is the number of elements in this group that are larger than the threshold value. Comparing two groups (say \( i \)th and \( m \)th) we first select

\[
g = \min(g_i, g_m)
\]

(5.8.2)

and choose the one with the larger \( r_g \) as a pivot.

The computer simulation shows that this selection reduces the number of excitations (and frequencies) with only a small decrease in the accuracy of the solution (see Tables 6.1.4–6.1.6).

5.8.2 Parallel QR Factorization

The test matrix based on the sensitivity approach is a dense matrix since the deviations of the measured voltages are taken as test functions. In such a
case, considerable computational effort for the QRF is required. On the other hand, the test matrix based on the decomposition approach is sparse. In what follows we present the modified QRF process. Its purpose is to preserve the sparsity of the test matrix during the vector orthogonalization.

For simplicity, we divide the network into $2^n$ subnetworks hierarchically using $n$ levels of decomposition. Fig. 5.8.1 shows an example of a network partitioned hierarchically into 8 subnetworks ($n=3$). Here $c_i$ represents the set of common nodes between the subnetworks on different levels of the hierarchical partition. The hierarchical levels are illustrated in Fig. 5.8.2 where $r_\alpha$ represents the remaining external nodes of the subnetwork $S_\alpha$ (the external nodes excluding the common nodes).

The test matrix for this example has the same nonzero pattern as the one shown in Fig. 4.4.4. To select test points, the QR factorization is performed on the $T'$ (where ' stands for the matrix transpose operator). Columns of $T'$ are reordered according to the hierarchical levels as shown in Fig. 5.8.3.

The test matrix has a block structure, and blocks at the same level are independent of each other. Therefore, the QR process can be implemented in parallel within these blocks, level by level, to speed up the computations. There are four levels in this example. Level 1 has 8 blocks corresponding to the nodes $r_1, r_2, \ldots, r_8$. Level 2 has 4 blocks corresponding to the nodes $c_7, c_6, c_5, c_4$. Level 3 has 2 blocks corresponding to the nodes $c_3$ and $c_2$, and level 4 has one block corresponding to the nodes $c_1$. The QRF runs from level 1 to level 4 performing parallel computations at each level.
Fig. 5.8.1 An example of the hierarchical decomposition.
Fig. 5.8.2 The hierarchical levels.

Fig. 5.8.3 The reordered test matrix $T'$. 
The resulting Jacobian matrix $T_{QRF}^1$ has the same nonzero pattern as shown in Fig. 5.8.3. It can be seen that $T_{QRF}$ is a sparse matrix as well. Since the corresponding test matrix has a block structure, it is possible to solve the test equations locally. Parallel processing can be used to find the element values in each subnetwork. This increases the computation speed. Furthermore, higher accuracy can be expected because the numerical errors decrease when computation operations are performed in the smaller matrices.
The software for the decomposition approach was developed and tested on a transistor amplifier circuit. Results obtained from the decomposition approach are compared with those obtained from the sensitivity approach. A piecewise linear circuit is used to illustrate how all parameters in a nonlinear circuit can be estimated by the multi-operating-point and multi-frequency testing methods. The effect of nonlinearities of the nonlinear circuit on circuit testability is shown on a small nonlinear circuit example.

A time domain testing system was set up at the National Institute of Standards and Technology, U.S. Department of Commerce. Time domain testing was implemented on two example circuits: an amplifier/attenuator circuit and a bandpass filter circuit. Testing strategies presented in Chapter 5 were applied to time domain testing.

6.1 A Transistor Amplifier Circuit

A linearized transistor amplifier circuit shown in Fig. 6.1.1 is selected as an example to illustrate the decomposition approach presented in Chapter 4. Voltage measurements are taken at nodes 1, 2, 4, 5 and 6. The circuit is decomposed at the measurement nodes into three subnetworks as shown in Fig. 6.1.2. Nodes 1, 6 and 5 are the internal measurement nodes of \( S_1 \), \( S_2 \) and \( S_3 \) respectively. Node 2 is the common node between \( S_1 \) and \( S_2 \), and node 4 is the common node between \( S_2 \) and \( S_3 \). The system of test equations is formed based
Fig. 6.1.1 A linearized transistor amplifier circuit.

Fig. 6.1.2 Network decomposition of the example circuit.
on the KCL equations at these five nodes. The corresponding test matrix has the block structure as shown in Fig. 6.1.3 where the shaded areas represent the nonzero pattern of $T$.

The nominal and faulty parameter values are listed in Table 6.1.1. The actual element deviation in percent is denoted by $d$. The purpose of testing is to estimate the parameter deviations $\Delta p$. In what follows, the computed deviations obtained by different methods are compared.

Fig. 6.1.3 Nonzero pattern of the test matrix.
6.1.1 Comparison of the Sensitivity and Decomposition Approaches in Frequency Domain

In frequency domain testing, the candidate set of test frequencies consists of 31 frequencies equally spaced on a logarithmic scale, giving 155 possible test measurements. We compare the results obtained from the decomposition approach described in Section 4.4 with those of the sensitivity approach described in Section 3.4 in Tables 6.1.2–6.1.6.

In Table 6.1.2, the first and second columns list the estimated errors in element deviations obtained by the approximate method and the exact method respectively, which are the two methods of the decomposition approach described in Section 4.5. The last column represents results obtained from the sensitivity approach. The results in Table 6.1.2 are obtained by the real variables computation (refer to Section 3.4.1 C) and the results in Table 6.1.3 are obtained by the complex variables computation. As we can see, element deviations calculated using the decomposition approach are comparable with those obtained using the sensitivity approach.

In Tables 6.1.4 – Table 6.1.6 we compare results of the QR factorization with the single test and the group test selections discussed in Section 5.8. The single test selection uses orthogonalized vectors with the largest norm, while the group test selection uses the partial products (5.8.1). We compare the results of different selections for the test matrix obtained using the decomposition approach and the sensitivity approach. Tables 6.1.4 and Table 6.1.5 show the selected test nodes and the test frequencies. The accuracies of the solution
obtained in the single and the group test selection are compared in Table 6.1.6. Note that the number of test frequencies selected by the group test selection is less than that selected by the single test (Table 6.1.4), but the accuracy of the solutions obtained by both methods are equivalent. Therefore, the group test selection reduces the test effort without any notable decrease in accuracy.

6.1.2 Comparison of Sensitivity and Decomposition Approaches in Time Domain

In time domain testing, the candidate set of test time sampling points consists of 40 time points distributed in the log scale, giving 200 possible test measurements.

Table 6.1.7 gives the comparison of results obtained by the decomposition approach and the sensitivity approach. Column a lists the actual element deviations. Columns b and c give the element deviations computed by the decomposition approach and the sensitivity approach, respectively. From the table we can see that the results are comparable for both approaches.

6.1.3. Comparison of Time Domain Testing with Frequency Domain Testing

To understand the effect of measurement errors on element estimation and testability factors, the results obtained by the sensitivity approach were studied. Table 6.1.8 compares results obtained by time domain and frequency domain methods. Column a lists true element deviations from the nominal values. Two cases are considered. In the first case deviations are calculated based on the assumption that there are no measurement errors (standard deviations of
measurement errors $\sigma = 0$). Test results are listed in columns b and d. In the second case, random measurement errors were simulated with $\sigma = 0.1 \%$. This random error simulation was repeated 20 times. Test results are listed in columns c and e. Table 6.1.9 gives testability factors computed using the time domain and the frequency domain methods.

From the results of the computer simulation, it is obvious that the accuracy obtained by the time domain and the frequency domain methods are comparable, and testability factors computed by these methods are equivalent. Since the time domain measurements can be obtained easily by using automatic test equipment (ATE), the time domain method preferred over the frequency domain method in practical testing.
Table 6.1.1 Data for Example

\[
d = \frac{p - p^0}{p} \times 100
\]

<table>
<thead>
<tr>
<th>element</th>
<th>nominal values ( p^0 )</th>
<th>faulty values ( p )</th>
<th>actual deviations ( d ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>10Ω</td>
<td>10.05Ω</td>
<td>0.5</td>
</tr>
<tr>
<td>C1</td>
<td>20F</td>
<td>19.00F</td>
<td>-5.0</td>
</tr>
<tr>
<td>R2</td>
<td>75Ω</td>
<td>76.92Ω</td>
<td>2.5</td>
</tr>
<tr>
<td>R3</td>
<td>10Ω</td>
<td>10.20Ω</td>
<td>2.0</td>
</tr>
<tr>
<td>R4</td>
<td>40Ω</td>
<td>42.67Ω</td>
<td>6.6</td>
</tr>
<tr>
<td>C4</td>
<td>25F</td>
<td>24.00F</td>
<td>-4.0</td>
</tr>
<tr>
<td>R7</td>
<td>30Ω</td>
<td>29.40Ω</td>
<td>-2.0</td>
</tr>
<tr>
<td>C3</td>
<td>15F</td>
<td>14.00F</td>
<td>-6.6</td>
</tr>
<tr>
<td>C5</td>
<td>10F</td>
<td>9.50F</td>
<td>-5.0</td>
</tr>
<tr>
<td>R5</td>
<td>10Ω</td>
<td>9.80F</td>
<td>-2.0</td>
</tr>
<tr>
<td>R6</td>
<td>20Ω</td>
<td>20.60F</td>
<td>3.0</td>
</tr>
<tr>
<td>S1</td>
<td>10S</td>
<td>9.50S</td>
<td>-5.0</td>
</tr>
</tbody>
</table>

The normalized frequency points (in Hz) are as follows:

\[
\begin{align*}
    f_1 & = 0.0001 \\
    f_4 & = 199.526E-6 \\
    f_7 & = 398.107E-6 \\
    f_{10} & = 794.328E-6 \\
    f_{13} & = 158.490E-5 \\
    f_{16} & = 316.230E-5 \\
    f_{19} & = 630.960E-5 \\
    f_{22} & = 125.893E-4 \\
    f_{25} & = 251.188E-4 \\
    f_{28} & = 501.187E-4 \\
    f_{31} & = 100.000E-3
\end{align*}
\]

\[
\begin{align*}
    f_2 & = 125.892E-6 \\
    f_5 & = 251.188E-6 \\
    f_8 & = 501.187E-6 \\
    f_{11} & = 100.000E-5 \\
    f_{14} & = 199.530E-5 \\
    f_{17} & = 398.110E-5 \\
    f_{20} & = 794.330E-5 \\
    f_{23} & = 158.489E-4 \\
    f_{26} & = 361.228E-4 \\
    f_{29} & = 630.960E-4 \\
    f_{32} & = 794.328E-4
\end{align*}
\]
Table 6.1.2 Estimated Errors $\Delta d$ (real case, in percent)

$\Delta d = d_{\text{calculated}} - d_{\text{actual}}$

<table>
<thead>
<tr>
<th>element</th>
<th>decomposition approach approximate</th>
<th>decomposition approach exact</th>
<th>sensitivity approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>C4</td>
<td>-0.00081</td>
<td>-0.00026</td>
<td>-0.00166</td>
</tr>
<tr>
<td>C1</td>
<td>-0.00243</td>
<td>0.0</td>
<td>-0.00168</td>
</tr>
<tr>
<td>R1</td>
<td>-0.00017</td>
<td>-0.00002</td>
<td>-0.00003</td>
</tr>
<tr>
<td>R3</td>
<td>0.00002</td>
<td>-0.00049</td>
<td>-0.00010</td>
</tr>
<tr>
<td>S1</td>
<td>-0.00046</td>
<td>-0.00339</td>
<td>-0.00304</td>
</tr>
<tr>
<td>C3</td>
<td>-0.00407</td>
<td>0.00037</td>
<td>0.00379</td>
</tr>
<tr>
<td>C2</td>
<td>0.11372</td>
<td>-0.01011</td>
<td>-0.00124</td>
</tr>
<tr>
<td>R7</td>
<td>-0.05968</td>
<td>-0.00660</td>
<td>-0.00195</td>
</tr>
<tr>
<td>C5</td>
<td>-0.00171</td>
<td>-0.00523</td>
<td>0.00203</td>
</tr>
<tr>
<td>R5</td>
<td>0.08824</td>
<td>0.00626</td>
<td>-0.00171</td>
</tr>
<tr>
<td>R2</td>
<td>0.00078</td>
<td>0.00074</td>
<td>0.00067</td>
</tr>
<tr>
<td>R6</td>
<td>-0.11573</td>
<td>0.00946</td>
<td>-0.00027</td>
</tr>
<tr>
<td>R4</td>
<td>0.60676</td>
<td>0.10454</td>
<td>-0.16485</td>
</tr>
</tbody>
</table>

Table 6.1.3 Estimated Errors $\Delta d$ (complex case, in percent)

$\Delta d = \hat{d}_{\text{cal}} - d_{\text{actual}}$

$\hat{d}_{\text{cal}} = \text{Re}(d_{\text{cal}}) + j\text{Im}(d_{\text{cal}})$

$\hat{d}_{\text{cal}} = \text{sgn} \left[ \text{Re}(d_{\text{cal}}) \right] \sqrt{\text{Re}^2(d_{\text{cal}}) + \text{Im}^2(d_{\text{cal}})}$

<table>
<thead>
<tr>
<th>element</th>
<th>decomposition approach approximate</th>
<th>decomposition approach exact</th>
<th>sensitivity approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>C4</td>
<td>-0.00076</td>
<td>0.00040</td>
<td>-0.00097</td>
</tr>
<tr>
<td>R1</td>
<td>-0.00005</td>
<td>-0.00002</td>
<td>0.00002</td>
</tr>
<tr>
<td>C1</td>
<td>-0.00233</td>
<td>0.0</td>
<td>-0.00183</td>
</tr>
<tr>
<td>S1</td>
<td>-0.00104</td>
<td>0.00026</td>
<td>-0.01461</td>
</tr>
<tr>
<td>R3</td>
<td>-0.00044</td>
<td>-0.00050</td>
<td>-0.00004</td>
</tr>
<tr>
<td>C5</td>
<td>-0.00108</td>
<td>0.00053</td>
<td>-0.00144</td>
</tr>
<tr>
<td>C3</td>
<td>-0.00256</td>
<td>-0.00020</td>
<td>-0.01371</td>
</tr>
<tr>
<td>R5</td>
<td>0.00906</td>
<td>0.00047</td>
<td>-0.00053</td>
</tr>
<tr>
<td>R7</td>
<td>0.00893</td>
<td>0.00064</td>
<td>-0.00007</td>
</tr>
<tr>
<td>C2</td>
<td>0.01389</td>
<td>0.01195</td>
<td>0.00281</td>
</tr>
<tr>
<td>R2</td>
<td>0.00336</td>
<td>0.00080</td>
<td>-0.00049</td>
</tr>
<tr>
<td>R6</td>
<td>-0.00498</td>
<td>-0.01075</td>
<td>-0.00451</td>
</tr>
<tr>
<td>R4</td>
<td>0.04449</td>
<td>0.03748</td>
<td>0.16446</td>
</tr>
</tbody>
</table>
Table 6.1.4 Test frequencies in the single and group test selections.
Decomposition approach (exact method, real case)

<table>
<thead>
<tr>
<th>Nodes</th>
<th>Test frequencies</th>
<th>Group test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single test</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>f_{31} f_{1}</td>
<td>f_{10} f_{31}</td>
</tr>
<tr>
<td>2</td>
<td>f_{31} f_{1}</td>
<td>f_{10} f_{31}</td>
</tr>
<tr>
<td>3</td>
<td>f_{17} f_{5} f_{9} f_{29}</td>
<td>f_{10} f_{31} f_{17} f_{4}</td>
</tr>
<tr>
<td>4</td>
<td>f_{31} f_{17} f_{3} f_{8}</td>
<td>f_{10} f_{31} f_{17} f_{5}</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>f_{13} f_{10}</td>
</tr>
</tbody>
</table>

Table 6.1.5 Test frequencies in the single and group test selections.
Sensitivity approach (real case)

<table>
<thead>
<tr>
<th>Nodes</th>
<th>Test frequencies</th>
<th>Group test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single test</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>f_{1} f_{5} f_{11} f_{29}</td>
<td>f_{4} f_{29} f_{11}</td>
</tr>
<tr>
<td>2</td>
<td>f_{1}</td>
<td>f_{4} f_{11}</td>
</tr>
<tr>
<td>3</td>
<td>f_{1} f_{5} f_{31}</td>
<td>f_{4} f_{29}</td>
</tr>
<tr>
<td>4</td>
<td>f_{1} f_{31} f_{22}</td>
<td>f_{4} f_{31} f_{30}</td>
</tr>
<tr>
<td>5</td>
<td>f_{1}</td>
<td>f_{13} f_{4} f_{29} f_{11}</td>
</tr>
</tbody>
</table>
Table 6.1.6 Estimated element deviations in the single and group test selections. (real case, in percent)

<table>
<thead>
<tr>
<th>element</th>
<th>Decomposition approach</th>
<th>sensitivity approach</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>single test</td>
<td>group test</td>
</tr>
<tr>
<td>C4</td>
<td>0.00026</td>
<td>0.00068</td>
</tr>
<tr>
<td>C1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>R1</td>
<td>-0.00002</td>
<td>-0.00002</td>
</tr>
<tr>
<td>R3</td>
<td>-0.00049</td>
<td>-0.00094</td>
</tr>
<tr>
<td>S1</td>
<td>-0.00339</td>
<td>-0.00267</td>
</tr>
<tr>
<td>C3</td>
<td>0.00037</td>
<td>0.00074</td>
</tr>
<tr>
<td>C2</td>
<td>-0.01011</td>
<td>-0.00539</td>
</tr>
<tr>
<td>R7</td>
<td>-0.00660</td>
<td>-0.00847</td>
</tr>
<tr>
<td>C5</td>
<td>-0.00523</td>
<td>-0.00427</td>
</tr>
<tr>
<td>R5</td>
<td>0.00626</td>
<td>0.00805</td>
</tr>
<tr>
<td>R4</td>
<td>0.10454</td>
<td>0.10399</td>
</tr>
<tr>
<td>R2</td>
<td>0.00074</td>
<td>0.00406</td>
</tr>
<tr>
<td>R6</td>
<td>0.00946</td>
<td>0.00463</td>
</tr>
</tbody>
</table>

Table 6.1.7 Deviations from nominal (time domain)

<table>
<thead>
<tr>
<th>Element</th>
<th>True</th>
<th>sensitivity approach</th>
<th>decomposition approach</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a</td>
<td>b</td>
<td>c</td>
</tr>
<tr>
<td>R1</td>
<td>0.500</td>
<td>0.490</td>
<td>0.505</td>
</tr>
<tr>
<td>R3</td>
<td>2.00</td>
<td>1.98</td>
<td>2.00</td>
</tr>
<tr>
<td>C1</td>
<td>-5.00</td>
<td>-5.18</td>
<td>-5.00</td>
</tr>
<tr>
<td>C5</td>
<td>-5.00</td>
<td>-5.15</td>
<td>-5.04</td>
</tr>
<tr>
<td>C4</td>
<td>-4.00</td>
<td>-4.11</td>
<td>-4.02</td>
</tr>
<tr>
<td>R5</td>
<td>-2.00</td>
<td>-2.08</td>
<td>-2.64</td>
</tr>
<tr>
<td>R7</td>
<td>-2.00</td>
<td>-2.05</td>
<td>-2.72</td>
</tr>
<tr>
<td>R6</td>
<td>3.00</td>
<td>2.37</td>
<td>2.03</td>
</tr>
<tr>
<td>R2</td>
<td>2.56</td>
<td>2.68</td>
<td>2.21</td>
</tr>
<tr>
<td>C2</td>
<td>-5.00</td>
<td>-4.57</td>
<td>-4.14</td>
</tr>
<tr>
<td>S1</td>
<td>-5.00</td>
<td>-5.45</td>
<td>-5.04</td>
</tr>
<tr>
<td>C3</td>
<td>-6.67</td>
<td>-7.03</td>
<td>-6.76</td>
</tr>
<tr>
<td>R4</td>
<td>6.68</td>
<td>-7.65</td>
<td>9.11</td>
</tr>
</tbody>
</table>
### Table 6.1.8 Deviations from nominal
(Sensitivity approach)

<table>
<thead>
<tr>
<th>Element</th>
<th>True</th>
<th>Time Domain</th>
<th>Frequency Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\sigma = 0$</td>
<td>$\sigma = 0.1%$</td>
</tr>
<tr>
<td>a</td>
<td>b</td>
<td>c</td>
<td>d</td>
</tr>
<tr>
<td>R1</td>
<td>0.500</td>
<td>0.490</td>
<td>0.456</td>
</tr>
<tr>
<td>R3</td>
<td>2.00</td>
<td>1.98</td>
<td>2.02</td>
</tr>
<tr>
<td>C1</td>
<td>-5.00</td>
<td>-5.18</td>
<td>-5.27</td>
</tr>
<tr>
<td>C5</td>
<td>-5.00</td>
<td>-5.15</td>
<td>-5.14</td>
</tr>
<tr>
<td>C4</td>
<td>-4.00</td>
<td>-4.11</td>
<td>-3.98</td>
</tr>
<tr>
<td>R5</td>
<td>-2.00</td>
<td>-2.08</td>
<td>-3.03</td>
</tr>
<tr>
<td>R7</td>
<td>-2.00</td>
<td>-2.05</td>
<td>-1.83</td>
</tr>
<tr>
<td>R6</td>
<td>3.00</td>
<td>2.37</td>
<td>4.05</td>
</tr>
<tr>
<td>R2</td>
<td>2.56</td>
<td>2.68</td>
<td>3.14</td>
</tr>
<tr>
<td>C2</td>
<td>-5.00</td>
<td>-4.57</td>
<td>-6.97</td>
</tr>
<tr>
<td>S1</td>
<td>-5.00</td>
<td>-5.45</td>
<td>-11.2</td>
</tr>
<tr>
<td>C3</td>
<td>-6.67</td>
<td>-7.03</td>
<td>-42.9</td>
</tr>
<tr>
<td>R4</td>
<td>6.68</td>
<td>-7.65</td>
<td>0.023</td>
</tr>
</tbody>
</table>

### Table 6.1.9 Estimated testability factors
(Sensitivity approach)

<table>
<thead>
<tr>
<th>Element</th>
<th>Time Domain</th>
<th>Frequency Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma = 0$</td>
<td>$\sigma = 0.1%$</td>
</tr>
<tr>
<td>R1</td>
<td>0.67</td>
<td>0.65</td>
</tr>
<tr>
<td>R3</td>
<td>0.14</td>
<td>0.082</td>
</tr>
<tr>
<td>C1</td>
<td>0.12</td>
<td>0.17</td>
</tr>
<tr>
<td>C5</td>
<td>0.052</td>
<td>0.038</td>
</tr>
<tr>
<td>C4</td>
<td>0.085</td>
<td>0.026</td>
</tr>
<tr>
<td>R5</td>
<td>0.032</td>
<td>0.024</td>
</tr>
<tr>
<td>R7</td>
<td>0.045</td>
<td>0.017</td>
</tr>
<tr>
<td>R6</td>
<td>0.0068</td>
<td>0.0086</td>
</tr>
<tr>
<td>R2</td>
<td>0.024</td>
<td>0.013</td>
</tr>
<tr>
<td>C2</td>
<td>0.0070</td>
<td>0.0081</td>
</tr>
<tr>
<td>S1</td>
<td>0.0039</td>
<td>0.0024</td>
</tr>
<tr>
<td>C3</td>
<td>0.0015</td>
<td>0.0010</td>
</tr>
<tr>
<td>R4</td>
<td>0.00015</td>
<td>0.000095</td>
</tr>
</tbody>
</table>
6.2 A Piecewise Linear Circuit

This example is used to illustrate how the multi-operating-point testing and multi-frequency testing methods work. As mentioned in Chapter 5, nonlinearities of circuit elements can effect the circuit testability. When different DC excitation levels are applied to a tested circuit, the circuit is driven to different operating points. Therefore more independent measurements can be obtained. For a piecewise linear circuit, the nonlinear elements are represented by a number of linear segments and a linear combination of segments of different piecewise linear elements can be mapped into a region. One region is equivalent to a specific operating point. Multi-region testing in a piecewise linear circuit is similar to the multi-operating-point testing in a nonlinear circuit.

When the circuit operating point changes from one region to another, the number of unknown variables for each piecewise linear element increases by 2 (an equivalent admittance and a current source of a new segment). However the number of linear elements does not change. If the number of additional test points obtained in multi-region testing is two times larger than the number of piecewise elements, then it is possible to solve all element values. The common way to increase the number of test points is to use multifrequency testing at each region so that the reactive elements can be identified.
As an example, consider the nonlinear circuit shown in Fig. 6.2.1. Its equivalent piecewise linear circuit is shown in Fig. 6.2.2, and the characteristics of the piecewise linear elements \( g_1 \) and \( g_2 \) are given in Fig. 6.2.3. Voltage measurements are taken at the nodes 1, 2 and 3. Each piecewise linear element has two segments and the parameter space is divided into four regions as follows:

\[
\begin{align*}
\text{r}_1 \text{ (segment A and C)}: & \quad v_3 < 1.0 \quad \text{and} \quad v_4 < 0.5; \\
\text{r}_2 \text{ (segment B and D)}: & \quad v_3 > 1.0 \quad \text{and} \quad v_4 > 0.5; \\
\text{r}_3 \text{ (segment B and C)}: & \quad v_3 < 1.0 \quad \text{and} \quad v_4 > 0.5; \\
\text{r}_4 \text{ (segment A and D)}: & \quad v_3 > 1.0 \quad \text{and} \quad v_4 < 0.5.
\end{align*}
\]

The operating point can be moved from one region to another by changing the level of the DC current excitation

\[
\begin{align*}
\text{r}_1: \quad & J_s = -2.0 \text{ A}, \\
\text{r}_2: \quad & J_s = 3.0 \text{ A} \quad \text{and} \\
\text{r}_3: \quad & J_s = 15.0 \text{ A}.
\end{align*}
\]

In each region, a small AC signal is applied at two test frequencies:

\[
\begin{align*}
f_1 &= 0.075 \text{ Hz} \quad \text{and} \\
f_2 &= 0.01 \text{ Hz}.
\end{align*}
\]
Fig. 6.2.1 A nonlinear circuit

Fig. 6.2.2. Equivalent piecewise linear circuit
Fig. 6.2.3. Characteristics of piecewise linear elements.
Assume that deviations of element values \( d (\Delta p/p) \) are small (0.5\%–23\%). The QR algorithm was run on the test matrix to select 14 test points. Then the element deviations were computed. The results of the computer simulation are listed in Table 6.2.1.

Table 6.2.1. Computer Results

<table>
<thead>
<tr>
<th>Element</th>
<th>Deviations</th>
<th>Actual ( d_a )</th>
<th>Differences ( \Delta d = d_c - d_a )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( G_1 )</td>
<td>-0.00973</td>
<td>-0.010</td>
</tr>
<tr>
<td>2</td>
<td>( G_2 )</td>
<td>0.00447</td>
<td>0.005</td>
</tr>
<tr>
<td>3</td>
<td>( G_3 )</td>
<td>-0.02129</td>
<td>-0.020</td>
</tr>
<tr>
<td>4</td>
<td>( G_4 )</td>
<td>-0.01070</td>
<td>-0.010</td>
</tr>
<tr>
<td>5</td>
<td>( C_5 )</td>
<td>0.00784</td>
<td>0.010</td>
</tr>
<tr>
<td>6</td>
<td>( C_6 )</td>
<td>-0.02205</td>
<td>-0.020</td>
</tr>
<tr>
<td>7</td>
<td>( G_a )</td>
<td>-0.05150</td>
<td>-0.050</td>
</tr>
<tr>
<td>8</td>
<td>( I_a )</td>
<td>0.22660</td>
<td>0.226</td>
</tr>
<tr>
<td>9</td>
<td>( G_b )</td>
<td>0.01986</td>
<td>0.020</td>
</tr>
<tr>
<td>10</td>
<td>( I_b )</td>
<td>-0.01973</td>
<td>-0.020</td>
</tr>
<tr>
<td>11</td>
<td>( G_c )</td>
<td>-0.01069</td>
<td>-0.010</td>
</tr>
<tr>
<td>12</td>
<td>( I_c )</td>
<td>-0.01070</td>
<td>-0.010</td>
</tr>
<tr>
<td>13</td>
<td>( G_d )</td>
<td>0.00444</td>
<td>0.005</td>
</tr>
<tr>
<td>14</td>
<td>( I_d )</td>
<td>0.00435</td>
<td>0.005</td>
</tr>
</tbody>
</table>
6.3 A Nonlinear Circuit

In the previous example, a piecewise linear circuit was tested by the multi-operating-point method and the multi-frequency method in frequency domain. It showed that the nonlinearity of circuit elements can be used to increase circuit testability. In this section, a nonlinear circuit is tested by the multi-operating-point method and the multi-time points method in time domain. Similar results are observed.

Let us take the example from Section 3.3.3. Assume that the step function signal is applied to node 1 and the step response is measured at node 2. When we use only one excitation level, the rank of the sensitivity matrix is 3. One of the elements cannot be determined. When we use two excitation levels, the rank increases to 4. The procedure developed in Section 3.3.3 was used to estimate parameter deviations in this circuit. The true and computed deviations are listed in Table 6.3.1.

<table>
<thead>
<tr>
<th>Element</th>
<th>Actual</th>
<th>Computed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$j = 1$ A</td>
</tr>
<tr>
<td>C</td>
<td>2.00</td>
<td>2.24</td>
</tr>
<tr>
<td>G</td>
<td>-3.00</td>
<td>-3.51</td>
</tr>
<tr>
<td>I_s</td>
<td>10.00</td>
<td>undetermined</td>
</tr>
<tr>
<td>C_n</td>
<td>-5.00</td>
<td>-4.85</td>
</tr>
</tbody>
</table>
Testing results discussed in Sections 6.1 through 6.3 were based entirely on the computer simulation. Both faults and measurements were simulated and then the test problem was solved. The remaining part of this chapter deals with experimental results and related problems. We first describe the organization of the time domain testing system.

6.4. Time Domain Testing System

Time domain testing of nonlinear circuits is very useful for the following reasons:

(1) Dynamic response is an important characteristic of nonlinear systems.

(2) Discrete measurements can be accurately obtained by the automatic test equipment in a fraction of the time needed for other tests (e.g., frequency domain test).

(3) The frequency domain response of a circuit can be estimated with sufficient accuracy from the discrete step response as discussed in [Souders and Flach, 1987].

(4) Time domain testing is essential for calibration and fault diagnosis of analog/digital mixed signal systems.

For the above reasons, we conducted experiments in time domain in order to implement the testing strategies developed in the previous chapters. The time domain testing system was set up as shown in the Fig. 6.4.1. During the real test, reference time domain input signals were applied to the circuits under test using signal levels selected in the pre-test stage. A waveform recorder was used to sample, digitize and store the output responses at the test points determined
in the pre-test stage. Data was transferred to the computer system for the post-test processing.

The following sections present experimental results based on the data collected at the National Institute of Standards and Technology.

Fig. 6.4.1. Time domain testing system.
6.5. An Amplifier/Attenuator Circuit

An amplifier/attenuator circuit, which comprises the front end of a wide band sampling wattmeter developed at the National Institute of Standards and Technology (NIST), was the first circuit tested. It was designed to have a bandwidth of about 5 MHz and a flat response up to 300 kHz. A precision programmable step generator developed at NIST was used as the input waveform. The voltage step from this generator has a transition duration (rise time) of approximately 6 ns and settles smoothly to 0.1 percent in 17 ns. The waveform recorder used to sample, digitize, and store the step response was a commercial 10–bit instrument. The fastest sampling frequency is 60 MHz and the total number of sampling points is 4096. The output response from 0 to 1 ms was obtained by combining data at 4 MHz and 60 MHz sampling frequencies. The lumped element model of the circuit is shown in Fig. 6.5.1.

6.5.1 Variable Step Integration and Time Skew Estimation

The step response was simulated based on this model. For greater simulation accuracy, we have used variable size time steps in the numerical integration procedure. Since the step response changes rapidly during the transition, and stabilizes after three to four times the circuit time constant, we have used an integration step of 16.6 ns (1/60 MHz). In this case a total of 45 time points are needed in the time interval 0–1 ms. The time skew parameter discussed in Section 5.7 was included in the test matrix.
Fig. 6.5.1. Lumped element model of amplifier–attenuator network.
Fig. 6.5.2 shows the measured (solid) step response, and the step response computed from the nominal model (dashed), for two different time scales. Note that the measured response has an overshoot following the transition, while the computed one does not. The overshoot is caused by a mismatch between the time constants of the input circuits.

6.5.2 Testability Analysis and Ambiguity Groups

The testability analysis of this circuit showed that many ambiguity groups are present when node 5 (the output) is the only measurement. For example, (R1, R2) and (C1, C2) are ambiguity groups. Unfortunately for this circuit, nodes 3 and 4 are inaccessible, node 2 and node 6 are almost redundant because \( V1 \approx 0 \), and both nodes are easily perturbed by small amounts of test probe capacitance.

Table 6.5.1 gives results of the computer simulation. Although results of the computer simulation in this example are satisfactory, the testability factors are very low (\( t < 0.001 \)). In such a case the estimation errors will be relatively large, i.e., 1000 times the measurement errors. In the real testing, the accuracy of the waveform recorder is about 0.1%. Thus the component errors are usually large due to the inaccuracies of circuit modeling, temperature variations, and measurement errors.
Fig. 6.5.2 Step response of amplifier/attenuator network, over 1 μs (a) and 1 ms (b) time intervals. Solid curves give the measured response, and dashed curves give the response computed from the nominal model.
6.5.3 Unambiguous Component Selection and Linear Response Prediction

Using the third approach to eliminate the effect of ambiguity groups discussed in Section 5.6, we set a value of ε to 0.001 (the test node was still node 5). Four unambiguous components were found (R₈, C₁, R₁, C₆) and their testability factors were higher than that in Table 6.5.1. Consequently, four out of the 45 candidate time points were selected for Δv measurements. Deviations Δp of the four chosen elements were computed by solving (5.3.2); then the step response for the entire time period was predicted based on Δvₚₑᵣₑᵣₑ calculated from (5.4.1). Fig. 6.5.3 shows the measured and the predicted responses, for the same time scales shown in Fig. 6.5.2. The maximum difference between the two curves over all time points, is 0.08 V, or 1% of the peak response.

Table 6.5.1. Element deviations and testability factors from computer simulation

<table>
<thead>
<tr>
<th>Element</th>
<th>Nominal value</th>
<th>Deviations True</th>
<th>Deviations Computed</th>
<th>Testability factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>91 KΩ</td>
<td>-0.549</td>
<td>-0.616</td>
<td>0.003122</td>
</tr>
<tr>
<td>14</td>
<td>3.9 KΩ</td>
<td>-0.256</td>
<td>-0.25</td>
<td>0.0004687</td>
</tr>
<tr>
<td>11</td>
<td>10 pF</td>
<td>1.00</td>
<td>0.98</td>
<td>0.0005038</td>
</tr>
<tr>
<td>16</td>
<td>100 Ω</td>
<td>1.00</td>
<td>0.99</td>
<td>0.003726</td>
</tr>
<tr>
<td>4</td>
<td>150 pF</td>
<td>-0.67</td>
<td>-0.75</td>
<td>0.0003946</td>
</tr>
<tr>
<td>3</td>
<td>10 KΩ</td>
<td>0.80</td>
<td>0.80</td>
<td>0.0004071</td>
</tr>
<tr>
<td>5</td>
<td>20 MΩ</td>
<td>-0.50</td>
<td>-0.50</td>
<td>0.0004001</td>
</tr>
<tr>
<td>15</td>
<td>5 pF</td>
<td>1.00</td>
<td>0.98</td>
<td>0.0004862</td>
</tr>
</tbody>
</table>
Fig. 6.5.3 Measured (solid) and predicted (dashed) step response of amplifier–attenuator network, over 1 μs (a) and 1 ms (b).
6.6. A Band Pass Filter

In this example, the second-order filter shown in Fig. 6.6.1 was used. The filter was designed to have a nominal center frequency $f_0 = 24.5$ kHz, a gain $K=2$, and a quality factor $Q=4$. The design values of the elements are given by

$$R_1 = \frac{2Q}{C \omega_0 K}$$  \hspace{1cm} (6.6.1a)

$$R_2 = \frac{2Q}{C \omega_0 \left(-1 + \frac{1}{\frac{(K-1)^2}{2} + 8Q^2} \right)}$$  \hspace{1cm} (6.6.1b)

$$R_3 = \frac{1}{C^2 \omega_0^2} \left[ \frac{1}{R_1} + \frac{1}{R_2} \right]$$  \hspace{1cm} (6.6.1c)

$$R_4 = R_5 = 2R_3$$ \hspace{1cm} (6.6.1d)

$$C_1 = C_2 = C = 5 \text{ nF}$$ \hspace{1cm} (6.6.1e)

It is apparent from (6.6.1) that, by changing the value of $C$, other designs that give identical responses are possible. The element values of the actual circuit, however, were within 5% of the design values in (6.6.1).

Fig. 6.6.1 Model for bandpass filter with center frequency of 24.5 kHz.
6.6.1 Linear Response Prediction

As can be seen in Table 6.6.1, only three components must be identified in order to predict the complete output (node 5) response (referring to the discussion in Section 5.4). Fig. 6.6.2 presents the results of a linear prediction of the step response, based on measurements made at node 5, at three time points selected by QR factorization. In this figure, the solid curve is the measured step response, and the dashed curve (barely distinguishable because of coincidence with the solid curve) is the response predicted by solving (5.4.1). In this case, the design values, $p_d'$, were used for the calculation of the sensitivity matrix, and the linear model was quite satisfactory.

6.6.2 Iterative Process

To determine the effectiveness of the proposed approach for cases in which the assumed values deviate substantially from the actual values, the sensitivity matrix was recomputed based on the assumed values shown in Table 6.6.2. In this case, the assumed values deviate from the actual values by as much as 100%, and result in the large step response differences shown in Fig. 6.6.3. Because of the large differences, the linear model is inadequate, as indicated by the poor prediction results shown in Fig. 6.6.4. However by applying the iterative procedure discussed previously, excellent predictions can still be made. This is illustrated in Fig. 6.6.5, with the prediction results obtained after four iterations. In this example, a weighting factor, $w$ (2.3.2), of 0.5 was used.
Table 6.6.1 Test Nodes and Ambiguity Groups

<table>
<thead>
<tr>
<th>number of test nodes</th>
<th>test nodes</th>
<th>rank</th>
<th>selected elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>3</td>
<td>R₃, R₂, [R₁, C₁]</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>R₃, R₂, [R₁, C₁]</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td></td>
<td>R₃, R₂, [R₁, C₁], [R₄, R₅]</td>
</tr>
<tr>
<td>2</td>
<td>3, 5</td>
<td>4</td>
<td>R₃, R₂, C₁, [R₄, R₅]</td>
</tr>
<tr>
<td>2</td>
<td>2, 5</td>
<td>5</td>
<td>R₃, R₂, R₁, [C₁, C₂], [R₄, R₅]</td>
</tr>
<tr>
<td>3</td>
<td>2, 3, 5</td>
<td>5</td>
<td>R₃, R₂, R₁, [C₁, C₂], [R₄, R₅]</td>
</tr>
<tr>
<td>4</td>
<td>2, 3, 4, 5</td>
<td>5</td>
<td>R₃, R₂, R₁, [C₁, C₂], [R₄, R₅]</td>
</tr>
</tbody>
</table>

* one of two selected depending on the initial values assumed.

Table 6.6.2 Parameter Values (kΩ, nF)

Case 1: no. of test nodes = 1 (node 5) and rank = 3

<table>
<thead>
<tr>
<th>Design values</th>
<th>Assumed values</th>
<th>Updated values</th>
<th>percent changes</th>
<th>percent changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>p&lt;sub&gt;d&lt;/sub&gt;</td>
<td>p&lt;sub&gt;0&lt;/sub&gt;</td>
<td>p&lt;sub&gt;u&lt;/sub&gt;</td>
<td>p&lt;sub&gt;d&lt;/sub&gt; - p&lt;sub&gt;0&lt;/sub&gt;</td>
<td>p&lt;sub&gt;u&lt;/sub&gt; - p&lt;sub&gt;0&lt;/sub&gt;</td>
</tr>
<tr>
<td>R₁</td>
<td>5.18</td>
<td>5.5</td>
<td>4.815</td>
<td>-6</td>
</tr>
<tr>
<td>R₂</td>
<td>1.0</td>
<td>1.5</td>
<td>0.967</td>
<td>-33</td>
</tr>
<tr>
<td>R₃</td>
<td>2.0</td>
<td>1.0</td>
<td>1.993</td>
<td>100</td>
</tr>
<tr>
<td>C₁</td>
<td>5.0</td>
<td>5.2</td>
<td>5.2</td>
<td>-4</td>
</tr>
<tr>
<td>C₂</td>
<td>5.0</td>
<td>5.2</td>
<td>5.2</td>
<td>-4</td>
</tr>
<tr>
<td>R₄</td>
<td>4.0</td>
<td>4.0</td>
<td>4.0</td>
<td>0</td>
</tr>
<tr>
<td>R₅</td>
<td>4.0</td>
<td>4.0</td>
<td>4.0</td>
<td>0</td>
</tr>
<tr>
<td>R₁C₁</td>
<td>25.9</td>
<td>28.6</td>
<td>25.0</td>
<td>-9</td>
</tr>
</tbody>
</table>
Fig. 6.6.2 Measured (solid) and predicted (dashed) step response of filter. The predicted response was based on measurements at three time points, using a single iteration with the sensitivity matrix computed from the design values, $P_d$.

Fig. 6.6.3 Measured (solid) and computed (dashed) step response of filter. The computed response was obtained from the circuit equations where the assumed values $P_u$ from Table 6.6.2 were used.
Fig. 6.6.4 Measured (solid) and predicted (dashed) step response of filter. The predicted response based on a single iteration, with the sensitivity matrix computed from the assumed values, $p_0$.

Fig. 6.6.5 Measured (solid) and predicted (dashed) step response of filter. The predicted response based on four iterations, with the sensitivity matrix computed from the updated values, $p_u$. 
6.6.3 Nonlinear Response Prediction

For linear circuits if we know the step response, it is possible to predict the response to any other input signal. However, for nonlinear circuits, this is not generally the case. Here it becomes necessary to determine the full model parameters in order to make accurate response predictions for arbitrary input signals. Therefore, we are interested in the accuracy of the response predictions based on the new parameter estimates, as presented in Section 5.4.2.

The results from such a prediction are given in Figs. 6.6.6 and 6.6.7. Figure 6.6.6 shows an arbitrary input signal (solid) and the measured filter response (dashed). In Fig. 6.6.7 we show the measured filter response (solid) and the response predicted from the assumed model (dashed), which is based on assumed values $p_0$. Finally, Fig. 6.6.8 shows the predicted response to the input signal of Fig. 6.6.6, computed from the updated parameter estimates, $p_u$, which we have determined earlier from the step response data. The peak error in the prediction is less than 2%.

The updated parameter values that were used for the predicted response in Fig. 6.6.8 are given in Table 6.6.2. These are also the values that were used to obtain the response prediction of Fig. 6.6.5. Note that the updated values of the selected elements, $R_1$, $R_2$ and $R_3$, deviate significantly from the design values. This is because these elements form ambiguity groups with unselected components whose values have been arbitrarily fixed at the assumed values listed in Table 6.6.2. Any error in the value of an unselected component will be compensated for by the computed deviation for the selected component. Thus,
for example, the filter response depends on $\alpha = 2Q/\omega_0 K = R_1 C_1$, rather than on $R_1$ and $C_1$ independently. In such cases where the response depends on a combination of parameters rather than on individual parameters, as indicated in Fig. 6.6.8, the predicted responses will be accurate even though the individual parameter estimates are not.

![Graph of amplitude vs. time](image)

Fig. 6.6.6 Measured arbitrary input signal (solid) and measured filter response (dashed)
Fig. 6.6.7 Measured filter response (solid) and response computed from the assumed model (dashed), for the arbitrary input signal.

Fig. 6.6.8 Measured (solid) and predicted (dashed) responses to the input signal of Fig. 6.6.6. Prediction was based on the updated parameter estimates, $p_u'$, determined from step response data.
6.6.4 Ambiguity Group Elimination and Parameter Evaluation

The result of the ambiguity analysis for the filter circuit is given in Table 6.6.1. It is seen, as expected, that the rank or number of observable components tends to increase as the number of test nodes increases. Nevertheless, the maximum rank is five (two pairs of ambiguous components remain), even though all test nodes are used. There is no way to distinguish between $C_1$ and $C_2$, or between $R_1$ and $R_2$, solely using voltage measurements.

However, as shown in the last column of Table 6.6.3, it is possible to increase the rank to seven (full rank) with as few as one test node, by making additional measurements with known components added to the circuit (refer to the discussion in Section 5.6). In this case, two resistors $R_a$ and $R_b$, having nominal values of 4 kΩ and 1 kΩ respectively, were added in succession. $R_a$ was added in parallel with $R_5$ between nodes 4 and 5, and $R_b$ was added in parallel with $C_1$ between nodes 2 and the common node as shown Fig. 6.6.9. The perturbed sensitivity matrices, $S_a'$ and $S_b'$, are calculated by computing sensitivities of the new circuits with respect to the seven original components. A composite sensitivity matrix $S_{oab}'$, is then formed by combining the original and perturbed matrices so that $S_{oab}' = [S'_o, S'_a, S'_b]'$. The testability analysis showed that the circuit testability is significantly higher when using two rather than one test nodes, while further increasing of the number of nodes to four resulted in only marginally better testability.

Results obtained using this approach are listed in Table 6.6.4. In this case, measurements were made at test nodes 2 and 5, on both the original and
perturbed circuits. As seen in the fifth column, the assumed values \( p_0 \) of the components deviated by as much as 18% from the design values. After eight iterations, the updated estimates \( (p_u) \) listed in column four were obtained. The updated values deviate from the design values by only about 2% (see column six), which is within design tolerances. In Fig. 6.6.10, the step response using the updated values is plotted. The solid curve is the measured response, and the dashed curve is the step response calculated from system equations of the circuit based on the updated values \( p_u \).

Fig. 6.6.9 Perturbed bandpass filter with additional components \( R_a \) and \( R_b \).

\[
R_a = 4 \, \text{k} \Omega \quad \text{and} \quad R_b = 1 \, \text{k} \Omega
\]
Table 6.6.3 Comparison of the rank of the original sensitivity matrix $S_o$ and rank of the composite sensitivity matrix $S_{oab}$ using $R_a$ and $R_b$.

<table>
<thead>
<tr>
<th>number of test nodes</th>
<th>test nodes</th>
<th>rank($S_o$)</th>
<th>rank($S_{oab}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>4, 5</td>
<td>4</td>
<td>6*</td>
</tr>
<tr>
<td>2</td>
<td>3, 5</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>2, 5</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>2, 3, 5</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>2, 3, 4, 5</td>
<td>5</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 6.6.4 Parameter Values (kΩ, nF)

Case 2: Add $R_a$ and $R_b$, no. of test nodes = 2 (node 2 and 5) rank = 7 and no. of iterations = 8

<table>
<thead>
<tr>
<th>Design values</th>
<th>Assumed values</th>
<th>Updated values</th>
<th>percent changes $p_d - p_0$</th>
<th>percent changes $p_d - p_u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_d$</td>
<td>$p_0$</td>
<td>$p_u$</td>
<td>$p_0 - p_d$</td>
<td>$p_u - p_d$</td>
</tr>
<tr>
<td>$R_1$</td>
<td>5.18</td>
<td>5.0</td>
<td>5.136</td>
<td>3.6</td>
</tr>
<tr>
<td>$C_1$</td>
<td>5.0</td>
<td>5.2</td>
<td>5.044</td>
<td>-3.9</td>
</tr>
<tr>
<td>$C_2$</td>
<td>5.0</td>
<td>5.25</td>
<td>5.089</td>
<td>-4.8</td>
</tr>
<tr>
<td>$R_2$</td>
<td>1.0</td>
<td>1.2</td>
<td>1.008</td>
<td>-17</td>
</tr>
<tr>
<td>$R_3$</td>
<td>2.0</td>
<td>1.8</td>
<td>2.039</td>
<td>11</td>
</tr>
<tr>
<td>$R_4$</td>
<td>4.0</td>
<td>3.5</td>
<td>4.033</td>
<td>14</td>
</tr>
<tr>
<td>$R_5$</td>
<td>4.0</td>
<td>3.4</td>
<td>4.029</td>
<td>18</td>
</tr>
</tbody>
</table>
Fig. 6.6.10 Measured step response (solid) and predicted step response (dashed) from measurements made on the original circuit and the perturbed circuit.
7. CONCLUSION

This dissertation is devoted to the development of computer aided testing (CAT) of analog and mixed-mode (analog and digital) systems. The decomposition approach to the testing of large scale circuit is developed and testing strategies related to the practical aspects are proposed.

7.1 Advantages of the Developed Methods

In the decomposition approach, the circuit being tested is decomposed into a number of small subnetworks. Measurements are taken at interconnection points of different subnetworks, resulting in a test matrix with a sparse block structure. Because of this sparsity, analysis of the test results is much easier. Test point selection and element evaluation are performed in parallel, reducing computation time and enhancing the test performance. In order to fully understand the advantages of such an approach, we have compared it with a sensitivity matrix method used in nonlinear analog testing.

The two major goals of our developed testing method are 1) to improve circuit simulation and 2) to identify parameters efficiently and accurately.

The first goal is satisfied by breaking interconnected systems into a set of smaller subsystems. Each of the subsystems can be analyzed separately in order to reduce overall analysis time and memory requirements. Different analysis methods can be used depending on the type of subcircuit analyzed. For example, a linear subcircuit can be analyzed using the Fourier transform, or
some other frequency domain method, which takes advantage of the circuit linearity. A subcircuit containing only resistive elements can use an algebraic equation solver since the differential equations will not be needed. Other types of subcircuits such as those with distributed parameters or subcircuits with ideal switches can use specialized analysis methods.

The second goal is satisfied by applying the principle of partition to the test stage. The test matrix of the test equations is of a block structure which yields solutions to the parameter identification problem locally. As a result, computer time and memory storage needs are reduced. Another important advantage of the block structure of the test matrix is that it limits the effects of changes in the system to local areas. Only the parameters inside the subnetworks adjacent to a particular test node will affect test equations at this node.

Advantages of the decomposition approach developed in this dissertation over the sensitivity approach include the following:

1) Errors in the subcircuit modeling do not affect evaluation of remote parameters.

2) In the exact method of the decomposition approach, measured voltages are used to simulate the internal voltages. Errors caused by numerical integration and nonlinear iterations are reduced when the measured voltages are highly accurate.

3) When a circuit has ideal switches (like a digital-to-analog converter), the circuit topology changes as the switches turn on or off. The decomposition approach can handle these topology changes with much less effort than the
sensitivity approach. This difference can be justified as follows. If a circuit has n switches, all of which can be either opened or closed, then $2^n$ different topologies have to be considered in the sensitivity matrix approach. However, in the decomposition approach, changes of switch values affect only local test equations, therefore fewer cases have to be considered.

4) Different subnetworks can be simulated and tested using different circuit representation levels, such as the discrete element level, gate level, functional level etc.. Some subnetworks may be tested on the functional or macromodel level for functional testing, while other may be tested on the element level for element identification.

In the exact method, the test matrix is derived after measurements are taken. This requires more post-test processing. However, we can alleviate this problem by measuring only one sample circuit in order to derive the test matrix for other circuits of the same design. Test selection and testability analysis can then be performed on this test matrix. In this way, the post-test processing is made manageable.

This dissertation proposes test strategies for fault diagnosis of large analog circuits. Taking the practical aspects into consideration, the developed method is modified so that it is implemented in the real world. The practical aspects include determination of the test method and test environment, selection of test points, analysis of testability, prediction of the circuit's response, effect of measurement errors, elimination of ambiguity groups and estimation of time skew. Techniques related to these practical aspects are developed. The real test
was implemented at the National Institute of Standards and Technology. The experiment results verified the effectiveness of the developed techniques.

7.2 Impact of the Performed Research

Modern fabrication facilities allow analog and mixed mode electronic circuits to be built with much higher complexity than ever before. However, research interest in large scale integration analog circuits has been modest compared to the huge demand for VLSI digital circuits. This demand stemmed from the tremendous increase in popularity and applications of digital computers. This situation will soon change dramatically with the development of neural networks, whose applications could revolutionize areas such as speech and pattern recognition and information retrieval.

The new testing techniques developed in this dissertation can be used to test such large scale integration analog circuits. The research already developed had a significant impact on analog and mixed mode circuit testing and design. During the testing, voltage measurements play an active role in circuit simulation and diagnosis processes. We are able to test large systems without breaking the connections and can implement all calculations at the subsystem level. In design, the testing strategies provide design engineers with useful information so that they can make selected test points accessible.

The test method developed here can be used for testing custom integrated circuits (IC) such as analog/digital converters, filters, voltage regulators or operating amplifiers. It also can be applied to test VLSI neural networks or
complicated mixed mode circuits that combine analog and digital functions. The method is very useful at the system design, fabrication, maintenance, testing and repair stages.

Direction for future work includes improvements in the numerical integration and optimization routines, and extensions to accommodate mixed-signal devices and nonlinear elements.
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The objective of this dissertation is to develop a new testing method for large scale circuits. This new method must be useful for functional testing and calibration of complex systems as well as identifying element characteristics and verifying macromodels or entire subsystems. It must also be able to diagnose faults and evaluate elements efficiently and reliably, while meeting the requirements of the automatic test system.

In order to realize this objective, a decomposition approach for testing large scale analog circuits was developed and testing strategies related to calibration, functional testing and fault diagnosis were established.

In the decomposition approach, the interconnected system was decomposed into a number of small subnetworks. To achieve this decomposition without breaking interconnections, voltage measurements were taken at the partition points and new test equations were formulated at these nodes. In this way the effects of the measurement errors were reduced to a local area, and computations were performed in each subcircuit. Subcircuit analysis was facilitated since the boundary conditions were determined by the measurement voltages. Thus, the speed and accuracy of the diagnosis process were improved. In order to fully understand the advantages of such an approach, we compared it with the sensitivity approach.
This dissertation proposed test strategies for fault diagnosis of large analog circuits. Taking the practical aspects into consideration, the developed method was modified so that it could be implemented in the real world. The practical aspects include determination of the test method and test environment, selection of test points, analysis of testability, prediction of the circuit's response, effect of measurement errors, elimination of ambiguity groups and estimation of time skew. The real test was implemented at the National Institute of Standards and Technology where experiment results verified effectiveness of the developed techniques.

The dissertation was organized as follows. First the general test methods and test procedure for element identification techniques were given. Then the sensitivity approaches, in DC, time and frequency domains was discussed, respectively. This research stemmed from the need to implement the sensitivity approach in a practical testing situation and to include it as software tools in circuit simulators. The discussion on the sensitivity approach served as an introduction to the decomposition approach. Then the decomposition approach for testing large scale circuits was presented. The test equations were derived and the test procedures for DC testing, time domain testing and frequency domain testing were given. It was shown that the test matrix obtained by the decomposition approach had bordered block diagonal (BBD) structure thereby allowing sparse matrix and parallel processing techniques to be used to speed up computation in circuit simulation and fault diagnosis. Test strategies related to the practical aspects were proposed. The computer simulation and experimental results were given and the results obtained by the sensitivity approach and decomposition approach were compared.
The test method developed here can be used for testing custom integrated circuits (IC) such as analog/digital converters, filters, voltage regulators or operating amplifiers. It also can be applied to test VLSI neural networks or complicated mixed mode circuits that combine analog and digital functions. This method has a significant impact on system design, fabrication, maintenance, testing and repair stages. Voltage measurements taken during the testing play an active role in circuit simulation and diagnosis processes. Large systems can be tested without breaking the connections and all calculations can be implemented at the subsystem level. In design, the testing strategies provide design engineers with useful information so that they can make selected test points accessible.
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