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Chapter 1

Introduction to Delta Wing Modeling

In this Chapter, after a brief survey on delta wing research, some other research methods on delta wing besides the thesis research method are described. Then the research method in this thesis is emphasized, together with a concise introduction on experimental setup. Finally the contents of the thesis are summarized.

1.1 Background

The delta-wing has been studied extensively since the mid-1940s. The research on delta-wing is important in that many aircraft utilize high sweep-angle to achieve high efficiency when cruising at supersonic or hypersonic velocity, and they are expected to fly at large angles of attack with an effective attitude control and robust stability.

One unique characteristic of the delta wing is its swept, sharp leading edges that cause the flow to separate at the leading edge and roll up into tight spiral vortices on the upper surface of the wing. The flow of these vortices has much higher velocity than the free stream velocity, therefore a strong suction on the upper surface of the wing occurs, and the lift increases.

The leading edge vortices not only result in lift increase, but also lead to unacceptable wing motion such as self induced oscillations like wing rock from an operational and safety point of view. For example, at a higher angle of attack, highly swept angle delta wings are susceptible to wing rock which is a sustained self-induced periodic oscillation in roll. Wing rock is a rolling oscillation due to vortex asymmetries
interacting with an aircraft motion and loss of damping at high angles of attack. This dynamic condition can result in departure from controlled flight. Two particularly important cases are the highly swept delta wing and the slender body forebody-delta wing. To avoid wing rock, angle of attack limits must be established. However, by doing so, the maneuvering envelope of these aircraft is degraded. More serious problems resulted from this kind of self induced oscillation include degradation of aiming accuracy and loss of control.

At high angles of attack, vortex breakdown occurs over the wing resulting in a deceleration of the flow along the axis of vortex, a decrease in the circumferential velocity, and a region of highly turbulent flow aft of the burst point. The suction pressure in the region aft of the vortex breakdown is reduced and results in a reduction in lift. And with zero sideslip the vortex breakdown point moves towards the apex of wing when the angle of attack increases, and vice versa. In some cases, they moved cross the trailing edge in a discontinuous manner.

When the wing is in different flying motion, the vortices above the delta wing change as well as strength in the cross flow plane, and the vortex breakdown locations also change along the wing longitudinal axis. They have such a great influence on the flying motion that understanding the flow mechanism and developing effective flow control techniques have been emphasized in delta wing researches.

To maintain the stability and maneuverability of an airplane at high angles of attack, the understandings of the structure and the behavior of vortex bursting is fundamental. Without this basic knowledge, active control of vortex breakdown will be extremely difficult, if not impossible. Active flow control is important in that the control of vortices
has the potential to increase lift and rolling moments on demand, which will enhance aircraft maneuverability, agility, and controllability.

This thesis develops a unique way for low-order modeling of the flow mechanism that is suitable for flow control design. It is unique in that it combines two low-order theoretical models of the delta wing, a wing rock model of Arena [1] and a vortex breakdown model of Myatt [2], to derive a set of non-linear state equations describing the flow as well as aircraft rolling dynamics. This model allows a variety of flow control designs to be explicitly implemented on the delta wing.

In the next section, some existing flow field modeling for delta wings, such as CFD and Modeling Scheduling method are surveyed.

1.2 A Survey on flow modeling methods

1.2.1 CFD method

Computational Fluid Dynamics, or simply CFD, is the numerical solution of the equations describing fluid and gas motion. CFD is used for basic understanding of fluid dynamics. CFD is concerned with obtaining a numerical solution to fluid flow problems by using digital computers. The advent of high-speed and large-memory computers has enabled CFD to obtain solutions to many flow problems including those that are compressible or incompressible, laminar or turbulent, chemically reacting or non-reacting.

Computer modeling makes it possible to study cases which are virtually impossible to measure in practice. Unlike the practical measurements, the CFD solution often yields
all flow field quantities of interest. The drawbacks of CFD are the long time required to create a high quality, detailed grid and uncertainties related to turbulence modeling.

The equations governing the fluid flow problem are the Navier-Stokes (conservation of momentum), the continuity (conservation of mass), and the energy equations. These equations form a system of coupled non-linear partial differential equations (PDEs). Because of the non-linear terms in these PDEs, analytical methods can yield very few solutions. In general, closed form analytical solutions are possible only if these PDEs can be made linear, because of two reasons. One is that non-linear terms naturally drop out and the other is that nonlinear terms are small compared to other terms so that they can be neglected. If the non-linearities in the governing PDEs cannot be neglected, which is the situation for most engineering flows problems, and then numerical methods are needed to obtain solutions.

CFD is the art of replacing the differential equation governing the Fluid Flow with a set of iterative algebraic equations (the process is called discretization) which in turn can be solved with the aid of a digital computer to get an *approximate* solution. The well known discretization methods used in CFD are Finite Element Method (FEM), Finite Difference Method (FDM), Finite Volume Method (FVM), and Boundary Element Method (BEM).

Solving a particular problem generally involves first discretizing the physical domain that the flow occurs in, such as the interior of a turbine engine or the radiator system of a car. This discretization is straightforward for very simple geometries such as rectangles or circles, but is a difficult problem in CFD for more complicated objects. This leads to problems in human-computer interfaces (HCI) tools, as well as fundamental
problems in graph theory since the resulting discretization gives a mesh that is best dealt with as a graph.

On the discretized mesh the Navier-Stokes equations take the form of a large system of nonlinear equations; going from the continuum to the discrete set of equations requires a combination of both physics and numerical analysis. At each node in the mesh, some variables are associated: the pressure, the three velocity components, density, temperature, etc. Furthermore, capturing physically important phenomena such as turbulence requires extremely fine meshes in parts of the physical domain. The system of nonlinear equations is typically solved by a Newton-type numerical method, which in turn requires solving a large, sparse system of equations on each step.

Once the solution is found, visualization and graphics techniques are needed in analyzing, validating, and presenting the solution. Those techniques are useful for more than just viewing the computed flow field. Visualization can help with understanding the nature of the problem, the interaction of algorithms with the computer architecture, the performance analysis of the code. Therefore CFD needs graph theory and algorithms. Computational complexity, numerical analysis, parallel programming, graphics and visualization are all needed here.

In 1995, in a finite-difference setting, sixth-order compact schemes were employed at the Air Force Research Laboratory (AFRL) to understand the physics of complex vortical flows. The high-order method proved crucial for understanding the nature and origin of helical substructures found in the shear layer above a delta wing. Fig. 1.1 shows the CFD image of delta wing from NASA.
Caroline Weishaeupl (1999) simulated the occurring unsteady vortical flow to analyze the dynamic stability of a delta wing. Computational Fluid Dynamics is used to investigate and predict wing rock motions. Usually in order to reduce the computational costs the Euler equations together with the conical flow assumption are used as the governing equations. But some physical mechanisms associated with wing rock cannot be modeled using the Euler equations. Therefore three-dimensional unsteady Navier-Stokes calculations for a delta wing are investigated for the intensive analysis of wing rock.

CFD has matured significantly in the computation of flows around large structures, such as an airplane at designed conditions. However, it is still difficult to deal with complex flows at off-design conditions where flow separates and vortices characterize the flow features. These vortical flows are often encountered in various important engineering problems, including the leading edge vortices over a delta-wing.

J.A. Ekaterinaris and L.B. Schiff (2003) used Tecplot's CFD Analyzer 3.0 Add-on to calculate the total vorticity magnitude and the trajectory of particles with mass. They extracted vortex cores and used Tecplot to view the vortical flow around the primary vortex of a delta wing at 40° of angle of attack as shown in Fig.1.2.
M. Murayama (2003) applied the Adaptive Grid Refinement Method for vortical flows to study on vortex breakdown on a delta wing. Navier-Stokes Equations are solved on an unstructured hybrid grid. Mach number is 0.3, and Re is $1.0 \times 10^6$, with high angle of attack. As shown in Fig. 1.3, the thin line shows instantaneous vortex center lines, the irregular regions stand for reversed flow regions.

CFD models for vortices over a delta wing are typically of very high order, which are not suitable for feedback flow control design. Typical approach for dealing with this problem is order reduction, such as the Proper Orthogonal Decomposition (POD) method.
The POD method is a powerful method for system identification aiming at obtaining low-dimensional approximate descriptions for multidimensional systems. The Proper Orthogonal Decomposition provides a basis for the modal decomposition of a system of functions, usually with data obtained from experiments, measurements or numerical simulations. The basis functions retrieved are called proper orthogonal modes. It provides an efficient way of capturing the dominant components of a multidimensional system and representing it to the desired precision by using the relevant set of modes, thus reducing the order of the system. There are different interpretations for the POD. For example, among them the principal components analysis (PCA) is a technique that can be used to simplify a dataset; more formally it is a linear transformation that chooses a new coordinate system for the data set such that the greatest variance by any projection of the data set comes to lie on the first axis (then called the first principal component), the second greatest variance on the second axis, and so on. At the present time, the POD method is effective only for steady flow field. Additional research for unsteady flow field is still needed [15] [16].

Instead of obtaining a flow field model by order reduction of CFD models, low-order models can be obtained either by simplifying assumptions on a highly organized flow field such as the leading edge vortices on a delta wing, or using a “black-box” approach from experimental data. Both methods will be reviewed next.

### 1.2.2 Model Scheduling

Dr. Douglas Laurence and M. Wu (2002) have applied the Model Scheduling method to a delta wing [4] for closed-loop control of vortices. Jet actuators are amounted on the
top surface of the delta wing. If the jet blowing of air is taken as the input of the system, and the air pressure on the surface of the delta wing is taken as the output of the system, these variables are governed by a nonlinear dynamic system. Methods for nonlinear control system design are typically model-based. Usually first principle modeling yields parametric models that require identification and tuning of a relatively small set of parameters. Complex nonlinear phenomena often do not lend themselves to this type of modeling, necessitating a black-box approach commonly referred to as system identification. Techniques for linear system identification are more widely available than for the nonlinear case, however, linear models can only predict the behavior of a nonlinear system in a vicinity of an equilibrium point, or a nominal operating condition. In order to exploit the maturity of linear system identification techniques while overcoming the inherent limitation of linear models, an approach for nonlinear system identification motivated by gain scheduled control system design is applied which is referred to as model scheduling. The basic idea is to identify a set of linear models about a collection of equilibriums from which a nonlinear model is constructed which instantaneously schedules the linear models based on the input signals and/or other internal variables.

It is important to keep in mind that while all model implementations satisfying the linear requirement should behave similarly when operated near an equilibrium point, their behavior can be dissimilar in a non-local operation.

Advantages of this approach: Obtaining experimental data from wind tunnel tests is considered common practice in aerodynamic modeling and this approach takes advantage of the wealth of experience and practical knowledge in this area. Linear system
identification is a much more mature research area as compared to nonlinear system identification and a variety of techniques have been devised to successfully solve complex, real-world problems. Gain scheduling is a commonly practiced technique for nonlinear control system design, especially in flight control applications. As an added benefit, it would seem that nonlinear models possessing such a structure would lend themselves to subsequent gain scheduled control system design. Finally, it is shown that the nonlinear models generated by this approach can be formally related to nonlinear indicial response (NIR) Theory [4] and so the numerous advantages of the NIR approach carry over to this technique.

1.3 Low-order modeling method by flowfield simplification

In 1994, A. Arena investigated the experimental and the computational methodologies of slender body delta wings undergoing wing rock [1]. Though his research is focused on the wing rock characteristics of a flat plate delta wing, it provides a computational model based on the discrete vortex potential flow theory. The key simplifying assumption for the modeling method is the locally conical flow field assumption, which was validated by the experimental study. This computational model investigates the dominant features of the flow field and captures a limit cycle behavior which is the wing rock motion. The vortices positions and strengths are solved by coupling the flow field equations to the rigid body equation of the rolling motion of a delta wing. This computational model has captured the major qualitative characteristics of the wing motion and the flow field behavior. Also the theory can account for variations in sweep angle and angle of attack.
In 1997, J. Myatt extends Arena’s delta-wing flow field model by developing a computational model on the effects of vortex breakdown over the planform by generalizing from empirical results [1]. The model provides the equations to approximate the pressure aft of the vortex breakdown. Experimental data proves that it is important to account for the movement of the vortex breakdown location when studying on delta wing vortices. Both the Arena and Myatt modeling approaches constitutes the theoretical basis for the new modeling method developed in the dissertation.

1.4 Problem Statement

In summary, each method has its unique characteristics. Computational Fluid Dynamics methods (CFD) apply PDE which usually yield high order equations, therefore it needs order reduction such as POD method. Model Scheduling method derives a low order model, and all the parameter values come from experimental test, therefore the model is a black box model which does not offer detailed flow mechanisms. Arena/Myatt Conical flow model is a First-Principle theoretical model. With suitable simplification assumptions on the flow, the model has spatial solutions, and it delves into the flow mechanism, but it is not suitable for control design.

The current model provides a unique way of modeling by converting the spatial flow field solutions such as Arena and Myatt models into low-order ordinary differential state equations. It preserves all the flow dynamics analysis of the conical flow model, while it is expressed in a set of standard low-order nonlinear state equations. Therefore it is suitable for control design.
In addition, each modeling method has its pros and cons for feedback flow control system design. Complex models have higher precision depicting flow dynamics, but usually have high order equations that need order reduction by methods such as POD, which will result in some precision loss. While simpler models such as the current model has low order equations, but it is based on those assumptions that simplified the model, which also leads to some precision loss. However, the resulting model can be used for controller design without or with little further simplification.

1.5 Objective, Scope and Basic Methodology of Current Model

In general, most control methods are model based, and most flow models are PDE or High-order ODE. Therefore in combination of both, the objective of the thesis research is to develop a model with a set of standard low-order nonlinear state space equations for the delta wing with leading edge vortices so as to facilitate nonlinear feedback control methods.

The scope of the thesis research is to develop the nonlinear model, not including applying control designs. It does not include validating Arena and Myatt models either, because the current model relies on the same assumptions and flow theories as by Arena and Myatt models. The difference is that it develops through a series of mathematical transformations. Therefore the current model has the same validity as Arena and Myatt models does. And also sine Arena and Myatt models have been validated by experiments described in their dissertations [1][2], the research on current model is mainly focused on accomplishing the standard nonlinear state equations and in the meantime keeping accurate flow dynamics agreement with Arena and Myatt models.
The basic methods in deriving the current model is through a series of mathematical transformations including: transforming flow equations from complex quantities to real quantities, solving the flow equations and differentiating the state variables to obtain the state equations and simplifying them to get standard nonlinear low-order space state equations finally.

This model provides a unique way on delta wing research in that the new dynamic model not only sheds some light on the air flow and the rigid body motion, but also provides a set of standard nonlinear state equations. Therefore the significance of the new models is in that a variety of nonlinear control methods can be readily applied to the state equation model so that, by controlling the vortices on the wing surface, the delta-wing aircraft maneuver and stability can be significantly improved.

1.6 Experimental setup for control design

As Fig.1.4 shows an experimental delta wing model built by University of Cincinnati that was used in Scheduling Design model [4], which has jet actuators and air pressure sensors that are mounted on the top surface of the delta wing. Jet actuators can eject air in controlled time period and with controlled strength, its ejecting direction can be adjusted too. They work as the control input to affect vortex speed, vortex strength rate, as well as subsequent vortex breakdown locations. Air pressure sensors are mounted on the surface to measure air pressure on the top surface of the delta wing. They work as the system feedback and part of the system output, so that the controller can adjust the jet actuators in response to the measured air pressure changes.
In the new flowfield modeling method developed in the thesis, a set of nonlinear state equations is derived in which vortex strength, vortex breakdown location and other independent variables are chosen as system states. In this model, the control input is assumed to be able to affect vortex strength rate, vortex breakdown locations and other parameters. Surface air pressure together with roll angle and roll rate are the output or feedback of this system. Therefore on the whole, this model deals with the same input and output as the experimental model does. Since the two Arena and Myatt models have been validated with the experimental result, and the new method has been validated with Arena and Myatt models, this set of derived nonlinear state equations are also validated with experimental results. Control designs applied to the model will be implemented and tested on the experimental model as well.

1.7 Contents of the thesis

The basic flow theory and analysis methods are described in Chapter 2. Since all the dynamic equations in the original theories are expressed in complex quantities, Chapter 3 mainly deals with transforming the complex-valued equations into real-valued. Then the
differential equations are decoupled and solved step by step until finally every state equation is derived and simplified as is described in Chapter 4. Chapter 5 compares the computation results of the new model with that of Arena’s and Myatt’s models for verification of the new model. Finally Chapter 6 summarizes and concludes the thesis.

In this Chapter, we have identified the need for low-order models for vortex flow over a delta-wing, which are suitable for flow control design. We have also surveyed related research, and offered an overview of the research presented in this thesis. We will review in Chapter 2 the fundamental theories that form the basis of the new computational model.
Chapter 2

Theory and Methodology

In this Chapter, the methodology and supporting fundamental theories for the delta wing vortex modeling are presented. After an overview, the fundamental theories are briefed, and then two important conditions including Kutta condition and Zero-Force condition are reviewed. After it, the two condition equations get simplified by nondimensionalizing. After the flow dynamics, the delta wing rigid body dynamics is examined. Finally, the relationship of all the equations is established.

2.1 Overview

In this chapter, the theories applied in the Arena and Myatt theoretical models are reviewed. The Arena model is the wing rock model that can simulate the static-wing and the unsteady-wing situations. The static-wing situation means the wing’s roll angle remains unchanged. The unsteady-wing situation refers to the wing rock motion. The static-wing model first calculates the vortex position and vortex strength while the wing is motionless. Then the unsteady-wing model is used to calculate the motion of the wing when it is released to roll freely.

These two models involve some important assumptions so that the application of a variety of equations becomes valid. The assumptions include:

1) The flow is inviscid; the only effect of viscosity is to fix separation at the leading edge, and the flow field can be represented by velocity potential. This allows the Navier-Stokes equation be replaced by Laplace equation.
2) The delta wing flow is conical. The slender body theory applies to the delta wing, therefore 3D flow field can be replaced with quasi-2D cross-flow field.

3) All vortices are concentrated into two leading edge vortices, and each vortex is connected to the wing leading edge by a feeding sheet.

4) Boundary conditions include: no fluid passes the wing, and fluid sustain no force. Therefore Zero-force condition can be applied. The velocity must be finite at the leading edge. Therefore the Kutta condition can be applied.

5) The wing surface pressure is induced by flow velocity on the wing surface. Therefore the unsteady Bernoulli equation is valid.

6) The airframe is rigid, and it has one degree of freedom (DOF). Therefore the one DOF equation of rolling motion can be applied.

7) The motion always starts from a static equilibrium. This doesn’t limit the model in any way because the integration can be started at any time and allowed to proceed to the desired starting condition. And the varying motion of delta wing is slow in a nondimensional sense. Therefore mathematical calculation of the vortex breakdown location can be performed,

   Since the flow potential equations are expressed by complex quantities, the complex velocity can be obtained by differentiating the complex potential with respect to $\zeta$, which is the complex coordinate in the circle plane of the cross flow plane of the delta wing.

   When the wing is static, the cross flow field can be decomposed into two flow potentials, one for the free stream and the other for the two vortices each on one leading edge of the delta wing with opposite rotating directions. Fig. 1 shows the components of the air flow when the wing is static.
Runge-Kutta method is applied in the static-wing model. The Runge-Kutta algorithm lets us solve a differential equation numerically. This method is reasonably simple and robust and is a good general candidate for numerical solution of differential equations when combined with an intelligent adaptive step-size routine.

Suppose there are only two variables $x$, $y$ and two differential equations

$$x' = f(t, x, y)$$

$$y' = g(t, x, y)$$

We let $x_n$ be the value of $x$ at time $t_n$, and similarly for $y_n$. Then the formulas for the Runge-Kutta algorithm are

$$x_{n+1} = x_n + (k_1 + 2k_2 + 2k_3 + k_4)h/6$$

$$y_{n+1} = y_n + (j_1 + 2j_2 + 2j_3 + j_4)h/6$$

where
Given starting values $x_0, y_0$ we can plug them into the formula to find $x_1$ and $y_1$.

Then we can plug in $x_1, y_1$ to find $x_2, y_2$ and so on.

When the delta wing is static, the air flow over the delta wing is steady. But when the wing is rocking around its longitudinal axis during wing rock and the delta wing is assumed as a thin flat board, the rolling motion of the board results in a third flow potential. It is the unsteady flow induced by the surface of the wing due to wing rock. Fig. 2 shows the flow potentials in the unsteady-wing model.

When considering the unsteady flow, every point on the wing surface during wing rolling is taken as a source-sink doublet. Therefore the flow potential at any point in the
cross flow plane is the summation of the flow potential at this point produced by each point on the surface of the rocking wing. The local surface velocity distribution of the delta wing due to the rolling motion as the delta wing is rolling with a clockwise angular velocity as shown in Fig. 2.3.

![Figure 2.3 Local surface velocity distribution due to rolling motion](image)

2.2 Some fundamental theories

2.2.1 Joukowski transformation, circle plane, and physical plane

The Joukowski transformation is the transformation between two planes, the physical plane and the circle plane. The physical plane is the plane which contains the coordinates describing the airfoil in the real physical world. This conformal mapping transformation transforms the much more complicated calculations of flow velocity and pressure around airfoils in physical plane into another set of calculations in circle plane where the calculations become relatively easier. It is expressed as $\sigma = \zeta + \frac{a^2}{\zeta}$, where $\zeta$ is the complex coordinates for any point in the circle plane, and $\sigma$ is the corresponding complex coordinates for this point in the physical plane. The circle plane is the plane whose coordinates are the Joukowski transformation of the coordinates in the physical plane.
2.2.2 Circle theorem

This lays the foundation for formatting equations for complex flow potential and flow velocity for all the three flows. According to the Circle Theorem (Milne-Thomson, 1973), for the irrotational two-dimensional flow of incompressible inviscid fluid in the z-plane, under the condition that there is no rigid boundaries, let \( f(z) \) be the complex potential of the flow, where the singularities of \( f(z) \) are all at a distance greater than the distance, \( a \), from the origin. If a circular cylinder with its cross-section the circle \( C, \) \( |z| = a \), is introduced into the field of flow, the complex potential becomes as:

\[
w = f(z) + \bar{f}(\frac{a^2}{z}), \text{ where } \bar{f} \text{ stands for the conjugate function.}
\]

2.2.3 Conformal mapping and tangential velocity

The conformal mapping, \( Y = Y(f) \), refers to the mapping between a vector, \( Y = x + iz \), in the physical plane, and another vector, \( f = X + iZ \), in the circle plane. Let \( F \) stands for a complex potential function, and \( W \) stands for a complex velocity function, and assume that \( F(f) \) is the complex potential, and \( W(f) \) is the complex velocity in the circle plane, then the results in the physical plane are:

\[
F(Y) = F[Y(f)]
\]
According to Joukowski transformation (Bisplinghoff, p.254), the circle $r = \frac{1}{2}b$ in the circle plane is transformed into the line or ‘slit’

$$-b \leq x \leq b, \quad z = 0,$$

in the physical plane by means of

$$x + iz = (X + iZ) + \frac{b^2}{4(X + iZ)}$$  \hspace{1cm} (2.2)

Applying the polar coordinates $r$ and $\theta$, related to $X$ and $Z$,

$$X = r \cos \theta, \quad Z = r \sin \theta,$$

$$X + iZ = r(\cos \theta + i \sin \theta) = re^{i\theta}$$  \hspace{1cm} (2.3)

To find the corresponding points on the circle plane and on the slit, we substitute Eq. (2.3) into Eq. (2.2), and set $r = \frac{1}{2}b$. Equating real parts and imaginary parts, we get

$$x = b \cos \theta, \quad z = 0.$$

Figure 2.5 The Joukowski’s conformal transformation between the circle plane and the physical plane
Let $W(Y) = u' - iw$ and $W(f) = q_x - i q_z$, from Eq. (2.1), flow velocities in the two planes are obtained, containing the derivative of the conformal transformation function.

$$u' - iw = \frac{q_x - i q_z}{[d(x + iz) / d(X + iZ)]} \tag{2.4}$$

where $q_x$ and $q_z$ are the Cartesian perturbation velocity components in the X-Z plane.

Substitute $(X + iZ)$ into Eq. (2.2),

$$\left[\frac{d(x + iz)}{d(X + iZ)}\right]_{r = b/2} = \left[1 - \frac{b^2}{4(X + iZ^2)}\right]_{r = b/2} = 1 - \frac{b^2}{b^2 e^{i\theta}} = 2(\sin \theta) e^{i\phi} \tag{2.5}$$

Substitute Eq. (2.5) into Eq. (2.4), and take the absolute magnitudes of both sides of Eq. (2.4), we have

$$|u' - iw| = \sqrt{u'^2 + w^2} = \frac{\sqrt{q_x^2 + q_z^2}}{2 \sin \theta} = \frac{\sqrt{q_r^2 + q_{\phi}^2}}{|2 \sin \theta|} \tag{2.6}$$

where $q_r$ and $q_{\phi}$ are the radial and tangential velocity components in the X-Z plane, the circle plane.

Eq. (2.6) may also be used to relate the magnitudes of the components separately. Since conformal transformation preserves the angle at which two lines meet, in this case, the angle at which the local velocity vector in the circle plane is the same as the angle at which the corresponding velocity vector meets the slit in the physical plane. Therefore the radial and tangential components are in the same proportions to $u$ and $w$, respectively, in two planes:

$$|u'| = \frac{|q_{\phi}|}{|2 \sin \theta|}$$
2.2.4 Uniform stream and singular solutions

Let \( Y = x + iz \) be any point in the cross flow physical plane, the complex potential for the flow of a uniform stream of velocity \( U_\infty \) in the \( x \) direction is:

\[
F = \Phi + i\Psi = U_\infty (x + iz) = U_\infty Y
\]

Where \( \Phi \) and \( \Psi \) are the velocity potential and the stream functions, respectively. Now consider the stream to be at an angle \( \alpha \) to the \( x \) axis and repeat the process. The complex potential becomes

\[
F = U_\infty (x \cos \alpha + z \sin \alpha) + iU_\infty (-x \sin \alpha + z \cos \alpha) = U_\infty (\cos \alpha - i \sin \alpha)(x + iz) = U_\infty Ye^{-ia}
\]

This illustrates the general result that the complex potential for one flow field can be made to represent the same flow field rotated counterclockwise by \( \alpha \) if \( Y \) is replaced by \( Ye^{-ia} \).

2.2.5 Velocity potential components and velocity components:

The flow field components for unsteady-wing model include: the free stream, the vortices above the wing, and the source-sink sheet due to wing rolling. The source-sink velocity is also called the unsteady velocity. After a series of derivation [1], the free stream velocity potential is:

\[
F_{fs} = U_\infty \sin \alpha \left( \frac{\xi}{e^{i(\pi/2+\theta)}} - \frac{a^2}{\xi} e^{i(\pi/2+\theta)} \right)
\]
The velocity potential due to the vortices is:

\[
F_{\text{vortex}} = \frac{i\Gamma_l}{2\pi} \left[ \ln(\zeta - \zeta_l) - \ln(\zeta - a^2/\zeta_l) \right] - \frac{i\Gamma_r}{2\pi} \left[ \ln(\zeta - \zeta_r) - \ln(\zeta - a^2/\zeta_r) \right]
\]

The velocity potential due to the source-sink sheet is:

\[
F_{SS} = \frac{-4a^2\phi}{\pi} \int_0^{2\pi} \sin \theta \cos \theta \ln(\zeta - ae^{i\theta}) d\theta
\]

Since the flow field model consists of three flow components:

\[
F_c = F_{\text{hub}} + F_{\text{vortex}} + F_{SS}
\]

the complex potential for the cross-flow in the circle plane is:

\[
F_c(\zeta) = U_\infty \sin \alpha \left[ \frac{\zeta}{e^{i(\pi/2+\phi)}} - \frac{a^2}{\zeta} e^{i(\pi/2+\phi)} \right] + \frac{i\Gamma_l}{2\pi} \left[ \ln(\zeta - \zeta_l) - \ln(\zeta - a^2/\zeta_l) \right] - \frac{i\Gamma_r}{2\pi} \left[ \ln(\zeta - \zeta_r) - \ln(\zeta - a^2/\zeta_r) \right] - \frac{4a^2\phi}{\pi} \int_0^{2\pi} \sin \theta \cos \theta \ln(\zeta - ae^{i\theta}) d\theta
\]

The complex velocity in the circle plane \( W_c(\zeta) = (v_c - iw_c) \) can be derived by taking the derivative of the complex potential \( W_c(\zeta) = \frac{dF_c}{d\zeta} \),

\[
W_c(\zeta) = U_\infty \sin \alpha \left[ \frac{1}{e^{i(\pi/2+\phi)}} - \frac{a^2}{\zeta} e^{i(\pi/2+\phi)} \right] + \frac{i\Gamma_l}{2\pi} \left[ \frac{1}{\zeta - \zeta_l} - \frac{1}{\zeta - a^2/\zeta_l} \right] - \frac{i\Gamma_r}{2\pi} \left[ \frac{1}{\zeta - \zeta_r} - \frac{1}{\zeta - a^2/\zeta_r} \right] - \frac{4a^2\phi}{\pi} \int_0^{2\pi} \sin \theta \cos \theta \ln(\zeta - ae^{i\theta}) d\theta
\]

(2.7)
2.3 Kutta condition

By Joukowski transformation, \( \sigma = \zeta + \frac{a^2}{\zeta} \), we get

\[
\frac{d\zeta}{d\sigma} = \frac{1}{d\sigma} = \frac{\zeta^2}{\zeta^2 - a^2}
\]

Therefore the complex velocity is

\[
W(\sigma) = \frac{dF}{d\sigma} = \frac{dF}{d\zeta} \frac{d\zeta}{d\sigma} = W_e(\zeta) / \frac{d\sigma}{d\zeta} = W_e(\zeta) \frac{\zeta^2}{\zeta^2 - a^2}
\]

By the above equation, the velocity at \( \zeta = (\pm a, 0) \) will be infinite. To avoid this, the velocity there should be set to zero in the circle plane so that the velocity at the leading edge in the physical plane would be finite and continuous. Substitute \( \zeta = (\pm a, 0) \) into Eq.(2.7), and the Kutta condition for the left edge \( \zeta = (-a,0) \) becomes as:

\[
W_e(-a,0) = \text{Im}\left\{ U_\infty \sin \alpha \left[ e^{-i(\zeta^2_2+\phi)} - e^{i(\zeta^2_2+\phi)} \right] + \frac{i \Gamma_l}{2\pi} \left[ \frac{-1}{a + \zeta_l} + \frac{1}{a + a^2 / \zeta_l} \right] \right\} + 2a \phi = 0 \quad (2.8)
\]

Kutta condition for the right edge \( \zeta = (a,0) \) becomes as:

\[
W_e(a,0) = \text{Im}\left\{ U_\infty \sin \alpha \left[ e^{-i(\zeta^2_2+\phi)} - e^{i(\zeta^2_2+\phi)} \right] + \frac{i \Gamma_l}{2\pi} \left[ \frac{1}{a - \zeta_l} - \frac{1}{a - a^2 / \zeta_l} \right] \right\}
\]
2.4 Zero-Force condition

Denote by \( F_{sl} \) the force on the left vortex feeding sheet, and by \( F_{vl} \) the force on the left vortex. The sum of the forces, \( F_{sl} \) and \( F_{vl} \), is required to be zero in the flow. By making use of the unsteady Bernoulli equation and small-disturbance assumptions, and integrating from the leading edge to the vortex, the force (chordwise) on the left vortex feeding sheet is:

\[
F_{sl} = -i\rho \left[ U_\infty \cos \alpha \frac{\partial \Gamma_i}{\partial x} + \frac{\partial \Gamma_i}{\partial t} \right] (\sigma_l - \sigma_o)
\]

and the force on the vortex itself is:

\[
F_{vl} = i\rho \Gamma_i v_{rel} = i\rho \Gamma_i (v^*_{rel} - \frac{d\sigma_l}{dt})
\]

where \( v_{rel} \) is the velocity of the free stream relative to the vortex.

Since \( F_{sl} + F_{vl} = 0 \) is required,
2.4.2 Components of the velocity at the vortex, $v_i^*$

The velocity at the vortex can be decomposed into two parts, the axial free steam across the vortex and the velocity due to the complex potential in the cross-flow plane:

$$v_i^* = -U_\omega \cos \alpha \frac{d\sigma_i}{dx} + \bar{W}(\sigma_i)$$

The complex conjugate of $\bar{W}(\sigma)$ is used because the complex velocity found from the complex potential is the conjugate of the actual flow velocity. Substitute into Eq. (2.10) and rearrange the equation, the velocity of left vortex with respect to an inertial frame in the physical plane becomes as:

$$\frac{d\sigma_i}{dt} = -\left[U_\omega \cos \alpha \frac{\partial \Gamma_i}{\partial x} + \frac{\partial \Gamma_i}{\partial t}\right](\sigma_i - \sigma_o) - U_\omega \cos \alpha \frac{d\sigma_i}{dx} + \bar{W}(\sigma_i)$$

(2.11)

2.4.3 Transformation of the complex velocity from the inertial coordinate system to the body fixed coordinate system

The equation (2.11) is expressed in the inertial frame, which needs to be expressed in the body fixed frame of the wing, because other velocity potential and complex velocity are expressed in body fixed coordinate system.

$$\frac{\delta \sigma_i}{\delta t} = \frac{d\sigma_i}{dt} - \Omega \times \sigma = \frac{d\sigma}{dt} + i\phi \sigma_i$$

(2.12)
where $\delta$ indicates the derivative with respect to the body fixed coordinates rotating with an angular velocity $\Omega$. Rearrange and substitute Eq. (2.12) into Eq. (2.11), the velocity of the left vortex with respect to the body fixed coordinate system becomes as:

$$\frac{\delta \sigma_i}{\delta t} = -\left[ U_\infty \cos \alpha \frac{\partial \Gamma_i}{\partial x} + \frac{\partial \Gamma_i}{\partial t} \right] (\sigma_i - \sigma_0) - U_\infty \cos \alpha \frac{d \sigma_i}{d x} + \frac{\Gamma_i}{\sigma_i} - W(\sigma_i) + i \phi \sigma_i$$

(2.13)

### 2.4.4 Conical flow assumption

In this delta wing flow field model, the vortex flow is nearly conical. Thus, the conical flow assumption is valid, where the vortex positions and strengths are assumed to be linear functions of chordwise position $x$:

$$\frac{d \sigma}{d x} = \frac{\sigma_i}{2a} \tan \epsilon$$

(2.14)

$$\frac{\partial \Gamma}{\partial x} = \frac{\Gamma_i}{2a} \tan \epsilon$$

(2.15)

where $2a$ is the wing semi-span, and $\epsilon$ is the apex half angle. Substituting Eq. (2.14) and (2.15) into (2.13) and rearrange them, the velocity of the left vortex becomes as:

$$\frac{\delta \sigma_i}{\delta t} = -\frac{U_\infty \cos \alpha \tan \epsilon}{a} (\sigma_i + a) - \frac{\Gamma_i}{\sigma_i} (\sigma_i + 2a) + \frac{\Gamma_i}{\sigma_i} - W(\sigma_i) + i \phi \sigma_i$$

(2.16)

### 2.4.5 Transformation from the physical plane to the circle plane

Finally the equation will be transformed to the circle plane where the complex potential and the other equations for Kutta condition are calculated. By the chain rule,

$$\frac{\delta \xi_i}{\delta t} = \frac{d \xi_i}{d \sigma} \frac{\delta \sigma_i}{\delta t} = \frac{\xi_i^2}{\xi_i^2 - a^2} \frac{\delta \sigma_i}{\delta t}$$
Substituting into Eq. (2.16), the velocity of the left vortex becomes as:

\[
\frac{\partial \zeta_l}{\partial t} = \frac{\zeta_l^2}{\zeta_l^2 - a^2} \left[ - \frac{U_\infty \cos \alpha \tan \varepsilon}{a} \left( \zeta_l + \frac{a^2}{\zeta_l} + a \right) \right.
\]

\[
- \frac{\Gamma_l}{\Gamma_l} \left( \zeta_l + \frac{a^2}{\zeta_l} + a \right) + \frac{\bar{W}(\sigma_l)}{\zeta_l^2 - a^2} \left] + i\phi \frac{\zeta_l (\zeta_l^2 + a^2)}{\zeta_l^2 - a^2} \right]
\]

(2.17)

Because the complex velocity at the vortex center is singular, transferring the complex velocity to the circle plane must be done with caution. As in Pappas and Kunen [2], the velocity at the vortex center in the physical plane can be transformed to the circle plane as:

\[
\tilde{W}(\sigma_l) = W_c(\zeta_l) \frac{\zeta_l^2}{\zeta_l^2 - a^2} - \frac{i\Gamma_l}{2\pi} \frac{\zeta_l a^2}{(\zeta_l^2 - a^2)^2}
\]

where \(\tilde{W}(\sigma_l)\) is the velocity at the left vortex in the physical plane, and \(W(\zeta_l)\) is the complex velocity in the circle plane, where the contribution of the left vortex is removed in \(W(\zeta_l)\). Substitute into Eq. (2.17), the velocity of the left vortex in the circle plane becomes as:

\[
\frac{\partial \zeta_l}{\partial t} = \frac{\zeta_l^2}{\zeta_l^2 - a^2} \left[ - \frac{U_\infty \cos \alpha \tan \varepsilon}{a} \left( \zeta_l + \frac{a^2}{\zeta_l} + a \right) - \frac{\Gamma_l}{\Gamma_l} \left( \zeta_l + \frac{a^2}{\zeta_l} + 2a \right) \right.
\]

\[
+ \frac{\tilde{W}(\zeta_l)}{\zeta_l} \frac{\zeta_l^2}{\zeta_l^2 - a^2} - \frac{i\Gamma_l}{2\pi} \frac{\zeta_l a^2}{(\zeta_l^2 - a^2)^2} \left] + i\phi \frac{\zeta_l (\zeta_l^2 + a^2)}{\zeta_l^2 - a^2} \right]
\]

(2.18)

By similar procedure, the velocity of the right vortex in the circle plane can be derived as:

\[
\frac{\partial \zeta_r}{\partial t} = \frac{\zeta_r^2}{\zeta_r^2 - a^2} \left[ - \frac{U_\infty \cos \alpha \tan \varepsilon}{a} \left( \zeta_r + \frac{a^2}{\zeta_r} - a \right) - \frac{\Gamma_r}{\Gamma_r} \left( \zeta_r + \frac{a^2}{\zeta_r} - 2a \right) \right.
\]

\[
+ \frac{\tilde{W}(\zeta_r)}{\zeta_r} \frac{\zeta_r^2}{\zeta_r^2 - a^2} + \frac{i\Gamma_r}{2\pi} \frac{\zeta_r a^2}{(\zeta_r^2 - a^2)^2} \left] + i\phi \frac{\zeta_r (\zeta_r^2 + a^2)}{\zeta_r^2 - a^2} \right]
\]

(2.19)
2.4.6 Nondimensionalizing variables

Finally, for simpler expression and computation, the Eq. (2.18) and (2.19) need to be nondimensionalized. The nondimensional variables are defined as:

\[ \zeta^* = \frac{\zeta}{a} \]

\[ \gamma = \frac{\Gamma}{2\pi a U_\infty \sin \alpha} \]

\[ t^* = \frac{t}{c_r / U_\infty} \]

\[ \dot{\phi}^* = \frac{d\phi}{dt^*} = \frac{\dot{\phi} c_r}{U_\infty} \]

Substituting the variables into Eq. (2.17) and (2.18), the left vortex velocity becomes:

\[
\frac{\delta \tilde{\zeta}_l}{\delta t} = \frac{\xi_1^*}{\xi_1^* - 1} \left[ -\frac{2 \cos \alpha}{x/c_r} (\xi_1^* + \frac{1}{\xi_1^*} + 1) - \frac{\gamma_1}{\gamma_1} (\xi_1^* + \frac{1}{\xi_1^*} + 2) \right]
\]

\[
+ \frac{W_c (\xi_1^*)}{U_\infty} \frac{\xi_1^*}{(\xi_1^* - 1)^2} \left[ \frac{2}{x \tan \epsilon} \frac{\xi_1^* (\xi_1^* + 1)}{\xi_1^* - 1} \right] + i \phi^* \frac{\xi_1^* (\xi_1^* + 1)}{\xi_1^* - 1}
\]

where \( W_c (\xi) \) is similar to Eq. (2.7) except that one term is removed in the equation,

\[
\frac{W_c (\xi_1^*)}{U_\infty} = \sin \alpha \left[ \frac{1}{e^{i(\pi/2-\phi)}} - \frac{1}{\xi_1^*} e^{i(\xi_1^*+\phi)} \right] + i \sin \alpha \left[ -\frac{\gamma_1}{\xi_1^* - 1} - \frac{\gamma_r}{\xi_1^* - \xi_r} + \frac{\gamma_r}{\xi_1^* - \frac{a^2}{\sigma_\gamma}} \right]
\]

\[
- \frac{2 x \dot{\phi}}{\pi c_r \tan \epsilon} \int_0^{2\pi} \sin \theta \cos \theta d\theta
\]

Similarly, the velocity of right vortex becomes as:
\[
\begin{align*}
\frac{\delta \zeta}{\delta} &= \frac{\zeta^*}{\zeta_r} \left[ -\frac{2\cos \alpha}{\chi/c_r} \left( \frac{\zeta^*}{\zeta_r^*} + 1 \right) \right] - \frac{\dot{\gamma}_r}{\gamma_r} \left( \frac{\zeta^*}{\zeta_r^*} + 1 \right) - 2 \\
&+ \left[ \frac{W_c(\zeta^*)}{U_\infty} \frac{\zeta^*}{\zeta_r^* - 1} + \frac{i\gamma_r \sin \alpha \zeta^*}{(\zeta_r^* - 1)^2} \right] \left( \frac{2}{c_r \tan \epsilon} \right) + i\dot{\phi} \left( \frac{\zeta^*}{\zeta_r^*} + 1 \right) \\
&\quad \cdot \frac{2 \chi \dot{\phi}}{\pi c_r} \tan \epsilon \int_0^{2\pi} \frac{\sin \theta \cos \theta}{\zeta - a e^{i\theta}} d\theta
\end{align*}
\]

(2.22)

where \( W_c(\zeta) \) is similar to Eq. (2.7),

\[
\frac{W_c(\zeta_r)}{U_\infty} = \sin \alpha \left[ \frac{1}{\zeta_r^*} - \frac{1}{\zeta_r^*} e^{i(\zeta_r^* + \phi)} \right] + i \sin \alpha \left[ \frac{\gamma_l}{\zeta_r - \zeta_l} - \frac{\gamma_l}{\zeta_r - \zeta_l} \frac{1}{\zeta_l} + \frac{\gamma_r}{\zeta_r - \zeta_l} \right]
\]

(2.23)

### 2.5 Nondimensionalization of Kutta condition equations

Kutta condition equations also need to be nondimensionalized. After that, the equations of Kutta condition become (‘Im’ stands for imaginary part):

Kutta condition for the left edge \( \zeta = (-a,0) \):

\[
\text{Im}\left\{ e^{-i(\zeta + \phi)} - e^{i(\zeta + \phi)} \right\} + \text{Im}\left\{ -i \frac{i}{1 + \zeta^*} + \frac{i}{1 + \frac{1}{\zeta_l^*}} \right\} \gamma_l
\]

\[
+ \text{Im}\left\{ \frac{i}{1 + \zeta_r^*} - \frac{i}{1 + \frac{1}{\zeta_r^*}} \right\} \gamma_r \} + \frac{x \tan \epsilon}{c_r \sin \alpha} \dot{\phi}^* = 0
\]

(2.24)

Kutta condition for the right edge \( \zeta = (a,0) \):

\[
\]
\[
\text{Im} \left\{ e^{-i(\frac{\pi}{2} + \phi)} - e^{i(\frac{\pi}{2} + \phi)} \right\} + \text{Im} \left[ \frac{i}{1 - \zeta_r} - \frac{i}{1 - \frac{1}{\zeta_r}} \right] \gamma_i \\
- \text{Im} \left[ \frac{i}{1 - \zeta_r} - \frac{i}{1 - \frac{1}{\zeta_r}} \right] \gamma_r \} - \frac{x}{c_r} \tan \varepsilon \dot{\phi}^* = 0
\] (2.25)

2.6 Rolling moment calculation

2.6.1 The pressure before the vortex breakdown

The unsteady Bernoulli equation (Katz and Plotkin, 1991) is

\[
C_p = 1 - \frac{U^2 + 2 \frac{\partial \Phi}{\partial t}}{U_\infty^2}
\]

where \( U = (U_\infty \cos \alpha + \Phi_x, \Phi_y, \Phi_z) \)

The induced axial flow potential on the surface is

\[
\Phi_x = \left[ (\phi - \phi_\infty) - \frac{\partial \Phi}{\partial (y/s)} \frac{y}{s} \right] \tan \varepsilon
\]

The tangential potential is applied to calculate the velocity in the cross-flow plane, and then it is transformed from the circle plane to the physical plane,

\[
\Phi_x^2 + \Phi_y^2 = \left[ \frac{q_\theta}{2 \sin \theta} \right]^2
\]

Finally, the final equation for the air pressure on the surface of the wing is:

\[
C_p = \sin^2 \alpha - \frac{2 \cos \alpha \Phi_x}{U_\infty} - \frac{\Phi_x^2 + \left[ \frac{q_\theta}{2 \sin \theta} \right]^2}{U_\infty^2} - 8 \left[ \frac{x}{c_r} \dot{\phi}^* \tan \varepsilon \cos \theta \right]^2 - \frac{x}{c_r} \frac{\tan \varepsilon}{U_\infty} \frac{\partial \Phi}{\partial t^*} \] (2.26)
where, the tangential velocity can be expressed as:

\[ q_\theta = U_\infty x_{cr} \tan(\varepsilon) \phi (1 - 2 \sin^2 \theta) - \text{Re} \{\overline{W_i}\} \sin \theta + \text{Im} \{\overline{W_i}\} \cos \theta \]  

(2.27)

where \( W_i \) is

\[
W_i = U_\infty \sin(\alpha) \left[ \left( e^{-i\rho} - \frac{e^{i\rho}}{(e^{i\theta})^2} \right) + i \left( \frac{\gamma_i}{e^{i\theta} - \xi_l} - \frac{\gamma_l}{e^{i\theta} - \xi_l} - \frac{\gamma_r}{e^{i\theta} - \xi_r} + \frac{\gamma_r}{e^{i\theta} - \xi_r} \right) \right] 
\]

(2.28)

where

\[
\rho = \frac{\pi}{2} + \phi 
\]

(2.29)

and \( \Phi_x \) can be expressed as:

\[
\Phi_x = \left[ (\phi - \phi_\infty) - \frac{\partial \Phi}{\partial (y/s)} \right] \tan \varepsilon 
\]

(2.30)

and

\[
\bar{\phi} - \bar{\phi}_\infty = \int_{\xi_i}^{\xi_f} W_p \, dr + \int_{\xi_i}^{\xi_f} W_p \, d\theta 
\]

(2.31)

where \( W_p \) is

\[
W_p = U_\infty \sin \alpha \left[ \left( e^{-i\rho} - \frac{e^{i\rho}}{(\xi^2)} \right) + i \sin \alpha \left( \frac{\gamma_i}{\xi - \xi_l} - \frac{\gamma_l}{\xi - \xi_l} - \frac{\gamma_r}{\xi - \xi_r} + \frac{\gamma_r}{\xi - \xi_r} \right) \right] - U_\infty x_{cr} \tan(\varepsilon) 
\]

(2.32)

and
\[ \Phi = \bar{\phi} - \bar{\phi}_\infty = \int_\infty W_r \, dr + \int_{\gamma/2} W_p \, d\theta' \]  

(2.33)  

\[ \frac{\partial \Phi}{\partial t} \] is the derivative of it with respect to the normalized time, \( t \). Substitute into Eq. (2.30), we get

\[ \Phi_x = \left[ (\bar{\phi} - \bar{\phi}_\infty) + (q_\theta \frac{\cos \theta}{\sin \theta}) - (2U_\infty \sin \alpha \cos \theta \sin \phi) \right] \frac{\tan \varepsilon}{2} \]  

(2.34)  

### 2.6.2 The air pressure aft of vortex breakdown

The air pressure at all stations aft of vortex breakdown is estimated from an empirical relation developed by Hanff and Huang (1991), it is expressed as:

\[ C_p = C_{p0} \frac{\sin(\alpha_\phi) \cos(\alpha_\phi)}{\sin \alpha \cos \alpha} \]  

(2.35)  

where \( \alpha \) is the body-axis inclination and \( \alpha_\phi \) is the angle of attack at an roll angel \( \phi \) expressed as:

\[ \alpha_\phi(\phi) = \tan^{-1}(\tan \alpha \cos \phi) \]

\( C_{p0} \) is from the experimental data for the pressure behind vortex burst points, and its value changes with different sweep angles and different body-axis inclinations [2]. Finally this is the single air pressure expression for the entire area aft of breakdown, greatly simplified the actual pressure in the region.

### 2.6.3 The location of the vortex breakdown

The vortex breakdown location along the longitudinal axis is modeled as [2]:

\[ \Phi = \bar{\phi} - \bar{\phi}_\infty = \int_\infty W_r \, dr + \int_{\gamma/2} W_p \, d\theta' \]  

(2.33)
where $\beta$ is the measured time constant for the lag of the vertical static vortex position and is found from the experimental data. It has the value of 30.89t, 28.43t and 18.38t respectively for regions of $-4^\circ < \phi < 5^\circ$, $5^\circ < \phi < 8.5^\circ$ and $8.5^\circ < \phi < 11.3^\circ$ [2], where t is the nondimensional time $t'$. Let $x_{vblag}(t)$ be the distance by which the vortex breakdown point lags its static position. Suppose the initial condition is given by,

$$x_{vblag}(0) = x_{vbs}(\phi(0))$$

then the dynamic equation for vortex breakdown, Eq. (2.36), becomes:

$$\frac{d}{dt}x_{vblag}(t) = \frac{[x_{vbs}(\phi(t)) - x_{vbs}(\phi(0))] - [x_{vblag}(t) - x_{vblag}(0)]}{\beta}$$

(2.36)

As we know

$$x_{vb} = x_{vbs} + x_{vblag}$$

therefore,

$$\dot{x}_{vb} = \dot{x}_{vbs} + \dot{x}_{vblag}$$

(2.39)

A linear fit to the static data is used for $x_{vbs}(\phi)$. The discontinuous behavior of the vortex burst point as it jumps across the trailing edge is ignored. $\frac{d(x_{vbs}(\phi(\tau)))}{d\phi(\tau)}$ is from the experimental data, and its value changes correspondingly when sweep angle or body-axis inclination changes.

Set

$$x_{vbs}(\phi) = k_1 + k_2 \phi,$$

(2.40)
with the initial condition $x_{vb} (\phi(0)) = k_1$, $k_1 = 0.65$, $k_2 = 0.05$ for the left wing and $k_2 = 0.05$ for the right wing, substitute Eq. (2.38) and the derivative of Eq. (2.40) into (2.39), we have

$$\dot{x}_{vb} = \frac{-x_{vb} + 2k_2\phi + k_2\beta\phi + 2k_1}{\beta} \quad (2.41)$$

and the initial condition can be derived from Eq. (2.37) and (2.40):

$$x_{vb} (0) = x_{vb} (\phi(0)) + x_{vbog} (0) = 2x_{vb} (\phi(0))$$

### 2.6.4 The equation of rolling motion

According to the aero dynamics and rigid-body dynamics, the equation of motion of the delta wing is:

$$\ddot{\phi}(t) = \frac{qSb}{I_{xx}} C_{l_{int}} (t) \quad (2.42)$$

where, $q$ is the dynamic pressure,

$$q = \frac{1}{2} \rho U_{\infty}^2$$

and, the roll velocity is the initial velocity plus the integration of acceleration by time:

$$\dot{\phi}_{12} = \dot{\phi}_{11} + \int_{t_1}^{t_2} \ddot{\phi}(t) dt$$

The moment coefficient at any cross flow section, $C_l$, before vortex breakdown is a function of $\frac{x}{c_r}$, which is the axis location of cross-section. To get the total moment of the delta wing, $C_l$ needs to be integrated along the body-axis till the vortex break points. The integration of the difference of the pressure between the upper and lower surface over the
distance from the longitudinal body-axis along the span, will give the rolling moment per unit length at any chord wise section:

\[ C_i = \frac{1}{Sb} \int_{-a}^{2a} (C_{p\theta} - C_{p\phi}) y dy \]

In terms of the circle plane, it becomes as:

\[ C_i = \frac{4\pi^2}{Sb} \int_0^{2\pi} C_p \sin \theta \cos \theta d\theta \]

or

\[ C_i = \frac{x^2}{2c_r} \int_0^{2\pi} C_p \sin \theta \cos \theta d\theta \quad (2.43) \]

Without vortex breakdown, for conical flow the rolling moment for the complete wing can be found from integrating the pressure at one chordwise station. For flow fields with vortex breakdown, the sectional rolling moments must be integrated in the chordwise direction. It is accomplished by

\[ C_{l\text{ }int} = \int_0^{c_r} C_l(x) dx \]

Where \( C_l \) is calculated by Eq. (2.43). Coupling with the rigid body equation of motion Eq. (2.42) and after nondimensionalizing, it becomes as:

\[ \dot{\phi}(t) = \frac{\rho c_r^5 \tan^2 \theta}{I_{xx}} C_{l\text{ }int}(t) \]

With vortex breakdown, the total roll moment is a summation of roll moment from the area before and aft of the vortex breakdown point on both the left and the right wing. The wing is longitudinally divided into two parts by the vortex breakdown point for both the left and the right wing. Therefore we have
\[ C_{l\_int} = \int_{0}^{x_{lag\_right}} C_{l\_right\_bef}(x)dx + \int_{x_{lag\_right}}^{c_{r}} C_{l\_right\_aft}(x)dx \]

\[ + \int_{0}^{x_{lag\_left}} C_{l\_left\_bef}(x)dx + \int_{x_{lag\_left}}^{c_{r}} C_{l\_left\_aft}(x)dx \]

\[ + \int_{\pi}^{2\pi} C_{l\_bot}(x)dx \]  

(2.44)

Where by substituting Eq. (2.43) into it, we have

\[ C_{l\_int} = \frac{x_{lag\_right}^{3}}{6c_{r}^3} \int_{0}^{\frac{\pi}{2}} C_{p} \sin \theta \cos \theta d\theta + \frac{c_{r}^{3} - x_{lag\_right}^{3}}{6c_{r}^3} \int_{0}^{\frac{\pi}{2}} C_{p\_vb} \sin \theta \cos \theta d\theta \]

\[ + \frac{x_{lag\_left}^{3}}{6c_{r}^3} \int_{\frac{\pi}{2}}^{\pi} C_{p} \sin \theta \cos \theta d\theta + \frac{c_{r}^{3} - x_{lag\_left}^{3}}{6c_{r}^3} \int_{\frac{\pi}{2}}^{\pi} C_{p\_vb} \sin \theta \cos \theta d\theta \]

\[ + \frac{1}{6} \int_{0}^{\pi} C_{p_{b}} \sin \theta \cos \theta d\theta \]  

(2.45)

2.7 The relationship between all the equations

The roll angle, the roll velocity, and the roll acceleration have the following relationship:

\[ \dot{\phi} = \frac{d}{dt} \phi \]

\[ \ddot{\phi} = \frac{d}{dt} \dot{\phi} \]

The equation of motion is given by Eq. (2.42), and \( C_{l\_int} \) is calculated by Eq. (2.44), in which \( C_{l} \) is calculated by Eq. (2.43). The pressure coefficient \( C_{p} \) before and aft of the vortex breakdown is calculated by Eq. (2.26) and Eq. (2.35) respectively. The vortex
position, and vortex strength are solved by Zero-force condition and Kutta condition equations expressed by Eq. (2.20), (2.22), (2.46) and Eq. (2.47) respectively. The vortex velocity Eq. (2.20) and (2.22) (Zero-force condition equation) need terms involving $\gamma_l$, $\gamma_r$, $\gamma_i$, and $\gamma_r$. They come from the Kutta condition equations and their derivatives.

Eq. (2.24) of Kutta condition can be expressed as the followings after simplification.

The left side Kutta condition Eq. (2.8) becomes

$$\text{Im}\left[\frac{-i}{1 + \zeta_i^*} + \frac{i}{1 + \frac{1}{\zeta_i^*}}\right] \gamma_i + \text{Im}\left[\frac{i}{1 + \zeta_r^*} - \frac{i}{1 + \frac{1}{\zeta_r^*}}\right] \gamma_r$$

$$= 2\sin(\phi + \frac{\pi}{2}) - \frac{x}{c_r \sin \alpha} \gamma_i^*$$

(2.46)

and similarly, the right side Kutta condition Eq. (2.9) becomes as:

$$\text{Im}\left[\frac{i}{1 - \zeta_i^*} - \frac{i}{1 - \frac{1}{\zeta_i^*}}\right] \gamma_i - \text{Im}\left[\frac{i}{1 - \zeta_r^*} - \frac{i}{1 - \frac{1}{\zeta_r^*}}\right] \gamma_r$$

$$= 2\sin(\phi + \frac{\pi}{2}) + \frac{x}{c_r \sin \alpha} \gamma_i^*$$

(2.47)

These two equations together can be solved for $\gamma_i$ and $\gamma_r$, by taking derivative of them, we will get their derivatives $\dot{\gamma}_i$ and $\dot{\gamma}_r$.

After familiarization with all the theories and methodologies for the delta-wing vortex flow model, it is ready to solve for the state equations. But since most equations now are expressed in complex quantities, they first need to be converted to real quantity equations as described in Chapter 3.
Chapter 3

Transformation from Complex Quantities to Real Quantities

In order to derive a state equation for the delta-wing vortex flow field model, each pivotal equations described in Chapter 2 have to be first transformed to real-valued equations. Therefore one by one each equation is converted. They include: the Kutta condition equations, Zero-force condition equations, flow potential, flow potential rate and total roll moment.

3.1 Modeling goal

After all the equations are prepared as described in Chapter 2, they will be transformed into a new form of equations. The modeling goal of transforming the equations is to derive a series of nonlinear ordinary differential equations that involves all the dynamic states:

\[
\begin{align*}
\dot{x} &= F(\bar{x}) + G(\bar{x})\ddot{u} \\
\bar{y} &= H(\bar{x})
\end{align*}
\]

where

\[
\begin{align*}
\bar{x} , & \text{ the states vector} \\
\bar{y} , & \text{ the output vector} \\
\ddot{u} , & \text{ the control input vector}
\end{align*}
\]

In this delta wing model, there are 10 variables:

\[x_1 = \phi , \text{ the roll angle}\]
\[ x_2 = \dot{\phi}, \text{ the roll velocity} \]
\[ x_3 = y_l, \text{ the left vortex position in y direction} \]
\[ x_4 = z_l, \text{ the left vortex position in z direction} \]
\[ x_5 = y_r, \text{ the right vortex position in y direction} \]
\[ x_6 = z_r, \text{ the right vortex position in z direction} \]
\[ x_7 = \gamma_l, \text{ the left vortex strength} \]
\[ x_8 = \gamma_r, \text{ the right vortex strength} \]

with vortex breakdown, we have the following two states:

\[ x_9 = x_{er_vb_lag_right}, \text{ the right wing vortex breakdown location} \]
\[ x_{10} = x_{er_vb_lag_left}, \text{ the left wing vortex breakdown location} \]

System output includes:

\[ y_1 = x_1 = \phi, \text{ the roll angle} \]
\[ y_2 = x_2 = \dot{\phi}, \text{ the roll velocity} \]
\[ y_{k+2} = C_p(\theta_k, x_{er}), \text{ the pressure coefficient at } (\theta_k, x_{cr}), \]
\[ (0 < \theta_k < \pi), \ k = 1, 2, \ldots, 38 \]

The output variables \( y_3, \ldots, y_{38} \) represents wing surface pressure sensor measurements. Assuming the flow control effectors, such as a micro jet, can affect the vortices position movement, vortices strength rate and the vortex breakdown location movement, the control inputs are modeled by:

\[ u_l = \dot{y}_{le}, \text{ the control effect on the left vortex velocity in y direction} \]
\[ u_2 = \dot{z}_{lc}, \quad \text{the control effect on the left vortex velocity in z direction} \]

\[ u_3 = \dot{y}_{rc}, \quad \text{the control effect on the right vortex velocity in y direction} \]

\[ u_4 = \dot{z}_{rc}, \quad \text{the control effect on the right vortex velocity in z direction} \]

\[ u_5 = \dot{\gamma}_{lc}, \quad \text{the control effect on the left vortex strength rate} \]

\[ u_6 = \dot{\gamma}_{rc}, \quad \text{the control effect on the right vortex strength rate} \]

\[ u_7 = \dot{x}_{left_{vb\_ctr}}, \quad \text{the control effect on the left vortex breakdown location movement} \]

\[ u_8 = \dot{x}_{right_{vb\_ctr}}, \quad \text{the control effect on the right vortex breakdown location movement} \]

To solve for state equations, all the present equations first must be expressions in real valued quantities. Therefore at first all the equations expressed in complex quantities will be transformed to equations in real quantities. Since in many places, computation of some variables is repeated many times, intermediate variables are used to simplify the expressions. They will significantly reduce the computation time.

### 3.2 Kutta condition equations

The left and the right side Kutta condition are described by Eq. (2.46) and (2.47) respectively. The vortex strength rates, \( \dot{\gamma}_l \) and \( \dot{\gamma}_r \), can be derived by first solving for \( \gamma_l \) and \( \gamma_r \) by solving the Kutta condition equations, and then taking derivative of them. Kutta condition equations can be expressed in the following form:

\[
\begin{align*}
    a_{11}\gamma_l + a_{12}\gamma_r &= b_1 \\
    a_{21}\gamma_l + a_{22}\gamma_r &= b_2
\end{align*}
\]

where
\[
\begin{align*}
\alpha_{11} &= \text{Im} \left[ \frac{-i}{1 + \xi_i^*} + \frac{i}{1 + \frac{1}{\bar{\xi}_i}} \right] \\
\alpha_{12} &= \text{Im} \left[ \frac{i}{1 + \xi_r^*} - \frac{i}{1 + \frac{1}{\bar{\xi}_r}} \right] \\
\beta_1 &= -\text{Im} \left[ e^{-i(\frac{\phi}{2} + e)} - e^{i(\frac{\phi}{2} + e)} \right] - \frac{x}{c_r} \tan \frac{\phi^*}{\sin \alpha} \\
\beta_2 &= -\text{Im} \left[ e^{-i(\frac{\phi}{2} + e)} - e^{i(\frac{\phi}{2} + e)} \right] + \frac{x}{c_r} \tan \frac{\phi^*}{\sin \alpha} \\
\text{then, the vortex strength can be derived as} \\
\gamma_i = (a_{22}b_1 - a_{12}b_2) / \det \\
\gamma_r = (a_{11}b_2 - a_{21}b_1) / \det
\end{align*}
\]

where
\[
\det = a_{11}a_{22} - a_{12}a_{21}
\]
\( \dot{\gamma}_l \) and \( \dot{\gamma}_r \), the vortex strength rates, are brought forth by taking the derivative of \( \gamma_l \) and \( \gamma_r \), the vortex strength. First both \( \gamma_l \) and \( \gamma_r \) need to be expressed in real quantities. To break down a complex number to a real and an imaginary part, we set

\[
\zeta_l^* = a + ib \quad \text{and} \quad \zeta_r^* = c + id
\]  

(3.10)

then

\[
\dot{\zeta}_l^* = \dot{a} + ib \quad \text{and} \quad \dot{\zeta}_r^* = \dot{c} + id
\]  

(3.11)

Substitute Eq. (3.11) into Eq. (3.1) through (3.7), we get

\[
a_{22}b_1 - a_{12}b_2 = \frac{4(c^2 + d^2)^2 - 1}{[(1-c)^2 + d^2][(1+c)^2 + d^2]} \sin(\phi + \frac{\pi}{2})
\]  

\[
- \frac{4c(c^2 + d^2 - 1)}{[(1-c)^2 + d^2][(1+c)^2 + d^2]} \left( \frac{x}{c_r \sin \alpha} \right)
\]

and substitute into Eq. (3.9)

\[
\det = \frac{4(a^2 + b^2 - 1)(c^2 + d^2 - 1)(ca^2 - ac^2 - a - ad^2 + c + cb^2)}{[(1+a)^2 + b^2][(1-a)^2 + b^2][(1+c)^2 + d^2][(1-c)^2 + d^2]}
\]

Therefore, substitute the above equation into Eq. (3.7), we get the right vortex strength

\[
\gamma_r = \frac{[(1-a)^2 + b^2][(1+a)^2 + b^2]}{(a^2 + b^2 - 1)(ca^2 - ac^2 - a - ad^2 + c + cb^2)}
\]

\[
\times [(c^2 + d^2 + 1)\sin(\phi + \frac{\pi}{2}) - c \frac{x}{c_r \sin \alpha}]
\]  

(3.12)

Similarly, for the right vortex strength, we have

\[
a_{11}b_2 - a_{21}b_1 = \frac{a^2 + b^2 - 1}{(1+a)^2 + b^2} \left[ 2\sin(\phi + \frac{\pi}{2}) + \frac{x}{c_r \sin \alpha} \right]
\]  

\[
+ \frac{a^2 + b^2 - 1}{(1-a)^2 + b^2} \left[ 2\sin(\phi + \frac{\pi}{2}) - \frac{x}{c_r \sin \alpha} \right]
\]
therefore, substitute into Eq. (3.8)

\[ \gamma_r = \frac{[(1-c)^2 + d^2][(1+c)^2 + d^2]}{(c^2 + d^2 - 1)(ca^2 - ac^2 - a - ad^2 + c + cb^2)} \]

\[ \times [(a^2 + b^2 + 1)\sin(\phi + \frac{\pi}{2}) - a\frac{x}{c_r} \tan \epsilon \dot{\phi}] \] (3.13)

Since Eq. (3.12) have variables including \( a, b, c, d \), taking derivative of Eq. (3.12) with respective to time will bring forth the derivatives of these variables, i.e. \( \dot{a}, \dot{b}, \dot{c} \) and \( \dot{d} \). Therefore, it can be expressed as:

\[ \dot{\gamma}_1 = (f_1 \dot{a} + f_2 \dot{b} + f_3 \dot{c} + f_4 \dot{d} + f_5) / m_2 \] (3.14)

where

\[ m_2 = (a^2 + b^2 - 1)^2 (ca^2 - ac^2 - a - ad^2 + c + cb^2)^2 \]

\[ f_1 = \{4an_1 n_1 n_{41} - n_6 n_5 [(2a)n_{41} + n_1(2ca - c^2 - 1 - d^2)]\} \left[ n_3 \sin(\phi + \frac{\pi}{2}) - cc_3 \dot{\phi} \right] \]

\[ f_2 = (2b)\{2n_1 n_1 n_{41} - n_5 n_5 [n_{41} + n_1(c)]\} \left[ n_3 \sin(\phi + \frac{\pi}{2}) - cc_3 \dot{\phi} \right] \]

\[ f_3 = n_6 n_5 n_1 \left\{ [(2c)\sin(\phi + \frac{\pi}{2}) - c_3 \phi] n_{41} - [n_3 \sin(\phi + \frac{\pi}{2}) - cc_3 \phi] (a^2 - 2ac + 1 + b^2) \right\} \]

\[ f_4 = 2dn_6 n_5 n_1 \left\{ [\sin(\phi + \frac{\pi}{2})] n_{41} - [n_3 \sin(\phi + \frac{\pi}{2}) - cc_3 \phi] (-a) \right\} \]

\[ f_5 = k_1 + k_2 \dot{\phi} \] (3.15)

\[ k_1 = n_6 n_5 \left[ n_3 \cos(\phi + \frac{\pi}{2}) \right] n_1 n_{41} \]

\[ k_2 = n_6 n_5 \left[ -cc_3 \right] n_1 n_{41} \]

Similarly, take derivative of the right vortex in Eq. (3.13), we get
\[
\dot{\gamma}_r = (f_6 \dot{a} + f_7 \dot{b} + f_8 \dot{c} + f_9 \dot{d} + f_{10}) / m_4
\]

where,

\[
m_4 = (c^2 + d^2 - 1)^2 (ca^2 - ac^2 - a - ad^2 + c + cb^2)^2
\]

\[
f_6 = n_{26} n_{25} n_{32} \{[(2a) \sin(\phi + \pi/2) - c_3 \phi] n_{41} - [n_{12} \sin(\phi + \pi/2) - ac_3 \phi] (2ac - c^2 - 1 - d^2)\}
\]

\[
f_7 = 2bn_{26} n_{25} n_{32} \{\sin(\phi + \pi/2) n_{41} - [n_{12} \sin(\phi + \pi/2) - ac_3 \phi] c\} \}
\]

\[
f_8 = \{4cn_{32} n_{32} n_{41} - n_{26} n_{25} [(2c)n_{41} + n_{32} (a^2 - 2ac + 1 + b^2)]\} \ [n_{12} \sin(\phi + \pi/2) - ac_3 \phi]\}
\]

\[
f_9 = (2d) \{2n_{31} n_{32} n_{41} - n_{26} n_{25} [n_{41} + n_{32} (-a)]\} \ [n_{12} \sin(\phi + \pi/2) - ac_3 \phi]\}
\]

\[
f_{10} = k_3 + k_4 \phi
\]

\[
k_3 = n_{26} n_{25} [n_{12} \cos(\phi + \pi/2) \phi] n_{32} n_{41}
\]

\[
k_4 = n_{26} n_{25} (-ac_3) n_{32} n_{41}
\]

3.3 Zero-force condition equations

The left and the right vortex core velocity, \(\frac{\delta \xi}{\delta t}\) and \(\frac{\delta \xi}{\delta t}\), are expressed by Eq. (2.20) and (2.21) respectively. For the left vortex velocity, substitute Eq. (3.10) into Eq. (2.21), and set

\[
\frac{W_c(\xi_r)}{U_\infty} = m_{s1} + i n_{s1}
\]

then we have
\[ m_{g1} = c_g [-\sin \phi - \frac{n_2(-\sin \phi) + n_1 \cos \phi}{n_3^2}] + c_g \left\{ -\gamma_r \frac{b}{n_{11}} \right\} + \gamma_r \left\{ \frac{-(b-d)}{n_{42}} + \frac{(bn_{23} - d)}{n_{3}n_{23} - 2n_{43} + 1} \right\} - c_5 \phi \int_0^{2\pi} \frac{\sin \theta \cos \theta (-n_{g1})}{n_{11}} d\theta \]  

(3.18)

and

\[ n_{g1} = c_g [-\cos \phi - \frac{n_2(\cos \phi) + n_1 \sin \phi}{n_3^2}] + c_g \left\{ -\gamma_l \frac{a}{n_{11}} + \gamma_r \left\{ -\frac{(a-c)}{n_{42}} + \frac{(an_{23} - c)}{n_{3}n_{23} - 2n_{43} + 1} \right\} \right\} - c_5 \phi \int_0^{2\pi} \frac{\sin \theta \cos \theta (-n_{g1})}{n_{11}} d\theta \]  

(3.19)

Set

\[ -\frac{2 \cos \alpha}{x/c_r} (\xi_i^* + \frac{1}{\xi_i^*} + 1) - \frac{\gamma_l}{\gamma_i} (\xi_i^* + \frac{1}{\xi_i^*} + 2) + \frac{W_c(\xi_i^*)}{U_m} \frac{\xi_i^*}{(\xi_i^*)^2 - 1} - \frac{i \gamma_l \sin \alpha \xi_i^*}{(\xi_i^*)^2 - 1} \frac{x}{c_r \tan \epsilon} \]

\[ = m_2 + in_2 \]  

(3.20)

Substitute Eq. (3.10) into the right side of it, we have

\[ m_2 = -\frac{2 \cos \alpha}{x/c_r} \left( a + \frac{a}{a^2 + b^2} + 1 \right) - \frac{\gamma_l}{\gamma_i} \left( a + \frac{a}{a^2 + b^2} + 2 \right) \]

\[ + \left\{ \frac{m_{g1} \left[ (a^2 - b^2)(a^2 - b^2 - 1) + (2ab)^2 \right] + n_{g1} (2ab)}{(a^2 - b^2 - 1)^2 + (2ab)^2} \right\} \frac{2}{x/c_r \tan \epsilon} \]  

(3.21)

\[ n_2 = -\frac{2 \cos \alpha}{x/c_r} \left( b - \frac{b}{a^2 + b^2} \right) - \frac{\gamma_l}{\gamma_i} \left( b - \frac{b}{a^2 + b^2} \right) \]
\[
\frac{\partial \zeta_l}{\partial t} = m_2 \left[ \frac{(a^2 - b^2)(a^2 - b^2 - 1) + (2ab)^2}{(a^2 - b^2 - 1)^2 + (2ab)^2} \right] - n_2 (2ab) \\
- (b \phi^+) \frac{(a^4 + 2a^2b^2 + b^4 - 4a^2 - 1)}{[(a + 1)^2 + b^2][(a - 1)^2 + b^2]} \\
+ i\left\{ n_2 \left[ (a^2 - b^2)(a^2 - b^2 - 1) + (2ab)^2 \right] - m_2 (2ab) \right\} \\
+ (a \phi^+) \frac{(a^4 + 2a^2b^2 + b^4 + 4b^2 - 1)}{[(a + 1)^2 + b^2][(a - 1)^2 + b^2]} 
\] (3.23)

Therefore, substitute Eq. (3.20) into the vortex core velocity Eq. (2.20), we have

\[
\frac{\partial \zeta_l}{\partial t} + \frac{2}{c_r \tan \varepsilon} \frac{x}{c_r} = \frac{n_2 (2ab)}{(a^2 - b^2 - 1)^2 + (2ab)^2} 
\]

since \( \frac{\partial \zeta_l}{\partial t} = \dot{a} + i \dot{b} \), substitute Eq. (3.21) and (3.22) into Eq. (3.23), we get \( \dot{a} \) and \( \dot{b} \).

Further more, because both \( \dot{a} \) and \( \dot{b} \) have \( \gamma_l \) in their equations, \( \dot{a} \) and \( \dot{b} \) can be broken into two terms as the following:

\[
\dot{a} = g_1 + g_2 \gamma_l \] (3.24)

and

\[
\dot{b} = g_3 + g_4 \gamma_l \] (3.25)

where,

\[
g_1 = \frac{1}{n_{s_2}} \left\{ -c_1 [n_{s_1} + c_2 \left( \frac{m_{s_1} (n_{s_1}^2 + n_{s_2}^2)}{n_{s_1}} \right) + n_{s_3}] \right\} 
\]
\[
+ (\gamma_1 \sin \alpha) \left( \frac{an_7}{n_6} - \frac{bn_8n_{51}}{n_5^2n_6^2} \right) \right\} - (b\phi) \frac{n_9}{n_5n_6}
\]

\[
g_2 = -\frac{1}{\gamma_1} \frac{1}{n_{52}} \{n_{51}(n_{54} + 1) + n_1 n_{53}\}
\]

\[
g_3 = \frac{1}{n_{52}} \{ -c_1[n_{51} n_{53} - n_1 n_{54}] + c_2 \left[ -\frac{n_8(n_{51}^2 + n_1^2)}{n_{52}} \right] + (\gamma_1 \sin \alpha) \left( \frac{an_{51}n_7 + bn_8n_1}{n_5^2n_6^2} \right) \} + (a\phi) \frac{n_{10}}{n_5n_6}
\]

and

\[
g_4 = -\frac{1}{\gamma_1} \frac{1}{n_{52}} \{n_{51} n_{53} - n_1(n_{54} + 1)\}
\]

Similarly, for the right vortex velocity \( \frac{\delta \mathbf{v}_r}{\delta t} \) in Eq.(3.10), following the same procedure as for the left vortex equation to transform Eq. (2.22) and (2.23), finally we have

\[
\dot{c} = g_5 + g_6 \dot{\gamma}_r
\]

(3.26)

and

\[
\dot{d} = g_7 + g_8 \dot{\gamma}_r
\]

(3.27)

where

\[
g_5 = \frac{1}{n_{62}} \{ -c_1[n_{61} n_{64} + n_{21} n_{63}] + c_2 \left[ \frac{m_{g_2}(n_{61}^2 + n_{21}^2)}{n_{62}} \right] - (\gamma_r \sin \alpha) \left( \frac{cn_1 n_{27} - \frac{dn_8 n_{61}}{n_{25}^2n_{26}^2}}{n_{25}^2n_{26}^2} \right) \} - (a\phi) \frac{n_{29}}{n_{25}n_{26}}
\]

\[
g_6 = -\frac{1}{\gamma_r} \frac{1}{n_{62}} \{n_{61}(n_{64} - 1) + n_{21} n_{63}\}
\]
\[
g_7 = \frac{1}{n_{62}} \left\{ -c_1 \left[ n_{61}^2 n_{63} - n_{21} n_{64} \right] + c_2 \left[ -n_{g2} \frac{(n_{61}^2 + n_{21}^2)}{n_{62}} \right] \right. \\
\left. - (\gamma_r \sin \alpha) \frac{c_{n_{22}} n_{61} + d n_{25} n_{21}}{n_{25}^2 n_{26}^2} \right\} + (c \phi) \frac{n_{30}}{n_{25} n_{26}}
\]

and

\[
g_8 = \frac{1}{\gamma_r} \frac{1}{n_{62}} \left[ n_{61} n_{63} - n_{21} (n_{64} - 1) \right]
\]

where,

\[
m_{g2} = c_9 \left[ -\sin \phi - \frac{n_{22} \left( -\sin \phi + n_{21} \cos \phi \right)}{n_{23}^2} \right] - c_9 \left[ -\gamma_r \frac{d}{n_{32}} \right] + \gamma_r \left[ -\frac{(d - b)}{n_{42}} \right] \\
+ \frac{(dn_{3} - b)}{n_{3} n_{23} - 2n_{43} + 1} \right\} - c_5 \phi \int_0^{2\pi} \frac{\sin \theta \cos \theta (-n_{10})}{n_{4}} d\theta
\]

and

\[
n_{g2} = c_9 \left[ -\cos \phi - \frac{n_{22} \left( \cos \phi + n_{21} \sin \phi \right)}{n_{23}^2} \right] - c_9 \left[ -\gamma_r \frac{c}{n_{31}} \right] + \gamma_r \left[ -\frac{(c - a)}{n_{42}} \right] \\
+ \frac{(dn_{3} - a)}{n_{3} n_{23} - 2n_{43} + 1} \right\} - c_5 \phi \int_0^{2\pi} \frac{\sin \theta \cos \theta (-n_{12})}{n_{4}} d\theta
\]

### 3.4 Flow potential

The flow potential at any desired point on the wing surface is an integration of velocity from a point which is far away from the wing to the point on the wing surface. The flow potential \( \Phi \) is a function of \( a, b, c, d, \gamma_f, \) and \( \gamma_r \). Since it is not independent from these six states, it may not be taken as a system state. For the wing top surface, it is expressed as:
\[ \Phi = -\int_{r}^{10r} \text{Im}[W(\zeta)] \cdot dr + \int_{\gamma/2}^{\pi} q_{\theta} \cdot d\theta, \quad 0 < \theta_{k} < \pi \] (3.28a)

Similarly for bottom surface, it is
\[ \Phi = -\int_{-\pi}^{0} \text{Im}[W(\zeta)] \cdot dr + \int_{-\pi}^{\pi} q_{\theta} \cdot d\theta, \quad \pi < \theta_{k} < 2\pi \] (3.28b)

### 3.4.1 Tangential velocity potential, \( q_{\theta} \)

The integration of tangential velocity on the surface of the wing starts from the middle point of the top wing surface to any desired point on the wing surface. In the circle plane, the starting point is at 90° on the circle. Since the tangential velocity \( q_{\theta} \) is expressed by Eq. (2.27),

\[ W(\zeta) = U_{\infty} \sin \alpha \left[ \frac{1}{e^{i(\pi/2+\phi)}} - \frac{1}{\zeta^{2}} e^{i(\pi/2+\phi)} \right] \]

\[ + i \left[ \frac{\gamma_{l}}{\zeta - \zeta_{l}} - \frac{\gamma_{r}}{\zeta - \zeta_{r}} - \frac{\gamma_{i}}{\zeta^{2} - \zeta_{l}^{2}} + \frac{\gamma_{r}}{\zeta^{2} - \zeta_{r}^{2}} \right] \] (3.29)

Set
\[ \zeta = \cos \theta + i \sin \theta \]

and substitute into Eq. (3.29), and set
\[ W(\zeta) = m + in \]

we have
\[ q_{\theta} = U_{\infty} xcr \tan \phi (1 - 2 \sin \theta^{2}) - m \sin \theta - n \cos \theta \] (3.30)

where
\[ m = U_\infty \sin \alpha \{-\sin \phi - \sin(2\theta - \phi) + \frac{\gamma_1 \sin \theta - b}{(\cos \theta - a)^2 + (\sin \theta - b)^2} \]

\[ - \frac{\gamma_1 (a^2 + b^2) \sin \theta - b}{[(a^2 + b^2) \cos \theta - a]^2 + [(a^2 + b^2) \sin \theta - b]^2} - \frac{\gamma_1 \sin \theta - d}{(\cos \theta - c)^2 + (\sin \theta - d)^2} \]

\[ + \frac{\gamma_1 (c^2 + d^2) \sin \theta - d)}{[(c^2 + d^2) \cos \theta - c]^2 + [(c^2 + d^2) \sin \theta - d]^2} \] (3.31)

and

\[ n = U_\infty \sin \alpha \{-\cos \phi - \cos(2\theta - \phi) + \frac{\gamma_1 \cos \theta - a}{(\cos \theta - a)^2 + (\sin \theta - b)^2} \]

\[ - \frac{\gamma_1 (a^2 + b^2) \cos \theta - a}{[(a^2 + b^2) \cos \theta - a]^2 + [(a^2 + b^2) \sin \theta - b]^2} - \frac{\gamma_1 \cos \theta - c}{(\cos \theta - c)^2 + (\sin \theta - d)^2} \]

\[ + \frac{\gamma_1 (c^2 + d^2) \cos \theta - c]}{[(c^2 + d^2) \cos \theta - c]^2 + [(c^2 + d^2) \sin \theta - d]^2} \] (3.32)

therefore

\[ m \sin \theta + n \cos \theta = c_4 \left[ -2 \cos(\phi - \theta) + \gamma_1 \left( \frac{1 - n_{11}}{n_{11}} - \frac{n_3 (n - n_{13})}{n_{12}} \right) \right. \]

\[ \left. - \gamma_2 \left( \frac{1 - n_{14}}{n_{14}} - \frac{n_3 (n_{23} - n_{14})}{n_{15}} \right) \right] \]

Substitute into Eq.(3.30), we get the tangential velocity

\[ q_\theta = c_6 \hat{\phi} (1 - 2 \sin \theta^2) - c_4 \left[ -2 \cos(\phi - \theta) + \gamma_1 \left( \frac{1 - n_{11}}{n_{11}} - \frac{n_3 (n - n_{13})}{n_{12}} \right) \right. \]

\[ \left. - \gamma_2 \left( \frac{1 - n_{14}}{n_{14}} - \frac{n_3 (n_{23} - n_{14})}{n_{15}} \right) \right] \] (3.33)
3.4.2 Vertical velocity integration:

Part of the potential for the top surface is the integration of the vertical velocity from a point which is 10 times of the wing span above the wing to the middle point on the wing surface. It is calculated in the circle plane, and is expressed by the first term of Eq. (3.28).

\[
W(\zeta) = U_\infty \sin \alpha \left[ \frac{1}{e^{i(\pi / 2 + \phi)}} - \frac{1}{\zeta^2} e^{i(\pi / 2 + \phi)} \right]
\]

\[
+ i \left[ \frac{\gamma_i - \gamma_i}{\zeta - \zeta_1} - \frac{\gamma_i - \gamma_r}{\zeta - \zeta_r} + \frac{\gamma_r}{\zeta - 1/\zeta_r} \right]
\]

\[
-U_\infty \frac{2}{\pi} \frac{x \phi}{c_r} \tan \epsilon \int_0^{2\pi} \sin \theta \cos \theta \, d\theta \quad (3.34)
\]

Set

\[
\zeta = 0 + ir \quad (3.35)
\]

and

\[
\overline{W(\zeta)} = m_3 - in_3
\]

therefore

\[
\int_{r}^{10r} \text{Im} \left[ \overline{W(\zeta)} \right] \cdot dr = \int_{r}^{10r} (-n_3) dr \quad (3.36)
\]

Substitute Eq. (3.35) into Eq. (3.34),

\[
n_3 = c_4 \left[ \cos \phi \left( -1 + \frac{1}{r^2} \right) - a \gamma_r \left( \frac{1}{n_{r3}} - \frac{n_3}{n_{r2}} \right) + c \gamma_r \left( \frac{1}{n_{r6}} - \frac{n_{r5}}{n_{r5}} \right) \right]
\]

\[
- c_6 \phi \int_0^{2\pi} \frac{\sin \theta \cos \theta (r - \sin \theta)}{(-\cos \theta)^2 + (r - \sin \theta)^2} d\theta \quad (3.37)
\]
The potential for the bottom surface is similar to the one for the top surface except that
the starting point is 10 times the wing span below the wing. If we set
\[ \zeta = -1 - ir \] (3.38)
and
\[ W(\zeta) = m_r - in_q \]
therefore
\[ \int_r^{10r} \text{Im}[W(\zeta)] \cdot dr = \int_r^{10r} (-n_q)dr \] (3.39)
Substitute Eq. (3.38) into Eq. (3.34), after simplification we have
\[ n_q = c_4 \left\{ -\cos \phi - \frac{(2r)\sin \phi + (1+r^2)\cos \phi}{(1+r^2)^2} \right\} + \gamma_i \left[ \frac{-n_{i3}}{n_{r7}} + \frac{n_{3n_{12}}}{n_{r8}} \right] 
+ \gamma_r \left[ \frac{n_{3n_{13}}}{n_{r9}} + \frac{-n_{23}n_{32}}{n_{r10}} \right] \right\} - c_6 \dot{\phi} \int_0^{2\pi} \frac{\sin \theta \cos \theta(r + \sin \theta)}{(1 + \cos \theta)^2 + (r + \sin \theta)^2} d\theta \] (3.40)

### 3.5 Flow potential rate

The flow potential rate, \( \frac{\partial \Phi}{\partial t} \), is part of the calculation of the pressure coefficient \( C_p \),
and it can be derived by taking derivative of the \( \Phi \) expressed by Eq. (3.28). Since \( n_3, n_q \)
and \( q_\theta \) all have \( \dot{\phi} \), the derivative of \( \Phi \) will have \( \ddot{\phi} \) in it.

For the top surface,
\[ \frac{\partial \Phi}{\partial t} = \int_r^{10r} \tilde{n}_3 \cdot dr + \int_{\pi/2}^{\pi} \tilde{q}_\theta \cdot d\theta \quad (\pi < \theta < 2\pi) \] (3.41)
Eq. (3.37) contains $a, b, c, d, \gamma, \gamma_r$ and $\phi$ as state variables, the derivative of Eq. (3.37) will contain $a, b, c, d, l, \gamma, r, \gamma_r$ and $\phi$ consequently, therefore $n_3$ can be set as

$$n_3 = v_1 \dot{a} + v_2 \dot{b} + v_3 \dot{c} + v_4 \dot{d} + v_5 \dot{\gamma} + v_6 \dot{\gamma}_r + v_7 \dot{\phi} + v_8$$

(3.42)

By taking derivative of Eq. (3.37), and after simplification, we have

$$v_1 = c_4 \gamma_r \left( \frac{-n_{r3} + [(2a^2)]}{n_{r3}^2} - \frac{(-3a^2 - b^2)}{n_{r2}} - \frac{n_3 [2a^2 (1 + 2n_r r)]}{n_{r2}^2} \right)$$

$$v_2 = c_4 \gamma_r \left( \frac{(-a)[2(r-b)]}{n_{r2}^2} - \frac{(-n_{r1})}{n_{r2}} - \frac{n_5 (a) [2n_r] [(2b)r - 1]}{n_{r2}^2} \right)$$

$$v_3 = c_4 \gamma_r \left( \frac{-n_{r6} + 2c^2}{n_{r6}^2} + \frac{(-3c^2 - d^2)}{n_{r5}} + \frac{[n_{r2} (2c^2)] [1 + 2(n_r r)]}{n_{r5}^2} \right)$$

$$v_4 = c_4 \gamma_r \left( \frac{(-c)[2(r-d)]}{n_{r5}^2} - \frac{n_{r1}}{n_{r5}} + \frac{[n_{r3} c] [2n_r d - c]}{n_{r5}^2} \right)$$

$$v_5 = c_4 \left[ (-a) \left( \frac{1}{n_{r3}} - \frac{n_{r1}}{n_{r2}} \right) \right]$$

$$v_6 = c_4 \left[ (-c) \left( \frac{1}{n_{r6}} + \frac{n_{r3}}{n_{r5}} \right) \right]$$

$$v_7 = -c_6 \int_0^{2\pi} \frac{\sin \theta \cos \theta (r - \sin \theta)}{(-\cos \theta)^2 + (r - \sin \theta)^2} d\theta$$

$$v_8 = c_4 [(\sin \phi \dot{\phi} (1 - \frac{1}{r^2})]$$

For the bottom surface,

$$\frac{\partial \Phi}{\partial t} = \int_{-\theta_k}^{\theta_k} \hat{n}_4 \cdot dr + \int_{\theta_k}^{\theta_k} \hat{q}_\theta \cdot d\theta \quad (\pi < \theta_k < 2\pi) \quad (3.43)$$

Similarly for $\hat{n}_4$, we can set
\[ \dot{n}_4 = v_{11}\dot{a} + v_{12}\dot{b} + v_{13}\dot{c} + v_{14}\dot{d} + v_{15}\dot{\gamma}_l + v_{16}\dot{\gamma}_r + v_{17}\ddot{\phi} + v_{18} \]

By taking derivative of Eq. (3.40), and after simplification we have

\[
v_{11} = c_4 \gamma_I \left\{ -\frac{n_{r7} - 2n_{13}^2}{n_{r7}^2} + \frac{4n_3 a + 2a^2 + n_3}{n_{r8}} - \frac{2n_3 n_{12} \{ [n_{12} (2a + 1) + [n_3 r + b] (2a) r] \}}{n_{r8}^2} \right\}
\]

\[
v_{12} = c_4 \gamma_I \left\{ -\frac{n_{13} [2(r + b)]}{n_{r7}^2} + \frac{2b (2n_3 + a)}{n_{r8}} - \frac{2n_3 n_{12} \{ [2n_{12} b + [n_3 r + b] (2b) r + 1] \}}{n_{r8}^2} \right\}
\]

\[
v_{13} = c_4 \gamma_r \left\{ \frac{n_{r9} - 2n_{31}^2}{n_{r9}^2} - \frac{4n_{23} c + 4c^2 + n_{23}}{n_{r10}} + \frac{2n_{23} n_{33} \{ n_{33} (2c + 1) + [n_{23} r + d] (2c) r \}}{n_{r10}^2} \right\}
\]

\[
v_{14} = c_4 \gamma_r \left\{ -\frac{n_{33} [2(r + d)]}{n_{r9}^2} - \frac{(2n_{23} + c) (2d)}{n_{r10}} + \frac{2n_{23} n_{32} \{ 2n_{32} d + [n_{23} r + d] (2d) r + 1] \}}{n_{r10}^2} \right\}
\]

\[
v_{15} = c_4 \left\{ -\frac{n_{13}}{n_{r7}} + \frac{n_3 n_{12}}{n_{r8}} \right\}
\]

\[
v_{16} = c_4 \left\{ \frac{n_{33}}{n_{r9}} - \frac{n_{33} n_{32}}{n_{r10}} \right\}
\]

\[
v_{17} = -c_6 \int_0^{2\pi} \frac{\sin \theta \cos \theta (r + \sin \theta)}{(1 + \cos \theta)^2 + (r + \sin \theta)^2} d\theta
\]

\[
v_{18} = c_4 \dot{\phi} \left\{ \sin \phi - \frac{(2r) \cos \phi - (1 - r^2) \sin \phi}{(1 + r^2)^2} \right\}
\]

and similarly, to get the tangential acceleration \( q_\theta \), take derivative of Eq. (3.33) and set

\[
\dot{q}_\theta = v_{41}\dot{a} + v_{42}\dot{b} + v_{43}\dot{c} + v_{44}\dot{d} + v_{45}\dot{\gamma}_l + v_{46}\dot{\gamma}_r + v_{47}\ddot{\phi} + v_{48}
\]

then we have

\[
v_{41} = -c_4 \gamma_I \left\{ -\frac{n_{r1} \cos \theta + 2(1 - n_{13}) n_{r9}}{n_{r1}^2} - \frac{[4n_{r3} n_{r9} \sin \theta - (3a^2 + b^2) \cos \theta]}{n_{r2}} \right\}
\]
\[
\frac{2n_3(n_3-n_{13}) \eta_{11}(2a) \cos \theta - \frac{n_3(2a) \sin \theta)}{n_{12}^2} + \frac{2n_2(n_3-n_{13}) \eta_{12}(2b) \cos \theta - n_{12}(2b) \sin \theta}{n_{12}^2} \]

\[
v_{42} = -c_4 \gamma'_l \left\{ \frac{-n_4 \sin \theta + 2n_{14}(1-n_{14})}{n_{14}^2} - \frac{4bn_3 - (a^2 + 3b^2) \sin \theta - n_1 \cos \theta}{n_{12}} \right\}
\]

\[
v_{43} = -c_4 \gamma'_r \left\{ -\frac{-n_4 \cos \theta + 2n_{14}(1-n_{14})}{n_{14}^2} + \frac{4cn_{23} - (3c^2 + d^2) \cos \theta - n_{23} \sin \theta}{n_{15}} \right\}
\]

\[
v_{44} = -c_4 \gamma'_r \left\{ -\frac{-n_4 \sin \theta + 2n_{14}(1-n_{14})}{n_{14}^2} + \frac{4dn_{23} - (c^2 + 3d^2) \sin \theta - n_{21} \cos \theta}{n_{15}} \right\}
\]

\[
v_{45} = -c_4 \left\{ \frac{1-n_{13}}{n_{11}} - \frac{n_3(n_3-n_{13})}{n_{12}} \right\}
\]

\[
v_{46} = -c_4 \left\{ -\frac{1-n_{14}}{n_{14}} + \frac{n_{23}(n_3-n_{14})}{n_{15}} \right\}
\]

\[
v_{48} = -2c_4 \phi \sin(\phi - \theta)
\]

Therefore by Eq. (3.41), the flow potential rate for the top surface is:

\[
\frac{\partial \Phi}{\partial t} = \int_{r} (v_1 \dot{a} + v_2 \dot{b} + v_3 \dot{c} + v_4 \dot{d} + v_5 \dot{\gamma}_l + v_6 \dot{\gamma}_r + v_7 \dot{\phi} + v_8) \cdot dr
\]

\[
+ \int_{\frac{\pi}{2}}^{\frac{\pi}{2}} (v_{41} \dot{a} + v_{42} \dot{b} + v_{43} \dot{c} + v_{44} \dot{d} + v_{45} \dot{\gamma}_l + v_{46} \dot{\gamma}_r + v_{47} \dot{\phi} + v_{48}) \cdot d\theta
\]

We can set
\[
\frac{\partial \Phi}{\partial t} = v_{51} \dot{a} + v_{52} \dot{b} + v_{53} \dot{c} + v_{54} \dot{d} + v_{55} \dot{\gamma}_l + v_{56} \dot{\gamma}_r + v_{57} \ddot{\phi} + v_{58}
\]

(3.44)

Similarly for the bottom surface by Eq. (3.43)

\[
\frac{\partial \Phi}{\partial t} = \int_{-\theta}^{\theta} \left( v_{41} \dot{a} + v_{42} \dot{b} + v_{43} \dot{c} + v_{44} \dot{d} + v_{45} \dot{\gamma}_l + v_{46} \dot{\gamma}_r + v_{47} \ddot{\phi} + v_{48} \right) \cdot \ d\theta
\]

We can set

\[
\frac{\partial \Phi}{\partial t} = v_{91} \dot{a} + v_{92} \dot{b} + v_{93} \dot{c} + v_{94} \dot{d} + v_{95} \dot{\gamma}_l + v_{96} \dot{\gamma}_r + v_{97} \ddot{\phi} + v_{98}
\]

(3.45)

\( C_{p\theta} \) is calculated by Eq. (2.26), therefore we set

\[
C_{p\theta} = q_{5\theta} + q_6 \frac{\partial \Phi}{\partial t}
\]

(3.46)

where

\[
q_{5\theta} = \sin^2 \alpha - \frac{2 \cos \alpha \Phi_x}{U_\infty} \cdot \Phi_x + \frac{[q_\theta \cos \theta / 2 \sin \theta]^2}{U_\infty^2} \cdot \left[ \frac{x}{c_r} \right] \cdot \frac{\phi \tan \epsilon \cos \theta}{2}
\]

\[
q_6 = c_7
\]

where according to Eq.(2.30)

\[
\Phi_x = \left[ \Phi + (q_\theta \frac{\cos \theta}{\sin \theta}) - (2U_\infty \sin \alpha \cos \theta \sin \phi) \right] \frac{\tan \epsilon}{2}
\]

where \( \Phi \) is calculated by Eq. (3.28) and (3.36) for the top surface, and by Eq. (3.28) and (3.40) for the bottom surface.

Substitute Eq. (3.28) and (3.36) into it, for the top surface we get:
\[ \Phi_x = \left[ \left( \int_{r_1}^{r_2} n_3 \cdot dr + \int_{\theta_1}^{\theta_2} q_{\theta} \cdot d\theta \right) + \left( q_{\theta} \frac{\cos \theta}{\sin \theta} \right) \right] \frac{\tan \varepsilon}{2} \]  

(3.47)

and substitute Eq. (3.28) and (3.40) into it, for the bottom surface we get:

\[ \Phi_x = \left[ \left( \int_{r_3}^{r_4} n_4 \cdot dr + \int_{\theta_1}^{\theta_2} q_{\theta} \cdot d\theta \right) + \left( q_{\theta} \frac{\cos \theta}{\sin \theta} \right) \right] \frac{\tan \varepsilon}{2} \]  

(3.48)

3.6 Total roll moment

The calculation of roll moment at any cross flow plane is described in Chapter 2.

Substitute Eq. (3.46) into Eq. (2.43), we have

\[ m_{\text{top}} = \frac{1}{2} \int_0^\pi \left[ q_{5\theta} (v_{51} \dot{a} + v_{52} \dot{b} + v_{53} \dot{c} + v_{54} \dot{d} + v_{55} \dot{\gamma}_l + v_{56} \dot{\gamma}_r) + (q_{5\theta} v_{58} + q_{7\theta}) 
+ \ddot{\phi} (v_{57} q_{5\theta}) \right] d\theta \]  

(3.49)

We can set

\[ m_{\text{top}} = v_{61} \dot{a} + v_{62} \dot{b} + v_{63} \dot{c} + v_{64} \dot{d} + v_{65} \dot{\gamma}_l + v_{66} \dot{\gamma}_r + v_{67} \ddot{\phi} + v_{68} \]

where

\[ q_{7\theta} = q_{5\theta} \sin \theta \cos \theta \]

\[ q_{5\theta} = \left( -\frac{x}{c_r} \frac{\tan \varepsilon}{U_w} \right) \sin \theta \cos \theta \]

Similarly, we can set

\[ m_{\text{bot}} = v_{71} \dot{a} + v_{72} \dot{b} + v_{73} \dot{c} + v_{74} \dot{d} + v_{75} \dot{\gamma}_l + v_{76} \dot{\gamma}_r + v_{77} \ddot{\phi} + v_{78} \]  

(3.50)

To calculate the total roll moment on the delta wing, Eq. (3.49) and (3.50) are substituted into Eq. (2.45). \( C_{p_{-\text{vb}}} \) is calculated by Eq. (2.35), and it remains the same value at every point after the vortex breakdown point, therefore we have
\[
\frac{c_r^3 - x_{lag\_right}^3}{6c_r^3} \int_0^\pi C_{p\_vb} \sin \theta \cos \theta \, d\theta = -\frac{1}{2} \frac{c_r^3 - x_{lag\_right}^3}{6c_r^3} C_{p\_vb}
\]

\[
\frac{c_r^3 - x_{lag\_left}^3}{6c_r^3} \int_{\frac{\pi}{2}}^\pi C_{p\_vb} \sin \theta \cos \theta \, d\theta = \frac{1}{2} \frac{c_r^3 - x_{lag\_left}^3}{6c_r^3} C_{p\_vb}
\]

Therefore substitute into Eq. (2.45), we have

\[
C_{l\_int} = \frac{x_{lag\_right}^3}{6c_r^3} \int_0^\pi \left[ q_{8\theta} (v_{s1} \dot{a} + v_{s2} \dot{b} + v_{s3} \dot{c} + v_{s4} \dot{d} + v_{s5} \dot{\gamma}_l + v_{s6} \dot{\gamma}_r) + (q_{8\theta} v_{s5} + q_{7\theta}) \right]
\]

\[
+ \ddot{\phi}(v_{57} q_{8\theta})] \, d\theta + \frac{x_{lag\_left}^3}{6c_r^3} \int_{\frac{\pi}{2}}^\pi \left[ q_{8\theta} (v_{s1} \dot{a} + v_{s2} \dot{b} + v_{s3} \dot{c} + v_{s4} \dot{d} + v_{s5} \dot{\gamma}_l + v_{s6} \dot{\gamma}_r) \right]
\]

\[
+ (q_{8\theta} v_{s5} + q_{7\theta}) + \ddot{\phi}(v_{57} q_{8\theta})] \, d\theta + \frac{1}{6} \int_0^\pi \left[ q_{8\theta} (v_{91} \dot{a} + v_{92} \dot{b}) \right.
\]

\[
+ v_{93} \dot{c} + v_{94} \dot{d} + v_{95} \dot{\gamma}_l + v_{96} \dot{\gamma}_r) + (q_{8\theta} v_{98} + q_{7\theta}) + \ddot{\phi}(v_{97} q_{8\theta})] \, d\theta
\]

\[
+ \frac{1}{2} \frac{x_{lag\_right}^3 - x_{lag\_left}^3}{6c_r^3} C_{p\_vb}
\]

If we set

\[
C_{l\_int} = w_{s1} \dot{a} + w_{s2} \dot{b} + w_{s3} \dot{c} + w_{s4} \dot{d} + w_{s5} \dot{\gamma}_l + w_{s6} \dot{\gamma}_r + w_{36} \dot{\phi} + w_{38}
\]

(3.51)

then for \(k = 1, \ldots, 7\):

\[
w_{3k} = \frac{x_{lag\_right}^3}{6c_r^3} \int_0^{\pi/2} q_{8\theta} \left[ \int_{r_k}^{10_r} v_k \cdot dr + \int_{r_k}^{\sigma} - (v_{2k} \sin \theta + v_{3k} \cos \theta) \cdot d\theta \right] d\sigma
\]

\[
+ \frac{x_{lag\_left}^3}{6c_r^3} \int_{\pi/2}^{\pi} q_{8\theta} \left[ \int_{r_k}^{10_r} v_k \cdot dr + \int_{r_k}^{\sigma} - (v_{2k} \sin \theta + v_{3k} \cos \theta) \cdot d\theta \right] d\sigma
\]

\[
+ \frac{1}{6} \int_0^\pi q_{8\theta} \left[ \int_{-10_r}^{0_r} v_{3k} \cdot dr + \int_{-10_r}^{\sigma} - (v_{2k} \sin \theta + v_{3k} \cos \theta) \cdot d\theta \right] d\sigma
\]

and
\[
\begin{align*}
\dot{w}_{38} &= \frac{x_{lag \_right}^3}{6c_r^3} \left[ \int_0^{\pi/2} q_{8\theta} \left( \int r v_8 r \cdot dr + \int_{\pi/2}^0 v_{48} r \cdot d\theta \right) d\theta + \int_{0}^{\pi/2} q_{7\theta} d\theta \right] \\
+ \frac{x_{lag \_left}^3}{6c_r^3} \left[ \int_0^{\pi/2} q_{8\theta} \left( \int r v_8 r \cdot dr + \int_{\pi/2}^0 v_{48} r \cdot d\theta \right) d\theta + \int_{0}^{\pi/2} q_{7\theta} d\theta \right] \\
+ \frac{1}{6} \int_{0}^{\pi} q_{8\theta} \left( \int_{-10r}^{0} v_{18} r \cdot dr + \int_{0}^{\pi} v_{48} r \cdot d\theta \right) d\theta + \int_{0}^{\pi} q_{7\theta} d\theta \\
= \frac{1}{2} \frac{x_{lag \_right}^3 - x_{lag \_left}^3}{6c_r^3} C_{\rho \_vb}
\end{align*}
\]

Therefore substitute Eq. (3.51) into Eq. (2.42),

\[
\dot{\phi} = \frac{\rho c_r^2 \tan^2 \epsilon}{I_{xx}} \left( w_{31} \dot{a} + w_{32} \dot{b} + w_{33} \dot{c} + w_{34} \dot{d} + w_{35} \dot{\gamma}_1 + w_{36} \dot{\gamma}_r + w_{38} \phi + w_{38} \right)
\]

and solve for \( \ddot{\phi}(t) \)

\[
\ddot{\phi} = \frac{(w_{31} \ddot{a} + w_{32} \ddot{b} + w_{33} \ddot{c} + w_{34} \ddot{d} + w_{35} \ddot{\gamma}_1 + w_{36} \ddot{\gamma}_r + w_{38})}{C_1 - w_{37}}
\]

therefore we can set

\[
\ddot{\phi} = h_1 \ddot{a} + h_2 \ddot{b} + h_3 \ddot{c} + h_4 \ddot{d} + h_5 \ddot{\gamma}_1 + h_6 \ddot{\gamma}_r + h_7
\]

where

\[
C_1 = \frac{I_{xx}}{\rho c_r^2 \tan^2 \epsilon}
\]

Now all the state variables are clearly defined, and all the equations are transformed into real valued calculations. They are ready for solving for the state equations systematically.
Chapter 4

Solving for State Equations and Simplification

As described in the goal of the new model in Chapter 3, 10 state variables are identified. The flow equations and rigid body equations together will be used to derive 10 state equations. The system inputs are assumed to affect the vortex strength rate in a linear fashion. The system outputs which are wing surface air pressure measurements need to be solved as well. Finally, all the state equations and output equations constituting the model are simplified.

4.1 Solve for state equations

Now all equations governing the flow field and rigid body state variables have been transformed into equations in real quantities. However, since the system state derivatives are entangled with each other in the equations, which need to be solved for the state derivatives to get the system state equations. Note that the equations can be taken as a series of linear equations in respect to the state derivatives. The vortex core velocity in y and z direction have been solved in Chapter 3, they are

\[ \dot{a} = g_1 + g_2 \dot{y}_t \]  
(3.24)

\[ \dot{b} = g_3 + g_4 \dot{y}_l \]  
(3.25)

\[ \dot{c} = g_5 + g_6 \dot{y}_r \]  
(3.26)

\[ \dot{d} = g_7 + g_8 \dot{y}_r \]  
(3.27)

Substitute Eq. (3.15) and (3.52) into Eq. (3.14), we have
Similarly, substitute Eq. (3.17) and (3.52) into Eq. (3.16), we have

\[ m_2 \ddot{y}_l = (f_1 + k_2 h_1)\dot{a} + (f_2 + k_2 h_2)\dot{b} + (f_3 + k_2 h_3)\dot{c} + (f_4 + k_2 h_4)\dot{d} \]
\[ + (k_2 h_5)\ddot{y}_l + (k_2 h_6)\ddot{y}_r + (k_1 + k_2 h_7) \]  

(4.1)

To solve for \( \dot{y}_l \) and \( \dot{y}_r \), Eq. (3.24) through (3.27) are substituted into Eq. (4.1) and (4.2), therefore we have:

\[ m_2 \ddot{y}_l = [(f_1 + k_2 h_1)g_1 + (f_2 + k_2 h_2)g_2 + (f_3 + k_2 h_3)g_5 + (f_4 + k_2 h_4)g_7 + (k_1 + k_2 h_7)] \]
\[ + [(f_1 + k_2 h_1)g_2 + (f_2 + k_2 h_2)g_4 + k_2 h_6]\ddot{y}_l \]
\[ + [(f_3 + k_2 h_3)g_6 + (f_4 + k_2 h_4)g_8 + k_2 h_6]\ddot{y}_r \]  

(4.3)

and

\[ m_4 \ddot{y}_r = [(f_6 + k_4 h_1)g_1 + (f_7 + k_4 h_2)g_3 + (f_8 + k_4 h_3)g_5 + (f_9 + k_4 h_4)g_7 + (k_3 + k_4 h_7)] \]
\[ + [(f_6 + k_4 h_1)g_2 + (f_7 + k_4 h_2)g_4 + k_4 h_6]\ddot{y}_l \]
\[ + [(f_8 + k_4 h_3)g_6 + (f_9 + k_4 h_4)g_8 + k_4 h_6]\ddot{y}_r \]  

(4.4)

Set

\[ p_1 = [(f_1 + k_2 h_1)g_1 + (f_2 + k_2 h_2)g_3 + (f_3 + k_2 h_3)g_5 + (f_4 + k_2 h_4)g_7 + (k_1 + k_2 h_7)] \]  

(4.5)

\[ p_2 = (f_1 + k_2 h_1)g_2 + (f_2 + k_2 h_2)g_4 + k_2 h_5 \]  

(4.6)

\[ p_3 = (f_3 + k_2 h_3)g_6 + (f_4 + k_2 h_4)g_8 + k_2 h_6 \]  

(4.7)

\[ p_4 = [(f_6 + k_4 h_1)g_1 + (f_7 + k_4 h_2)g_3 + (f_8 + k_4 h_3)g_5 + (f_9 + k_4 h_4)g_7 + (k_3 + k_4 h_7)] \]  

(4.8)

\[ p_5 = (f_6 + k_4 h_1)g_2 + (f_7 + k_4 h_2)g_4 + k_4 h_5 \]  

(4.9)
\[ p_6 = (f_6 + k_4 h_5) g_6 + (f_6 + k_4 h_4) g_5 + k_4 h_6 \] (4.10)

\[ p_7 = \frac{p_1 (m_4 - p_6) + p_3 p_4}{(m_4 - p_6) (m_2 - p_2) - p_3 p_5} \] (4.11)

\[ p_8 = \frac{p_4 (m_2 - p_2) + p_1 p_5}{(m_4 - p_6) (m_2 - p_2) - p_3 p_5} \] (4.12)

Thus Eq. (4.3) and (4.4) become:

\[ m_2 \dot{\gamma}_l = p_1 + p_2 \dot{\gamma}_l + p_3 \dot{\gamma}_r \]

\[ m_4 \dot{\gamma}_r = p_4 + p_5 \dot{\gamma}_l + p_6 \dot{\gamma}_r \]

Solve these equations, we get

\[ \dot{\gamma}_l = p_7 \] (4.5)

\[ \dot{\gamma}_r = p_8 \] (4.6)

Substitute into Eq. (3.24) through (3.27)

\[ \dot{a} = g_1 + g_2 p_7 \] (4.7)

\[ \dot{b} = g_3 + g_4 p_7 \] (4.8)

\[ \dot{c} = g_5 + g_6 p_8 \] (4.9)

\[ \dot{d} = g_7 + g_8 p_8 \] (4.10)

and substitute Eq. (4.5) through (4.10) into Eq. (3.52), we get

\[ \ddot{\phi} = (h_1 g_1 + h_2 g_3 + h_3 g_5 + h_4 g_7 + h_5) + (h_1 g_2 + h_2 g_4 + h_3) p_7 + (h_3 g_6 + h_4 g_8 + h_5) p_8 \]

Together with the equation of the vortex breakdown location Eq. (2.40), all the state equations have been derived according to the modeling goal described at the beginning of Chapter 3.
4.2 The system output

As derived in Chapter 3, the system has the output as:

\[ y_1 = x_1 = \phi, \text{ the roll angle} \]

\[ y_2 = x_2 = \dot{\phi}, \text{ the roll velocity} \]

The rest output variables are the pressure coefficients \( C_p(\theta_k) \) that are described by Eq. (3.46). It involves terms including \( \frac{\partial \Phi_\theta}{\partial t}, \Phi_x \) and \( q_\theta \). The flow potential \( \Phi_x \) is expressed by Eq. (3.47) and (3.48) for the top surface and the bottom surface respectively, and the tangential velocity \( q_\theta \) are calculated by Eq. (3.33).

Now to get the flow potential rate \( \frac{\partial \Phi_\theta}{\partial t} \), for the top surface, substitute Eq. (4.5) through (4.10) into Eq. (3.44), we have

\[
\frac{\partial \Phi_\theta}{\partial t} = (v_{51} + v_{57} h_1)(g_1 + g_2 p_7) + (v_{52} + v_{57} h_2)(g_3 + g_4 p_7) + (v_{53} + v_{57} h_3)(g_5 + g_6 p_8) \\
+ (v_{54} + v_{57} h_4)(g_7 + g_8 p_8) + (v_{55} + v_{57} h_5)(p_7) + (v_{56} + v_{57} h_6)(p_8) + (v_{58} + v_{57} h_7)
\]

similarly, for the bottom surface, we have

\[
\frac{\partial \Phi_\theta}{\partial t} = (v_{91} + v_{97} h_1)(g_1 + g_2 p_7) + (v_{92} + v_{97} h_2)(g_3 + g_4 p_7) + (v_{93} + v_{97} h_3)(g_5 + g_6 p_8) \\
+ (v_{94} + v_{97} h_4)(g_7 + g_8 p_8) + (v_{95} + v_{97} h_5)(p_7) + (v_{96} + v_{97} h_6)(p_8) + (v_{98} + v_{97} h_7)
\]
4.3 Simplification of the state equations

4.3.1 State equations

Even though all the state equations have been derived, there are many repeated calculations. Simplifying these equations will not only simplify the expression of the system, but also will simplify the control design, and computation/simulation time. Sorting out and merging common terms and applying intermediate variables and functions, finally we have the simplified state equations together with the control input as:

\[ \begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= (h_1 g_1 + h_2 g_3 + h_3 g_5 + h_4 g_7 + h_7) + (h_1 g_2 + h_2 g_4 + h_5) p_7 + (h_5 g_6 + h_4 g_8 + h_6) p_8 \\
\dot{x}_3 &= g_1 + g_2 p_7 + u_1 \\
\dot{x}_4 &= g_3 + g_4 p_7 + u_2 \\
\dot{x}_5 &= g_5 + g_6 p_8 + u_3 \\
\dot{x}_6 &= g_7 + g_8 p_8 + u_4 \\
\dot{x}_7 &= p_7 + u_5 \\
\dot{x}_8 &= p_8 + u_6 \\
\dot{x}_9 &= \frac{K_{s1}}{\beta} x_1 - \frac{1}{\beta} x_9 + \frac{K_{s2}}{\beta} u_7 \\
\dot{x}_{10} &= -\frac{K_{s1}}{\beta} x_1 - \frac{1}{\beta} x_{10} + \frac{K_{s2}}{\beta} u_8
\end{align*} \]

\( p_1 \) through \( p_8 \) are expressed by Eq. (4.5) through (4.10). And

\[ m_2 = n_{11}^2 (x_3, x_4) n_{41}^2 \]
Each state equation is expressed by some of or all the states. The more states involved in a state equation, the more complicated the system is for control design. These 10 state equations are the functions of the states:

\[ \dot{x}_1 = F_1(x_2) \]
\[ \dot{x}_2, \ldots, 8 = F_{2, \ldots, 8}(x_1, x_2, \ldots, x_{10}) \]
\[ \dot{x}_9 = F_9(x_1, x_9) \]
\[ \dot{x}_{10} = F_{10}(x_1, x_{10}) \]

The equations show that the system is not a sparse system of equations. The control design calculation will be very complicated. Therefore further simplification of the equations before designing control is obviously important.

4.3.2 The output of the system

The output of the system includes:

\[ y_1 = x_1 = \phi, \text{ the roll angle} \]
\[ y_2 = x_2 = \dot{\phi}, \text{ the roll velocity} \]
\[ y_{k+2} = C_p(\theta_k, x_{cr}), \quad 0 < \theta_k < \pi \]

where

\[ C_p(\theta) = q_{5\theta} + c_7 \frac{\partial \Phi}{\partial t} \]

where
\[ q_{5\theta} = c_9 x_2 - c_{12} \Phi_x - \Phi_x^2 + \frac{[q_{\theta}/2 \sin \theta]^2}{U_\infty^2} - 8 \left[ x_2 \frac{2 \cos \theta}{c_2} \right]^2 \]

for the top surface,

\[ \frac{\partial \Phi_{\theta}}{\partial t} = (v_{51} + v_{57} h_1)(g_1 + g_2 p_7) + (v_{52} + v_{57} h_2)(g_3 + g_4 p_7) + (v_{53} + v_{57} h_3)(g_5 + g_6 p_8) \]
\[ + (v_{54} + v_{57} h_4)(g_7 + g_8 p_8) + (v_{55} + v_{57} h_5)(p_7) + (v_{56} + v_{57} h_6)(p_8) + (v_{58} + v_{57} h_7) \]

\[ \Phi_x = \left[ \int_{r_{\text{top}}}^{r_{\text{out}}} n_{\Phi_3} \cdot dr + \int_{\Phi_{\theta,\text{mid}}}^{\Phi_{\theta,\text{top}}} q_{\theta} \cdot d\Phi \right] + \left( q_{\theta} \cos \theta \sin \theta \right) - (2c_4 \cos \theta \Phi_{\theta,2}) \]

\[ n_{\Phi_3} = c_4 \left[ -n_{\Phi_3}(-1 + \frac{1}{r^2}) - x_3 x_7 \left( \frac{1}{n_{r_3}(x_3, x_4, r)} \right) - x_3 x_8 \left( \frac{1}{n_{r_3}(x_5, x_6, r)} \right) \right] \]

and for the bottom surface,

\[ \frac{\partial \Phi_{\theta}}{\partial t} = (v_{91} + v_{97} h_1)(g_1 + g_2 p_7) + (v_{92} + v_{97} h_2)(g_3 + g_4 p_7) + (v_{93} + v_{97} h_3)(g_5 + g_6 p_8) \]
\[ + (v_{94} + v_{97} h_4)(g_7 + g_8 p_8) + (v_{95} + v_{97} h_5)(p_7) + (v_{96} + v_{97} h_6)(p_8) + (v_{98} + v_{97} h_7) \]

\[ \Phi_x = \left[ \int_{-\pi}^{\pi} n_{\Phi_4} \cdot dr + \int_{\Phi_{\theta,\text{mid}}}^{\Phi_{\theta,\text{bottom}}} q_{\theta} \cdot d\Phi \right] + \left( q_{\theta} \cos \theta \sin \theta \right) - (2c_4 \cos \theta \Phi_{\theta,2}) \]

\[ n_{\Phi_4} = c_4 \left[ n_{\Phi_3} \frac{2r n_{\theta_2} + (1 - r^2) n_{\Phi_3}}{(1 + r^2)^2} \right] + x_7 \left[ \frac{n_{r_3}(x_3, x_4) n_{x_9}(x_3, x_4)}{n_{r_7}(x_3, x_4, r)} \right] + x_8 \left[ \frac{n_{r_3}(x_5, x_6) n_{x_9}(x_5, x_6)}{n_{r_8}(x_5, x_6, r)} \right] \]

and for all the surfaces, the tangential velocity becomes as:

\[ q_{\theta} = c_9 x_2 (1 - 2 \sin \theta^2) - c_4 \{-2 \cos(\theta - \phi) + x_7 \frac{1 - n_{r_3}(x_3, x_4, \theta)}{n_{\theta_1}(x_3, x_4, \theta)} \} \]
\[-n_3(x_3, x_4) \frac{[n_3(x_3, x_4) - n_{13}(x_3, x_4, \theta)]}{n_{12}(x_3, x_4, \theta)} - n_3(x_5, x_6) \frac{[n_3(x_5, x_6) - n_{13}(x_5, x_6, \theta)]}{n_{12}(x_5, x_6, \theta)} \]

\[= \frac{1 - n_{13}(x_3, x_6, \theta)}{n_{11}(x_5, x_6, \theta)} \]

4.3.3 Intermediate functions

After simplification, \( f_i \) and \( k_i \) functions become:

\[f_1 = \{4x_3n_{11} (x_3, x_4) n_{41} - n_6(x_3, x_4) n_5(x_3, x_4) [2x_3n_{41} + n_{11}(x_3, x_4) n_{11}(x_3, x_4) n_{41} - n_6(x_3, x_4) n_5(x_3, x_4) (n_{41} + n_{11}(x_3, x_4) x_5)] \times \frac{n_{14}(x_5, x_6) n_{11} - x_5c_3x_2}{n_{14}(x_5, x_6) n_{11} - x_5c_3x_4} \]

\[f_2 = 2x_4[2n_{14}(x_3, x_4) n_{11}(x_3, x_4) n_{41} - n_6(x_3, x_4) n_5(x_3, x_4) (n_{41} + n_{11}(x_3, x_4) x_5)] \]

\[f_3 = n_6(x_3, x_4) n_5(x_3, x_4) n_{11}(x_3, x_4) [(2x_3n_{11} - c_3x_2) n_{41} - (n_{14}(x_5, x_6) n_{11} - x_5c_3x_2) (x_4^2 - 2x_3x_5 + 1 + x_4^2)] \]

\[f_4 = 2x_6n_6(x_3, x_4) n_5(x_3, x_4) n_{11}(x_3, x_4) [n_{14} n_{41} - (n_{14}(x_5, x_6) n_{11} - x_5c_3x_2) (-x_3)] \]

\[f_5 = n_6(x_5, x_6) n_5(x_5, x_6) n_{11}(x_5, x_6) [(2x_3n_{11} - c_3x_2) n_{41} - (n_{14}(x_3, x_4) n_{14} - x_5c_3x_2) x_5] \]

\[f_6 = \{4x_4n_{11}^2(x_5, x_6) n_{41} - n_6(x_5, x_6) n_5(x_5, x_6) [2x_5n_{41} + n_{11}(x_5, x_6) (x_3^2 - 2x_3x_5 + 1 + x_4^2)] \times \frac{n_{14}(x_3, x_4) n_{14} - x_5c_3x_2}{n_{14}(x_3, x_4) n_{14} - x_5c_3x_4} \]

\[f_7 = 2x_6[2n_{14}(x_5, x_6) n_{11}(x_5, x_6) n_{41} - n_6(x_5, x_6) n_5(x_5, x_6) (n_{41} - n_{11}(x_5, x_6) x_3)] \]
\[ x[n_{14}(x_3, x_4)n_{91} - x_3c_2 x_2] \]

\[ k_1 = n_6(x_3, x_4)n_5(x_3, x_4)[n_{14}(x_5, x_6)\cos(x_1 + \frac{\pi}{2})x_2]n_{11}(x_3, x_4)n_{41} \]

\[ k_2 = n_6(x_3, x_4)n_5(x_3, x_4)(-x_5c_3)n_{11}(x_3, x_4)n_{41} \]

\[ k_3 = n_6(x_5, x_6)n_5(x_5, x_6)[n_{14}(x_3, x_4)\cos(x_1 + \frac{\pi}{2})x_2]n_{11}(x_5, x_6)n_{41} \]

\[ k_4 = n_6(x_5, x_6)n_5(x_5, x_6)(-x_3c_3)n_{11}(x_5, x_6)n_{41} \]

And after simplification, \( g_i \) functions become:

\[ g_1 = \frac{1}{n_{52}(x_3, x_4)} \{-c_1[n_{51}(x_3, x_4)n_{54} + n_1(x_3, x_4)n_{53}(x_3, x_4)] + c_2 \left( \frac{m_{g1}[n_{51}^2(x_3, x_4) + n_1^2(x_3, x_4)]}{n_{52}(x_3, x_4)} \right) + (x_7 \sin \alpha) \frac{x_4n_5(x_3, x_4)n_7(x_3, x_4) - x_4n_8(x_3, x_4)n_{51}(x_3, x_4)}{n_5^2(x_3, x_4)n_6^2(x_3, x_4)} \] - \[ x_4x_2 \frac{n_6(x_3, x_4)}{n_5(x_3, x_4)n_6(x_3, x_4)} \]

\[ g_2 = -\frac{1}{x_7} \frac{1}{n_{52}(x_3, x_4)} \left[ n_{51}(x_3, x_4)(n_{54} + 1) + n_1(x_3, x_4)n_{53}(x_3, x_4) \right] \]

\[ g_3 = \frac{1}{n_{52}} \{-c_1[n_{51}(x_3, x_4)n_{53}(x_3, x_4) - n_1(x_3, x_4)n_{54}] + c_2 \left( \frac{-n_{g1}[n_{51}^2(x_3, x_4) + n_4^2]}{n_{52}(x_3, x_4)} \right) + (x_7 \sin \alpha) \frac{x_4n_5(x_3, x_4)n_7(x_3, x_4) + x_4n_8(x_3, x_4)n_1(x_3, x_4)}{n_5^2(x_3, x_4)n_6^2(x_3, x_4)} \]

\[ + x_4x_2 \frac{n_{10}(x_3, x_4)}{n_5(x_3, x_4)n_6(x_3, x_4)} \]
\[ g_4 = - \frac{1}{x_7 n_{52}(x_3, x_4)} \left[ n_{51}(x_3, x_4) n_{53}(x_3, x_4) - n_1(x_3, x_4) (n_{54} + 1) \right] \]

where if we set

\[ f_{n0}(\xi_1, \xi_2, \xi_8, \xi_9) = -c_5 \xi_8 \int_0^{2\pi} \frac{\sin \theta \cos \theta \xi_9}{(\xi_1 - \cos \theta)^2 + (\xi_2 - \sin \theta)^2} d\theta \]

\[ f_{n1}(\xi_1, \xi_2, \xi_8, \xi_9, \xi_71, \xi_72, n_{j1}, f_{n0}(\xi_1, \xi_2, \xi_8, \xi_9)) \]

\[ = c_6 \left[ \frac{(\xi_2 - \xi_4)^2}{(\xi_1 - \xi_3)^2 + (\xi_2 - \xi_4)^2} - \frac{(\xi_2(\xi_3^2 + \xi_4^2) - \xi_4}{(\xi_1 + \xi_2^2)(\xi_3^2 + \xi_4^2) - 2(\xi_1 \xi_3 + \xi_2 \xi_4) + 1} \right] \]

\[ + f_{n0}(\xi_1, \xi_2, \xi_8, \xi_9) \]

then

\[ m_{g1} = f_{n1}(x_3, x_4, x_5, x_6, x_7, x_8, \sin x_1, \cos x_1, 1, f_{n0}(x_3, x_4, x_2, (x_3 - \cos \theta))) \]

\[ n_{g1} = f_{n1}(x_4, x_3, x_6, x_5, x_7, x_8, \cos x_1, \sin x_1, 1, f_{n0}(x_1, x_2, x_2, (x_4 - \sin \theta))) \]

and

\[ g_5 = \frac{1}{n_{52}(x_5, x_6)} \left[ -c_1 [n_{51}(x_5, x_6)] n_{64} \right. \]

\[ + n_1(x_5, x_6) n_{53}(x_5, x_6) + c_2 \left[ m_{g2} \left[ n_{51}^2(x_5, x_6) + n_1^2(x_5, x_6) \right] \right. \]

\[ - \left( x_8 \sin \alpha \right) \frac{n_1(x_5, x_6) n_7(x_5, x_6) - x_6 n_8(x_5, x_6) n_{24}(x_5, x_6)}{n_5^2(x_5, x_6) n_6^2(x_5, x_6)} \]

\[ - x_6 x_2 \frac{n_9(x_5, x_6)}{n_5(x_5, x_6) n_6(x_5, x_6)} \]

\[ g_6 = - \frac{1}{x_8 n_{52}(x_3, x_4)} \left[ n_{51}(x_5, x_6) (n_{64} - 1) + n_1(x_5, x_6) n_{53}(x_5, x_6) \right] \]
$g_7 = \frac{1}{n_{52}(x_5, x_6)} \{ -c_1(n_{51}(x_5, x_6) n_{53}(x_5, x_6) \\
- n_1(x_5, x_6) n_{64}) + c_2 \frac{-n_{g2}^2[n_{51}^2(x_5, x_6) + n_1^2(x_5, x_6)]}{n_{52}(x_5, x_6)} \\
- (x_8 \sin \alpha) \frac{x_5 n_7(x_5, x_6)n_{51}(x_5, x_6) + x_6 n_8(x_5, x_6)n_1(x_5, x_6)}{n_5^2(x_5, x_6)n_6^2(x_5, x_6)} \} \\
+ x_8 x_2 \frac{n_{10}(x_5, x_6)}{n_5(x_5, x_6)n_6(x_5, x_6)}$

$g_8 = -\frac{1}{x_8} \frac{1}{n_{52}(x_5, x_6)} [n_{51}(x_5, x_6) n_{33}(x_5, x_6) - n_1(x_5, x_6)(n_{64} - 1)]$

where

$m_{g1} = f_{g1}(x_5, x_6, x_3, x_4, x_8, x_7, \sin x_1, \cos x_1, -1, f_{n0}(x_5, x_6, x_2, (x_5 - \cos \theta)))$

$n_{g1} = f_{g1}(x_6, x_5, x_4, x_3, x_8, x_7, \cos x_1, \sin x_1, -1, f_{n0}(x_5, x_6, x_2, (x_6 - \sin \theta)))$

and after simplification, $h_k$ functions become:

$h_k = \frac{w_{3k}}{c_{10} - w_{37}}, \quad k = 1, \ldots, 6$

$h_7 = \frac{w_{38}}{c_{10} - w_{37}}$

where for $k = 1, \ldots, 7$:

$w_{3k} = \frac{x_9^3}{6c_r^3} \int_0^\pi q_{8\theta} \left[ \int_0^{10r} v_k \cdot dr + \int_0^\sigma v_{4k} \cdot d\theta \right] d\sigma$

$+ \frac{x_{10}^3}{6c_r^3} \int_\frac{\pi}{2}^\pi q_{8\theta} \left[ \int_0^{10r} v_k \cdot dr + \int_\frac{\pi}{2}^\sigma v_{4k} \cdot d\theta \right] d\sigma$

$+ \frac{1}{6} \int_0^\pi q_{8\theta} \left[ \int_{-10r}^0 v_{1k} \cdot dr + \int_0^\pi v_{4k} \cdot d\theta \right] d\sigma$
and

\[
\begin{align*}
    w_{38} &= \frac{x_9^3}{6c_r} \left\{ \int_0^\pi q_{8\theta} \left[ \int_0^{10r} v_8 \cdot dr + \int_{\pi/2}^\pi v_{48} \cdot d\theta \right] d\sigma + \int_{\pi}^\sigma q_{7\theta} d\theta \right\} \\
    &+ \frac{x_{10}^3}{6c_r} \left\{ \int_{\pi}^\sigma q_{8\theta} \left[ \int_0^{10r} v_8 \cdot dr + \int_{\pi/2}^\pi v_{48} \cdot d\theta \right] d\sigma + \int_{\pi}^\sigma q_{7\theta} d\theta \right\} \\
    &+ \frac{1}{6} \left\{ \int_0^\pi q_{8\theta} \left[ \int_{-10r}^0 v_{18} \cdot dr + \int_{-\pi/2}^\sigma v_{48} \cdot d\theta \right] d\sigma + \int_0^\sigma q_{7\theta} d\theta \right\} \\
    &+ \frac{1}{2} \frac{x_9^3 - x_{10}^3}{6c_r^3} C_{p_vvb} \\
\end{align*}
\]

where

\[ q_{7\theta} = (q_{5\theta}) \sin \theta \cos \theta \]

\[ q_{8\theta} = c_7 \sin \theta \cos \theta \]

\[ C_{p_vvb} = C_{p0} \frac{\sin(\alpha_\phi) \cos(\alpha_\phi)}{\sin \alpha \cos \alpha}, \quad C_{p0} = -1.1 \]

\[ \alpha_\phi(\phi) = \tan^{-1}(\tan \alpha_{\phi3}) \]

and

\[
\begin{align*}
    v_1 &= c_4 x_7 \left\{ \frac{-n_{r3}(x_3,x_4,r) + 2x_3^2}{n_{r3}^2(x_3,x_4,r)} - \frac{-3x_3^2 - x_4^2}{n_{r2}(x_3,x_4,r)} - \frac{n_3(x_3,x_4)[2x_3^2(1 + 2n_{r1}(x_3,x_4,r)r)]}{n_{r2}^2(x_3,x_4,r)} \right\} \\
    v_2 &= c_4 x_7 \left\{ \frac{-x_3[2(r-x_4)]}{n_{r3}^2(x_3,x_4,r)} - \frac{-n_1(x_3,x_4)}{n_{r2}(x_3,x_4,r)} - \frac{n_3(x_3,x_4)x_3[2n_{r1}(x_3,x_4,r)(2x_4r-1)]}{n_{r2}^2(x_3,x_4,r)} \right\} \\
    v_3 &= c_4 x_8 \left\{ \frac{-n_{r3}(x_5,x_6,r) + 2x_5^2}{n_{r3}^2(x_5,x_6,r)} + \frac{-3x_5^2 - x_6^2}{n_{r2}(x_5,x_6,r)} \\
    &\quad+ \frac{n_3(x_5,x_6)(2x_5^2)[1 + 2n_{r1}(x_5,x_6,r)r]}{n_{r2}^2(x_5,x_6,r)} \right\} \\
\end{align*}
\]
\[ v_4 = c_4 x_6 \left\{ -x_5 \frac{2(r - x_6)}{n_{r_3} (x_5, x_6, r)} - \frac{n_1(x_5, x_6)}{n_{r_2} (x_5, x_6, r)} + \frac{n_3(x_5, x_6)x_6\left[2n_{r_1} (x_5, x_6, r)(2x_6r - 1)\right]}{n_{r_2} (x_5, x_6, r)} \right\} \]

\[ v_5 = c_4 \left[ -x_5 \left( \frac{1}{n_{r_3} (x_5, x_4, r)} - \frac{n_3(x_5, x_6)}{n_{r_2} (x_5, x_4, r)} \right) \right] \]

\[ v_6 = c_4 \left[ -x_5 \left( \frac{1}{n_{r_3} (x_5, x_6, r)} + \frac{n_3(x_5, x_6)}{n_{r_2} (x_5, x_6, r)} \right) \right] \]

\[ v_7 = -c_6 \int_0^{2\pi} \frac{\sin \theta \cos \theta (r - \sin \theta)}{(-\cos \theta)^2 + (r - \sin \theta)^2} d\theta \]

\[ v_8 = c_4 [n_{p_2} x_2 \left( 1 - \frac{1}{r^2} \right)] \]

and

\[ v_{11} = c_4 x_7 \left\{ -\frac{n_{r_7} (x_1, x_4, r)}{n_{r_7} (x_3, x_4, r)} - \frac{2n_{13}^2 (x_3, x_4)}{n_{r_7} (x_3, x_4, r)} + \frac{4n_3(x_3, x_4)x_3 + 2x_3^2 + n_3(x_3, x_4)}{n_{r_8} (x_3, x_4, r)} \right\} \]

\[ v_{12} = c_4 x_7 \left\{ -\frac{n_{11} (x_1, x_4)}{n_{r_7} (x_3, x_4, r)} + \frac{2x_4 (2n_1(x_3, x_4) + x_4)}{n_{r_8} (x_3, x_4, r)} \right\} \]

\[ v_{13} = c_4 x_7 \left\{ -\frac{n_{r_7} (x_5, x_6, r)}{n_{r_7} (x_5, x_6, r)} - \frac{2n_{13}^2 (x_5, x_6)}{n_{r_7} (x_5, x_6, r)} + \frac{4n_3(x_5, x_6)x_5 + 4x_5^2 + n_3(x_5, x_6)}{n_{r_8} (x_5, x_6, r)} \right\} \]

\[ v_{14} = c_4 x_7 \left\{ -\frac{n_{13} (x_5, x_6)}{n_{r_7} (x_5, x_6)} + \frac{2x_6 (2n_{23} + x_6)}{n_{r_8} (x_5, x_6, r)} \right\} \]
\[ v_{15} = c_4 \left\{ \frac{-n_{13}(x_1, x_4)}{n_{n_7}(x_3, x_4, r)} + \frac{n_3(x_1, x_4)n_{12}(x_3, x_4)}{n_{n_7}(x_3, x_4, r)} \right\} \]

\[ v_{16} = c_4 \left\{ \frac{n_{13}(x_5, x_6)}{n_{n_7}(x_5, x_6, r)} - \frac{n_3(x_5, x_6)n_{12}(x_5, x_6)}{n_{n_7}(x_5, x_6, r)} \right\} \]

\[ v_{17} = -c_6 \int_0^{2\pi} \frac{\sin \theta \cos \theta (r + \sin \theta)}{(1 + \cos \theta)^2 + (r + \sin \theta)^2} d\theta \]

\[ v_{18} = c_4 x_2 \left\{ \frac{2r n_{\phi_3} - (1 - r^2) n_{\phi_2}}{(1 + r^2)^2} \right\} \]

Now let

\[ f_{n_2}(y_1, y_2, y_3, y_4, y_5, n_{y_1}) \]

\[ = -n_{y_1} c_4 \tilde{\xi}_3 \left( -[\xi_{4c} - \xi_1] + (\xi_{4s} - \xi_2)^2 \right) + 2(1 - (\xi_{4s} + \xi_1)) (\xi_{4c} - \xi_1) \]

\[ \frac{[4\tilde{\xi}_4^2 + \tilde{\xi}_5^2 - 2\tilde{\xi}_4 \tilde{\xi}_5 - 3\tilde{\xi}_5^2 + \tilde{\xi}_5^2] \tilde{\xi}_6}{[\tilde{\xi}_4^2 + \tilde{\xi}_5^2 - \tilde{\xi}_1^2 + (\tilde{\xi}_4^2 + \tilde{\xi}_5^2) \tilde{\xi}_6 - \tilde{\xi}_2^2]^2} \]

\[ + \frac{2\tilde{\xi}_1^2 + \tilde{\xi}_2^2)(\tilde{\xi}_1^2 + \tilde{\xi}_2^2) - (\tilde{\xi}_1^2 + \tilde{\xi}_2^2) \tilde{\xi}_6}{[\tilde{\xi}_1^2 + \tilde{\xi}_2^2 - \tilde{\xi}_5^2 + (\tilde{\xi}_1^2 + \tilde{\xi}_2^2) \tilde{\xi}_6 - \tilde{\xi}_7^2] \tilde{\xi}_8 - \tilde{\xi}_3^2} \]

then

\[ v_{41} = f_{n_2}(x_3, x_4, x_7, \sin \theta, \cos \theta, 1) \]

\[ v_{42} = f_{n_2}(x_4, x_3, x_7, \cos \theta, \sin \theta, 1) \]

\[ v_{43} = f_{n_2}(x_5, x_6, x_8, \sin \theta, \cos \theta, -1) \]

\[ v_{44} = f_{n_2}(x_6, x_5, x_8, \cos \theta, \sin \theta, -1) \]
The equations are greatly simplified by applying the intermediate variables and functions. After simplification, many equations are found to have the same terms as some other equations do except their signs are opposite of each other. This will greatly help control design. The simplified equations will greatly reduce the working load for control designs.

Now that the system can be completely expressed by all the state equations and output equations derived and simplified in this Chapter, it is ready to validate the new model by comparing the computation results to that of the original Arena and Myatt models.
Chapter 5

Model Validation- Results and Analysis

After we have derived the state equations, the system can be implemented in Simulink to simulate the dynamic wing rocking. In this Chapter, the logic and structure of the model implemented in Simulink are described first. Then the simulation results of the new model are compared with that of the original Arena and Myatt models to verify the new model.

The validation of the current model can be accomplished by comparing the simulation results from the current model with that from Arena and Myatt models. Because the current model evolves from Arena and Myatt models applying the same assumptions, theories and flow dynamic equations, the only difference is that from the same basis the current model is developed through a series of mathematical transformation without adding any additional theories or equations. Therefore if Arena and Myatt models are correct, the current model is correct. And Arena and Myatt models have been proven valid by experiment results having good agreement with their mathematical model simulation results in delta wing flow dynamics [1][2]. Therefore based on these facts and reasoning, the current model will be validated by comparing the simulation results of the current model with that of Arena and Myatt models.
5.1 SIMULINK diagram

The new model is implemented by SIMULINK. Fig. 5.1 shows the main structure of the model. It consists of two blocks: the Flow Dynamics block that represents the flow field dynamics and the Wing Dynamics block which represents the rigid-body wing motion equations. On the left side of the Flow Dynamics block are the parameters and inputs that can be adjusted including the angle of attack $\alpha$ and the sweep-angle $\lambda$. The control input is the jet or other flow control effector for both the left and right side of the wing. The control input is assumed to affect the vortex strength and the vortex breakdown location. On the right side of the Wing Dynamics block is the output including the roll angle $\phi$, the roll rate $\dot{\phi}$ and the surface air pressure $C_p$. The roll angle and roll angle rate are not only the system output, but also function as an internal feedback driving the Flow Dynamics block.

Figure 5.1 The SIMULINK diagram for the dynamic state system
In the Wing rigid-body Dynamics block as shown in Fig. 5.2, the roll acceleration comes out as the result of the equation of motion of the rigid-body wing. By integration over time, the roll angle rate and the roll angle are derived.

Wing Dynamics

Figure 5.2 The wing rigid-body dynamic sub diagram

In the Flow Dynamics block, as shown in Fig. 5.3, the vortex breakdown location and the air pressure before and aft of the vortex breakdown points are calculated individually in separate blocks. The calculation for the total roll moment of the wing requires all these results together. All the state equations except the vortex breakdown location equations are implemented in one function block. After the integration of the state variables over time, the vortex strength and positions function as an internal feedback to the state equation block as well.
Figure 5.3 The Flow Dynamic subsystem diagram
5.2 Simulation result

Arena model mainly focuses on wing rock and Myatt’s related research is on vortex breakdown location, therefore validating the current model is implemented by focusing on the comparison between this model and Arena and Myatt models on wing rock and vortex breakdown location movement. And since of all the state variables in the system, the roll angle and roll rate are among the most important states in flying motion, their variations during the flying motion is focused on in the comparison.

Fig. 5.4.1 shows the vortex breakdown location movement along the wing longitudinal axis in a harmonic roll motion. Fig. 5.4.1.A shows the location of the starboard wing vortex. When at the zero roll angle and the wing is still, the vortex breakdown location is at 0.65 of the wing root chord. After the wing starts to roll, the movement of the vortex breakdown point stabilizes on the outer curve as shown in Fig. 5.4.1.A. If the delta wing rolls in the positive direction, the vortex breakdown point moves in the direction which is from the trailing edge toward the wing apex. The vortex breakdown point moves in the opposite direction when the wing rolls towards negative roll angle. Fig. 5.4.1.B shows for the left wing vortex which is similar to the right vortex, except its movement direction is opposite of Fig. 5.4.1.A.

Figures 5.4.1 result shows exactly the same as that of Figures 5.4.2 that are derived by Matlab programming based on Myatt model. Both use the fixed-point-step calculation adopting 0.01 as the step the current model proves correct depicting vortex breakdown location movement along the root chord axis with respect to Myatt model.
A) Right vortex
B) Left vortex
Figure 5.4.1 Vortex breakdown location movement in a harmonic motion of delta wing (current model). The roll angle of 33° and frequency of 0.02 Hz (x: roll angle; y: vortex breakdown location)

A) Right vortex
B) Left vortex
Figure 5.4.2 Vortex breakdown location movement in a harmonic motion of delta wing (Myatt model). The roll angle of 33° and frequency of 0.02 Hz (x: roll angle; y: vortex breakdown location)

Fig. 5.5 from the SIMULINK simulation of the new model and Fig. 5.6 from the original model program show that without vortex breakdown, if the wing initially is released from a very small roll angle such as -0.5°, the wing will roll back and forth to gradually larger roll angles until it reaches a stabilized oscillation. The two pictures are very similar to each other except that the SIMULINK model has about 5% faster rolling frequency rpm and about 5% smaller oscillation amplitude of Arena model result. This
may be attributed to that SIMULINK uses variable time step numerical integration while the original program uses fixed time step.

Figure 5.5 Roll angle vs. time for the wing rock phenomenon (the current model). Initial roll angle: \(-0.5^\circ\), angle of attack: \(20^\circ\)

Figure 5.6 Roll angle vs. time for the wing rock phenomenon (Arena model). Initial roll angle: \(-0.5^\circ\), angle of attack: \(20^\circ\)
Figs. 5.7 form the new model and Fig. 5.8 from the original model both show that without vortex breakdown, after the wing is released from a large roll angle such as 85°, the wing will also reach a stabilized oscillation with the same roll amplitude and frequency as in the previous case except that the stabilizing time is much shorter than in the previous case. That is because in this situation, the initial vortex strength and position are much closer to the stabilized oscillation condition than in the previous case where the initial roll angle is very small.

Figure 5.7 Roll angle vs. time for the wing rock phenomenon (the current model). Initial roll angle 85°, angle of attack 20°

Figure 5.8 Roll moment vs. time for the wing rock phenomenon (Arena model). Initial roll angle of 85°, angle of attack: 20°
Figs. 5.9 and 5.10 for the initial roll angle of -0.5° and 85° respectively show the current and the Arena model show that the limit cycle consisting of the roll angle as ‘x’ axis and the roll rate as ‘y’ axis. Both of them start from a point, i.e. (85, 0), that is far from the limit cycle, and gradually merge onto the stable limit cycle as time goes by.

Fig. 5.11 shows that with vortex breakdown if the wing is released from a small roll angle such as -0.5°, it will roll down to larger negative roll angles while oscillating with amplitude that is gradually getting smaller until finally the wing is stabilized at -8.6° as
time goes by. This is the effect of both the vortex impacts on the area before the vortex breakdown point and the surface air pressure aft of the vortex breakdown point. The vortex breakdown point moves along the wing longitudinal axis as the wing rolls, the vortex breakdown point decides the border between the vortex area and the aft-of-vortex breakdown area, and the roll moment comes from the impacts of both of them. Therefore the vortex breakdown effect has a great influence on the wing rolling.

![Graph showing roll angle vs. time with vortex breakdown. Initial roll angle: -0.5°, angle of attack: 20°, sweep angle: 80°.]

Figure 5.11  Roll angle vs. time with vortex breakdown. Initial roll angle: -0.5°, angle of attack: 20°, sweep angle: 80°

Through all the comparison and analysis, the current model proves to have correctly depicted the flow dynamics around delta wing, so that this model has the same simulation results in every aspect as that from Arena and Myatt models. The calculation results are accurate compared to that of Arena and Myatt models, though there are small differences such as the current model has 5% lower stable roll angle and 5% higher roll rate. These discrepancies come from the fact that the current model in Simulink uses automatic
adjusted sampling-time step, while Arena and Myatt models in Matlab program use fixed time step in mathematical simulation.

On the whole, since the current model have proved being correct depicting the flow dynamics on the delta wing in accordance with Arena and Myatt models, and it now consists a set of standard low-order non-linear state-space equations on which control methods can be relatively more easily applied, the goal and objectives described at the end of Chapter 2 has been accomplished.
Chapter 6

Summary and Conclusions

In this thesis, a unique low-order, nonlinear state equation model has been developed. In this model, there are 10 independent variables and they are defined as the 10 states of this nonlinear system. This model evolved from two theoretical models on air flow mechanics above delta wing including the wing rock model of Arena [1] and the vortex breakdown model of Myatt [2], through a series of transformations, differentiations, and simplifications. Simulation results of the new model have been shown to have good agreement with that of the original models.

This model is important in that it not only provides an analytical insight in the delta wing flow field characteristics, but also facilitates closed-loop flow control system design and simulation. Because this new model has the same input and output definition as the experimental delta wing model does, flow controllers designed and verified with this model can be applied to an experimental test article or an aircraft. In addition, since applying jet actuators can implement the system control input including vortices position movement, vortices strength rate and the vortex breakdown location movement, attitude control can be accomplished without flaps. Therefore controlling the experimental model to improve flying performance can be achieved by applying a variety of control methods to the computational model. Thus the computational model and the experimental model complement each other.

In future studies, the new model may be further simplified by omitting some insignificant components in each equation, which will greatly simplify the applied control
mechanism calculations that involve 10 states. And among the system outputs, the pressure sensor’s relative positions along the root cord in the new computational model should be adjusted to have the same relative position of the sensor in the experimental model, so that outputs from both models can be directly compared and verified.

A variety of nonlinear control methods can be applied to this model such as Trajectory Linearization, Gain Scheduling and Sliding Mode Control methods. Since the system control inputs affect the vortex strength, y and z vortex position, and vortex breakdown location, in the future actuators on the top surface of delta wing can efficiently implement control input on vortex parameters by being adjusted to appropriate angle and eject appropriate amount of air as a function of time. But before that some preparation work needs to be done such as the movement of vortex position and breakdown location during wing rock need to be tracked, and the control actuator effectiveness on vortex strength and breakdown location needs to be established either theoretically or experimentally.
Appendix

Nomenclature

A. General symbols

- $c_r$ = root chord
- $C_p$ = pressure coefficient
- $c_l$ = roll moment coefficient in one cross flow section
- $c_{l, \text{int}}$ = total roll moment coefficient
- $b$ = trailing edge span
- $I_{xx}$ = roll moment of inertia
- $q_\theta$ = tangential velocity on the surface of the circle
- $S$ = wing area
- $U_\infty$ = free-stream velocity
- $W$ = complex velocity in the circle plane
- $x$ = axial distance from wing apex in physical plane
- $x_{vb}$ = vortex breakdown location
- $x_{vbs}$ = static vortex breakdown location
- $x_{vblag}$ = lag of vortex breakdown location
- $t'$ = nondimensional time, $tU_\infty / (b/2)$
- $\phi$ = roll angle
- $\dot{\phi}$ = roll angle velocity
- $\ddot{\phi}$ = roll angle acceleration
- $\alpha$ = angle of attack
- $\lambda$ = sweep angle
- $\sigma$ = complex coordinate in the physical plane
- $\zeta$ = complex coordinate in the circle plane
- $\zeta_l$ = complex coordinate of left vortex
- $\zeta_r$ = complex coordinate of right vortex
- $\gamma$ = vortex strength or circulation in conical coordinates
- $\gamma_l$ = left vortex strength
- $\gamma_r$ = right vortex strength
- $\varepsilon$ = apex half-angle, rad
- $\theta$ = angular coordinate in the circle plane
- $\Gamma$ = vortex strength or circulation
- $\Phi$ = total velocity potential
B. Intermediate variables

\[ c_1 = \frac{2 \cos \alpha}{x/c_r} \]

\[ c_2 = \frac{2}{x \tan \epsilon} \]

\[ c_3 = \frac{x \tan \epsilon}{c_r \sin \alpha} \]

\[ c_4 = U_\infty \sin \alpha \]

\[ c_5 = \frac{2x \tan \epsilon}{\pi} \]

\[ c_6 = U_\infty \frac{2x \tan \epsilon}{c_r \pi} \]

\[ c_7 = -\frac{x \tan \epsilon}{c_r U_\infty} \]

\[ c_8 = U_\infty x_{cr} \tan \epsilon \]

\[ c_9 = \sin \alpha \]

\[ c_{10} = \frac{I_{xx}}{\rho c_r^5 \tan^2 \epsilon} \]

\[ c_{11} = \frac{\tan \epsilon}{2} \]

\[ n_1 = 2ab \]

\[ n_2 = a^2 - b^2 \]

\[ n_3 = a^2 + b^2 \]

\[ n_4 = a^2 - b^2 - 1 = n_2 - 1 \]

\[ n_5 = (a + 1)^2 + b^2 \]

\[ n_6 = (a - 1)^2 + b^2 \]

\[ n_7 = a^4 - 2a^2b^2 - 3b^4 - 2a^2 - 2b^2 + 1 \]

\[ n_8 = 3a^4 + 2a^2b^2 - b^4 - 2a^2 - 2b^2 - 1 \]

\[ n_9 = a^4 + 2a^2b^2 + b^4 - 4a^2 - 4b^2 - 1 = n_5^2 - 4a^2 - 1 \]

\[ n_{10} = a^4 + 2a^2b^2 + b^4 + 4b^2 - 1 = n_5^2 + 4b^2 - 1 \]

\[ n_{11} = a^2 + b^2 - 1 = n_3 - 1 \]

\[ n_{12} = a^2 + b^2 + a = n_3 + a \]

\[ n_{21} = 2cd \]

\[ n_{22} = c^2 - d^2 \]
\[ n_{23} = c^2 + a^2 \]
\[ n_{24} = c^2 - d^2 - 1 = n_{22} - 1 \]
\[ n_{25} = (c + 1)^2 + d^2 \]
\[ n_{26} = (c - 1)^2 + d^2 \]
\[ n_{27} = c^4 - 2c^2d^2 - 3d^4 - 2c^2 - 2d^2 + 1 \]
\[ n_{28} = 3c^4 + 2c^2d^2 - d^4 - 2c^2 - 2d^2 - 1 \]
\[ n_{29} = c^4 + 2c^2d^2 + d^4 - 4c^2 - 1 = n_{23}^2 - 4c^2 - 1 \]
\[ n_{30} = c^4 + 2c^2d^2 + d^4 + 4d^2 - 1 = n_{23}^2 + 4d^2 - 1 \]
\[ n_{31} = c^2 + d^2 + 1 = n_{23} + 1 \]
\[ n_{32} = c^2 + a^2 + c = n_{23} + c \]
\[ n_{41} = (ca^2 - ac^2 - a - ad^2 + c + cb^2) \]
\[ n_{51} = n_2n_4 + n_1^2 \]
\[ n_{52} = n_4^2 + n_1^2 \]
\[ n_{53} = b - \frac{b}{n_3} \]
\[ n_{54} = a + \frac{a}{n_3} + 1 \]
\[ n_{61} = n_{22}n_{24} + n_{21}^2 \]
\[ n_{62} = n_{24}^2 + n_{21}^2 \]
\[ n_{63} = d - \frac{d}{n_{23}} \]
\[ n_{64} = c + \frac{c}{n_{23}} - 1 \]
\[ n_{r1} = (a^2 + b^2)r - b = n_{3}r - b \]
\[ n_{r2} = a^2 + n_{r1}^2 \]
\[ n_{r3} = a^2 + (r - b)^2 \]
\[ n_{r4} = (c^2 + d^2)r - d = n_{23}r - d \]
\[ n_{r5} = c^2 + n_{r4}^2 \]
\[ n_{r6} = c^2 + (r - d)^2 \]
\[ n_{r7} = (1 + a)^2 + (r + b)^2 \]
\[ n_{r8} = (a^2 + b^2 + a)^2 + [(a^2 + b^2)r + b]^2 \]
\[ n_{r9} = (1 + c)^2 + (r + d)^2 \]
\[ n_{r10} = (c^2 + d^2 + c)^2 + [(c^2 + d^2)r + d]^2 \]
\[ n_{i1} = (\cos \theta - a)^2 + (\sin \theta - b)^2 \]
\[ n_{i,2} = [(a^2 + b^2) \cos \theta - a]^2 + [(a^2 + b^2) \sin \theta - b]^2 \]
\[ n_{i,3} = (a^2 + b^2) \sin \theta - b \]
\[ n_{i,4} = (a^2 + b^2) \cos \theta - a \]
\[ n_{i,9} = \cos \theta - a \]
\[ n_{i,11} = \sin \theta - b \]
\[ n_{i,4} = (\cos \theta - c)^2 + (\sin \theta - d)^2 \]
\[ n_{i,5} = [(c^2 + d^2) \cos \theta - c]^2 + [(c^2 + d^2) \sin \theta - d]^2 \]
\[ n_{i,6} = (c^2 + d^2) \sin \theta - d \]
\[ n_{i,8} = (c^2 + d^2) \cos \theta - c \]
\[ n_{i,10} = \cos \theta - c \]
\[ n_{i,12} = \sin \theta - d \]

C. Intermediate functions

\[ n_1(\xi_1, \xi_2) = 2\xi_1 \xi_2 \]
\[ n_2(\xi_1, \xi_2) = \xi_1^2 - \xi_2^2 \]
\[ n_3(\xi_1, \xi_2) = \xi_1^2 + \xi_2^2 \]
\[ n_4(\xi_1, \xi_2) = n_2(\xi_1, \xi_2) - 1 \]
\[ n_5(\xi_1, \xi_2) = (\xi_1 + 1)^2 + \xi_2^2 \]
\[ n_6(\xi_1, \xi_2) = (\xi_1 - 1)^2 + \xi_2^2 \]
\[ n_7(\xi_1, \xi_2) = \xi_1^4 - 2\xi_1^2 \xi_2^2 - 3\xi_2^4 - 2\xi_1^2 - 2\xi_2^2 + 1 \]
\[ n_8(\xi_1, \xi_2) = 3\xi_1^4 + 2\xi_1^2 \xi_2^2 - \xi_2^4 - 2\xi_1^2 - 2\xi_2^2 - 1 \]
\[ n_9(\xi_1, \xi_2) = n_3(\xi_1, \xi_2) - 4\xi_1^2 - 1 \]
\[ n_{10}(\xi_1, \xi_2) = n_3(\xi_1, \xi_2) + 4\xi_2^2 - 1 \]
\[ n_{11}(\xi_1, \xi_2) = n_3(\xi_1, \xi_2) - 1 \]
\[ n_{12}(\xi_1, \xi_2) = n_3(\xi_1, \xi_2) + \xi_1 \]
\[ n_{13}(\xi_1, \xi_2) = 1 + \xi_1 \]
\[ n_{14}(\xi_1, \xi_2) = n_3(\xi_1, \xi_2) + 1 \]
\[ n_{41} = (ca^2 - ac^2 - a - ad^2 + c + cb^2) \]
\[ n_{42} = (a-c)^2 + (b-d)^2 \]
\[ n_{43} = ac + bd \]
\[ n_{51}(\xi_1, \xi_2) = n_2(\xi_1, \xi_2)n_4(\xi_1, \xi_2) + n_1(\xi_1, \xi_2) \]
\[ n_{52}(\xi_1, \xi_2) = n_4(\xi_1, \xi_2) + n_1(\xi_1, \xi_2) \]
\[ n_{53}(\xi_1, \xi_2) = \xi_2 - \frac{\xi_2}{n_3(\xi_1, \xi_2)} \]
\[ n_{s4} = x_3 + \frac{x_3}{n_3(x_3, x_4)} + 1 \]
\[ n_{b4} = x_5 + \frac{x_5}{n_5(x_5, x_6)} - 1 \]
\[ n_{r1}(\xi_1, \xi_2, r) = n_3(\xi_1, \xi_2)r - \xi_2 \]
\[ n_{r2}(\xi_1, \xi_2, r) = \xi_1^2 + n_{r1}(\xi_1, \xi_2, r) \]
\[ n_{r3}(\xi_1, \xi_2, r) = \xi_1^2 + (r - \xi_2)^2 \]
\[ n_{r4}(\xi_1, \xi_2, r) = (1 + \xi_1)^2 + (r + \xi_2)^2 \]
\[ n_{r5}(\xi_1, \xi_2, r) = [n_3(\xi_1, \xi_2) + \xi_1]^2 + [n_3(\xi_1, \xi_2)r + \xi_2]^2 \]
\[ n_{r6}(\xi_1, \xi_2, \theta) = (\cos \theta - \xi_1)^2 + (\sin \theta - \xi_2)^2 \]
\[ n_{r7}(\xi_1, \xi_2, \theta) = [n_3(\xi_1, \xi_2) \cos \theta - \xi_1]^2 + [n_3(\xi_1, \xi_2) \sin \theta - \xi_2]^2 \]
\[ n_{r8}(\xi_1, \xi_2, \theta) = n_3(\xi_1, \xi_2) \sin \theta - \xi_2 \]
\[ n_{r9}(\xi_1, \xi_2, \theta) = n_3(\xi_1, \xi_2) \cos \theta - \xi_1 \]
\[ n_{r10}(\xi_1, \xi_2, \theta) = \cos \theta - \xi_1 \]
\[ n_{r11}(\xi_1, \xi_2, \theta) = \sin \theta - \xi_2 \]
\[ n_{r12}(\xi_1, \xi_2, \theta) = \xi_2 \sin \theta + \xi_1 \cos \theta \]
\[ n_{\theta 1} = \sin(x_1 + \frac{\pi}{2}) \]
\[ n_{\theta 2} = \sin(x_1) \]
\[ n_{\theta 3} = \cos(x_1) \]
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