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CHAPTER 1

INTRODUCTION

1.1 Overview

1.1.1 High energy nuclear collisions

The study of ultrarelativistic heavy-ion collisions can be thought of as an intradisciplinary field, which primarily connects high-energy physics of elementary particles with nuclear physics, and in addition has links to condensed matter physics, statistical physics, and astrophysics. Typically, high-energy elementary particle physics deals with structureless particles, and the interactions, mediated by gauge bosons, are derived from “first principles” (local gauge symmetries). Nuclear physics, on the other hand, deals with extended, complicated objects (nuclei) of many degrees of freedom, and the interactions are described by effective models. In the field of high-energy nuclear collisions, one tries to analyze the properties of nuclear/hadronic matter in terms of fundamental interactions.

The first experiments with ultrarelativistic heavy ions (i.e., with energies exceeding 10 GeV per nucleon in the projectile beam) took place at Brookhaven National Laboratory (BNL) and at the European Organization for Nuclear Research (CERN) in 1986. In 2000, the first data from the Relativistic Heavy Ion Collider (RHIC) were collected. RHIC was designed to accelerate fully stripped Au ions to a collision center-of-mass energy of 200 GeV per nucleon pair. The design luminosity corresponds to approximately 1400 Au+Au collisions per second. During the first year in 2000, the maximum energy of 130 GeV per nucleon pair was achieved. First collisions took place in June 2000 and the run continued till the end of August. In the years 2001 – 2004 the next three runs took place with the maximum energy of 200 GeV per nucleon pair. One of these runs plus a high-statistics run in 2008 were devoted to the study of deuteron-gold collisions, which were studied in order to get the proper reference point for the more complicated gold on gold collisions.

Four experiments have taken data at RHIC: BRAHMS, PHOBOS, PHENIX, and STAR. The
two smaller experiments are BRAHMS and PHOBOS, and the two larger experiments are PHENIX and STAR. The experimental aim of BRAHMS was particle identification over a broad rapidity range (nearly 12 units). PHOBOS was designed to examine and analyze a very large number of unselected gold ions collisions. The PHENIX experiment measures electrons, muons, hadrons and photons. The STAR experiment concentrates on measurements of hadron production over a large solid angle. Future developments in the field are expected from the operation of the Large Hadron Collider (LHC) at CERN.

1.1.2 Theoretical methods in high-energy nuclear collisions

In ultrarelativistic heavy ion collisions, very large numbers of particles are produced (referred to as large multiplicities). For example, in Au+Au central collisions at RHIC, the total charged particle multiplicity is about 4200. Hence the number of produced particles exceeds the number of initial nucleons by a factor of 10. In this situation different theoretical methods are used, some borrowed from the description of large macroscopic systems, e.g., thermodynamics, hydrodynamics, kinetic (transport) theory, field theory at finite temperature and density, nonequilibrium field theory, Monte-Carlo simulations.

Many estimates of effects in high-energy nuclear collisions are done on the basis of purely thermodynamics or statistical considerations. However, the hadronic systems produced in the collisions are not static; thus the need for a dynamical description, which frequently involves rich applications of relativistic hydrodynamics. Furthermore, since the matter produced in the collisions lives only for a short while (thermalization or isotropization time $\tau \approx 0.17$ fm at RHIC), it is natural to expect that its space-time evolution proceeds far from equilibrium – thus the development and application of transport theories, which are suitable for the description of nonequilibrium processes. To a large extent, the successful modeling of ultrarelativistic reactions has been obtained with the help of microscopic Monte-Carlo simulations. Lastly, it is worth noting that the physics of ultrarelativistic heavy-ion collisions has benefitted from, and has also been instrumental in, developments in both equilibrium and nonequilibrium field theory.
1.1.3 Quantum Chromodynamics

In general, during high-energy nuclear collisions, a many-body system of strongly interacting particles is produced. The fundamental theory of the strong interactions is Quantum Chromodynamics (QCD), the theory of quarks and gluons which are confined in hadrons (baryons and mesons). Confinement is the most striking feature of QCD, though its physical nature still remains unclear. The intuitive picture of confinement can be illustrated by the concept of a string between quarks when we try to separate them. If the quarks are pulled apart too far, large energy is deposited in the string and it breaks into pieces. As a result the quarks form new hadrons from pieces of the initial string.

On the other hand, quarks and gluons interact weakly at small distances, or equivalently, at high energies. This phenomenon is called asymptotic freedom. It allows us to “observe” the quark and gluon degrees of freedom in highly energetic collisions. Indeed, the internal structure of hadrons was revealed in the deep inelastic electron collision experiments performed in the late sixties. This is the regime where perturbative techniques are applicable, termed perturbative QCD (pQCD).

At present, the nuclear force between baryons and mesons can be viewed as a residual of the force acting between quarks and gluons, similar to the way the chemical (van der Waals) force is the residual electromagnetic interaction. Since QCD is a complicated non-linear theory, the complete description of relativistic heavy-ion collisions based exclusively on first principles is impossible in practice. Thus very often effective models have to be employed, although QCD can be successfully applied to describe many subprocesses of the complicated collisions.

1.1.4 Quark-Gluon Plasma

The main challenge of ultrarelativistic heavy-ion collisions is the observation of the two phase transitions predicted by QCD, i.e., the deconfinement and chiral phase transitions. In the normal world (i.e., at low energy densities) quarks and gluons are confined in hadrons. However, with increasing temperature (heating) and/or increasing baryon density (compression), a phase transition can occur to the state where the ordinary hadrons do not exist anymore, and where quarks and gluons become the relevant degrees of freedom. Since the interaction of quarks and gluons is weaker at
high energies, we expect that this new state of matter may behave as a gas of weakly interacting constituents, the so-called quark-gluon plasma (QGP).

The present experimental evidence indicates that an extended and very dense system of hadronic matter is indeed formed in heavy nucleus-nucleus collisions. It behaves like a perfect fluid though, not a gas of weakly interacting constituents. Further progress is expected at LHC.

1.1.5 Chiral symmetry

There exists six different types (flavors) of quarks: up, down, strange, charmed, bottom and top. In our world the most common hadrons, protons, neutrons, and pions, are made of up and down quarks. The masses of these quarks are very small, and so are usually ignored in practical calculations. Consider now the subsector of QCD describing only these two quarks. In the limit of vanishing masses, the left- and right-handed quarks become decoupled and QCD becomes invariant under their interchange, leading to separate current conservations. This symmetry implies that each state should have a degenerate partner of opposite parity, contrary to observations. The paradox is resolved by the phenomenon of spontaneous breakdown of chiral symmetry, involving pseudoscalar pions as the Goldstone bosons.

In a very hot and dense hadronic medium, ordinary hadrons lose their identities and the quark-gluon plasma is produced. In this case the ground state of the strong interactions is significantly modified and the chiral symmetry is expected to be restored. Observation of chiral phase restoration is an exciting prospect of experiments with heavy ions.

1.1.6 Hot and dense nuclear matter

The study of high-energy nuclear reactions gives us important information about properties of hot and dense hadronic matter. Heavy-ion collisions are the only way to compress and heat up nuclear matter under laboratory conditions. Information extracted from data can be useful for construction of models of neutron stars and supernova explosions. Even at energies of tens of MeV per nucleon, one encounters many interesting and well established phenomena like collective flows or
1.1.7 Parton model, pQCD, and factorization

The parton model is applicable, with varying degrees of accuracy, to any hadronic cross section involving a large momentum transfer. It is in essence a generalization of the impulse approximation. We assume that any physically observed hadron, of momentum $p^\mu$ (see Appendix A), is made up of constituent particles, its “partons”, which can be identified with quarks and gluons, the QCD degrees of freedom. At high energy the masses of hadrons and partons are neglected compared to the scale $Q$ of the hard scattering. Furthermore, it is assumed that every relevant parton entering the hard scattering from an initial-state hadron has momentum $xp^\mu$, with $0 \leq x \leq 1$; here $p^\mu$ is the momentum of the parent hadron. Parton-model cross sections are calculated from tree graphs (no loops) for partonic scattering, by combining them with probability densities, the parton distribution functions (PDFs). The PDFs are the probability densities of finding a parton of a given type in a hadron, with a momentum fraction $x$. In the naive parton model, these distributions depend only on $x$, and are not explicitly dependent on the momentum transferred $Q^2$. This is known as scaling. The PDFs are determined from structure functions measured in deep inelastic scattering.

Scaling is only approximate. The structure functions are known to depend on the momentum transferred $Q^2$, although rather weakly. Thus the PDFs also depend on $Q^2$, a condition referred to as scaling violation. This dependence is described by pQCD. Thus although the PDFs are not calculable in pQCD, their evolution with $Q^2$ is perturbatively calculable. Perturbative QCD also gives the general framework in which to calculate higher-order terms in the hard scattering; thus the parton model can be regarded as the lowest-order (only tree graphs) term in a systematic expansion under pQCD.

The general picture is thus as follows: to describe processes involving hadrons one separates the long distance (nonperturbative) parts from the short distance (perturbative) parts, a procedure known as factorization. The perturbative part (hard scattering) is calculable order by order in pQCD. The nonperturbative parts (for example the PDFs) are taken from experiments. This framework is
general enough not only for describing hadron-hadron collisions but also nucleus-nucleus collisions.

1.2 Outline of this work

In Chapter 2 we review parton distribution functions (PDFs) of free nucleons. This is a very vast subject, spanning both perturbative and nonperturbative aspects of Quantum Chromodynamics (QCD). An important topic is the technical definition of PDFs and their scaling violations, described by complex integro-differential evolution equations. These are deeply technical subjects, and we limit ourselves to a very brief review. More detailed and thorough treatments can be found in the various references cited in Chapter 2. Due to the inherently nonperturbative nature of the PDFs, first-principle derivations are still lacking, and they are thus most economically determined from experimental data on structure functions, especially from deeply inelastic scattering (DIS). We therefore also briefly review DIS and the approach to global analyses (global fits) of parton distributions.

The review of parton distributions in free nucleons sets the stage for a discussion of nuclear modifications to PDFs of free nucleons in Chapter 3, leading to nuclear parton distribution functions (nPDFs). Due to the limited availability of data on nuclear deeply inelastic scattering (nuclear DIS), nuclear modifications are parameterized in terms of ratios of the nuclear structure functions and free nucleon structure functions, termed nuclear ratios. The nPDFs are then expressed as a convolution of nuclear ratios and nuclear structure functions. We thus review in Chapter 3 nuclear DIS, nuclear ratios and, similar to the case of free nucleons, global fits to nuclear parton distributions.

Our original contributions are contained in Chapters 4 and 5. These two chapters are in some sense complementary, but the issues addressed in Chapter 4 directly affect the calculations presented in Chapter 5. Chapter 4 deals with the theoretical description of nuclear modifications in a special kinematic regime: small $x$ and low $Q^2$. This is the regime relevant to the currently available data on small $x$ from fixed-target experiments. We utilize Gribov theory, suitably generalized, and information on diffractive dissociation to describe nuclear modifications at small $x$ (nuclear shadowing). We also investigate the mass dependence of these modifications. It should be borne in mind that nuclear modifications are encoded in nuclear parton distributions, which are a necessary ingredient
for the calculation of observables in Chapter 5.

We address ultrarelativistic nuclear collisions in Chapter 5. In view of the serious complications and diverse effects present in relativistic heavy nucleus-nucleus collisions, we focus attention on a relatively simpler and “cleaner” system: deuteron-gold (d+Au) collisions. Even in this simpler system, the description of relativistic collisions is still quite complex. To this end we apply existing nuclear PDFs (nPDFs) to calculate observables experimentally sensitive to nuclear modifications, and compare with available experimental data. We use three different parameterizations of nPDFs, first in order to assess their performances, and secondly to investigate the level of theoretical uncertainty emanating from our present understanding of nPDFs. The observables calculated are the deuteron-gold nuclear modification factors and the pseudorapidity asymmetries.

We summarize and conclude our investigations in Chapter 6.
CHAPTER 2

PARTON DISTRIBUTION FUNCTIONS OF FREE NUCLEONS

2.1 Introduction

In this Chapter we review basic information on parton distribution functions: their technical definition and determination from deeply inelastic scattering (DIS). Parton distribution functions (PDFs) give the probability to find partons (quarks and gluons) in a hadron as a function of the fraction \( x \) of the hadron’s momentum carried by the parton. They are formally defined in terms of matrix elements of certain operators. In practice they are determined from experimental results on high-energy scattering of leptons and nucleons. The material presented in this review is essentially from [1] and [2] where further details can be found.

2.2 Parton distributions

2.2.1 Intuitive meaning of parton distribution functions

Parton distribution functions are defined in the framework of pQCD. Let \( d\sigma \) be a cross section involving short distances. For instance, we may consider the process hadron \( A + \) hadron \( B \rightarrow \) jet + \( X \) at a collider. A jet is an arbitrary set of hadrons contained within a small cone of opening angle \( \delta \) and with a fixed total momentum; \( X \) denotes other reaction products. Let the jet have a high transverse momentum \( P_T \). Intuitively, the observed jet begins as a single quark or gluon that emerges from a parton-parton scattering event with large \( P_T \), as illustrated in Fig. 2.1. (Typically, this parton recoils against a single parton that carries the opposite \( P_T \).) The large \( P_T \) parton fragments into the observed jet of hadrons.

The physical picture illustrated in Fig. 2.1 suggests how we may write the cross section to produce the jet as a product of three factors. A parton of type \( a \) comes from a hadron of type \( A \). It
carries a fraction $x_A$ of the hadron’s momentum. The probability to find it is given by $f_{a/A}(x_A) \, dx_A$. A second parton of type $b$ comes from a hadron of type $B$. It carries a fraction $x_B$ of the hadron’s momentum. The probability to find it is $f_{b/B}(x_B) \, dx_B$. The functions $f_{a/A}(x)$ are the parton distribution functions that are the subject of this review. The third factor is the cross section for the partons to make the observed jet, $d\hat{\sigma}$. This parton level cross section is calculated using perturbative QCD. (Parton-level variables conventionally carry a hat, like $d\hat{\sigma}$ above).

2.2.2 Factorization

We have been led by the intuitive parton picture of Fig. 2.1 to write the cross section for jet production in the following form

$$\frac{d\sigma}{dP_T} \sim \sum_{a,b} \int dx_A f_{a/A}(x_A, \mu) \int dx_B f_{b/B}(x_B, \mu) \frac{d\hat{\sigma}}{dP_T}.$$  \hfill (2.1)

Here the summation takes into account various partons in $A$ and $B$, and the parton level cross section has a well behaved expansion in powers of $\alpha_s$, the strong coupling constant:

$$\frac{d\hat{\sigma}}{dP_T} \sim \sum_{N} \left( \frac{\alpha_s(\mu)}{\pi} \right)^N H_N(x_A, x_B, P_T; a, b; \mu).$$  \hfill (2.2)

The coefficients $H_N$ are calculable in perturbative QCD.

The principle of factorization asserts that eq. (2.2) holds up to corrections of order $(m/P_T)^n$ where $m$ is a typical hadronic mass scale and the power $n$ depends on the process, and $(\alpha_s(\mu))^L$
from truncating the expansion of $d\hat{\sigma}/dP_T$. For the present study, we can regard factorization as an established theorem of perturbative QCD. A review may be found in Ref. [3].

As we have seen, Eq. (2.1) has a simple intuitive meaning. However, the appearance of a parameter $\mu$ in eq. (2.1) hints that there is more to the equation than just a model. The parameter $\mu$, which has dimensions of mass, is related to the renormalization of the strong coupling $\alpha_s(\mu)$ and of the operators in the definition of the parton distribution functions $f_{a/A}(x_A, \mu)$. In principle two separate parameters can appear in these two places. In practice it is sufficient to use the same parameter. (This parameter is denoted by either $\mu$ or $Q^2$ in the following.)

At the lowest order (Born level), the parton cross section $d\hat{\sigma}/dP_T$ is calculated in a straightforward manner. At the next-to-leading order and beyond, the calculation is not so straightforward. Various divergences appear in a naive calculation. By a procedure called renormalization, the divergences are removed and, in any finite-order perturbative calculation, the dependence on the scale $\mu$ appears in their place. The precise rules for calculating $d\hat{\sigma}/dP_T$ follow once the definition of the parton distribution functions $f_{a/A}(x, \mu)$ has been set.

2.2.3 Significance of PDFs

Knowledge of parton distribution functions is necessary for the description of hard processes in pQCD with one or two hadrons in the initial state. With two hadrons in the initial state, as at Fermilab, RHIC, or the Large Hadron Collider (LHC), observed short distance cross sections take the form

$$d\sigma \sim \sum_{a,b} \int dx_A f_{a/A}(x_A, \mu) \int dx_B f_{b/B}(x_B, \mu) d\hat{\sigma}. \quad (2.3)$$

With one hadron in initial state, as in deeply inelastic lepton scattering at HERA (Fig. 2.2), the cross section has the form

$$d\sigma \sim \sum_a \int dx_A f_{a/A}(x_A, \mu) d\hat{\sigma}. \quad (2.4)$$

In either case, one has no predictions without knowledge of the parton distribution functions.

The essence of Eqs. (2.3) and (2.4) above is that in high-energy short distance collisions, a hard scattering probes the system quickly, while the strong binding forces act slowly. Thus one needs to
know probabilities to find partons in a fast moving hadron as seen by an approximately instantaneous
probe. This is the information encoded in the parton distribution functions. This information is not
only useful, but also valuable in understanding hadron structure. Parton distribution functions are
not everything, however. They provide a relativistic view only, a view quite different from the view
that might be most economical for the description of a hadron at rest. Furthermore, they provide no
information on correlations among the partons.

2.3 Translation to operators

We briefly review a technical definition of parton distribution functions. The detailed treatment is
quite involved and lengthy, here we summarize it for completeness. There are, in fact, two defini-
tions in current use. We will describe the $\overline{\text{MS}}$ definition, which is the most commonly used. (The
designation $\overline{\text{MS}}$ originally comes from “modified minimal subtraction” scheme). There is also a
DIS definition, in which deeply inelastic scattering plays a privileged role. This is treated thor-
oughly in the CTEQ Collaboration’s Handbook of Perturbative QCD [4] . There are also different
ways to think about the $\overline{\text{MS}}$ definition. Here, parton distributions are defined directly in terms of
field operators along a light-like line, as in [5]. An equivalent construction from a different point
of view may be found in [6]. Also, moments of the parton distribution functions are related to ma-
trix elements of certain local operators, which appear in the operator product expansion for deeply
inelastic scattering. This relation could be also used as the definition.
It is important to distinguish between the parton distribution functions $f_{a/A}(x, \mu)$ and the structure functions $F_1(x, Q^2)$, $F_2(x, Q^2)$, and $F_3(x, Q^2)$ that are measured in deeply inelastic lepton scattering. Their connection in the framework of the QCD-improved parton model is displayed in Eq. (2.35)

2.3.1 Light-front coordinates

We use light-front coordinates and momenta defined by (see Appendix A)

$$x^\pm = (x^0 \pm x^3)/\sqrt{2}, \quad P^\pm = (P^0 \pm P^3)/\sqrt{2}. \quad (2.5)$$

Consider a highly relativistic (strongly Lorentz-boosted) proton, i.e. a proton with a big $P^+$, a small $P^-$, and $\vec{P}_T = 0$. The partons in such a proton move roughly parallel to the $x^+$ axis, as illustrated in Fig. 2.3. PDFs are defined by taking a snapshot of the proton on a plane of equal $x^+$ in Fig. 2.3. This definition is motivated by field theory quantized on planes of equal $x^+$ [3]. The $A^+ = 0$ gauge is used, where $A^\mu$ is the gluon field operator. The removal of this restriction will be discussed in Eq. (2.9). One can treat $x^+$ as “time,” so that the system propagates from one plane of equal $x^+$ to another. For our fast moving proton, the interval in $x^+$ between successive interactions among the partons is typically large.

The invariant dot product between $P^\mu$ and $x^\mu$ is

$$P \cdot x = P^+ x^- + P^- x^+ - \vec{P}_T \cdot \vec{x}_T. \quad (2.6)$$
2.3.2 The quark distribution function

Let $|P\rangle$ be the state vector for a hadron of type $A$ carrying momentum $P^\mu$. Take the hadron to be spinless in order to simplify the notation. Construct the unrenormalized ($^0$) distribution function (renormalization will be discussed in Sec. 2.3.5) for finding quarks of flavor $j$ in hadron $A$ as

$$f_{j/A}^{(0)}(x) \langle P^+, \vec{P}_T^0| P^+, \vec{P}_T \rangle = \frac{1}{2x(2\pi)^2} \int d\vec{k}_T \sum_s \langle P^+, \vec{P}_T | b_j^\dagger(xP^+, \vec{k}_T; s; x^+) b_j(xP^+, \vec{k}_T; s; x^+) \rangle \langle P^+, \vec{P}_T \rangle,$$

where $b_j$ and $b_j^\dagger$ are quark annihilation and creation operators respectively. In Eq. (2.7) there are factors relating to the normalization of the states and the creation/destruction operators. There is a quark number operator $b^\dagger b$ for flavor $j$. We integrate over the quark transverse momentum $\vec{k}_T$ and sum over the quark spin $s$.

Introducing quark field operators that can be expanded in terms of creation/destruction operators [7] and extensive algebraic manipulations translate this to coordinate space as

$$f_{j/A}^{(0)}(x) = \frac{1}{4\pi} \int dy^- e^{-ixP^+y^-} \langle P^+, \vec{0}_T \gamma^+ \psi_{0,j}(0, y^-, \vec{0}_T) \psi_{0,j}(0, 0, \vec{0}_T) | P^+, \vec{0}_T \rangle,$$

where $\gamma^+$ is as defined in Appendix A and $\psi_{0,j}$ is the quark field operator. Notice that the (still unrenormalized) quark distribution function is an expectation value in the hadron state of a certain operator. The operator is not local but “bilocal.” The two points, $(0, y^-, \vec{0}_T)$ and $(0, 0, \vec{0}_T)$, at which the field operators are evaluated are light-like separated. The formula directs us to integrate over $y^-$ with the right factor so that we annihilate a quark with plus momentum $xP^+$.

2.3.3 Gauge invariance

As mentioned above, the definition as it stands in Eq. (2.8) relies on the gluon field $A^\mu(x)$ being in the gauge $A^+ = 0$. The formula is modified so that gauge invariance is restored. The gauge invariant definition is

$$f_{j/A}^{(0)}(x) = \frac{1}{4\pi} \int dy^- e^{-ixP^+y^-} \langle P^+, \vec{0}_T | \bar{\psi}_{0,j}(0, y^-, \vec{0}_T) \gamma^+ \psi_{0,j}(0, 0, \vec{0}_T) | P^+, \vec{0}_T \rangle,$$

where $\gamma^+$ is as defined in Appendix A and $\psi_{0,j}$ is the quark field operator. Notice that the (still unrenormalized) quark distribution function is an expectation value in the hadron state of a certain operator. The operator is not local but “bilocal.” The two points, $(0, y^-, \vec{0}_T)$ and $(0, 0, \vec{0}_T)$, at which the field operators are evaluated are light-like separated. The formula directs us to integrate over $y^-$ with the right factor so that we annihilate a quark with plus momentum $xP^+$. 

where

\[ \mathcal{O}_0 = \mathcal{P} \exp \left( ig_0 \int_0^{y_-} dz^- A^+_0(t, z^-, \vec{0}) t_a \right) \]  \hspace{1cm} (2.10)

Here \( \mathcal{P} \) denotes a “path-ordered” product, while the \( t_a \) are the generators for the triplet representation of SU(3). There is an implied sum over the color index \( a \). Eq. (2.10) is referred to as the eikonal gauge operator. The gauge invariance of this generalization is proven in [3].

### 2.3.4 Interpretation of the eikonal gauge operator

The appearance of the operator \( \mathcal{O}_0 \), Eq. (2.10), in the definition (2.9) seems to be just a technicality. However, this operator has a physical interpretation that is of some importance. Let us write this operator in the form

\[ \mathcal{O}_0 = \chi P \exp \left( -ig_0 \int_y^{\infty} dz^- A^+_0(t, z^-, \vec{0}) t_a \right) \mathcal{P} \exp \left( ig_0 \int_0^{\infty} dz^- A^+_0(t, z^-, \vec{0}) t_a \right) \]  \hspace{1cm} (2.11)

Inserting this form in the definition (2.9), we can introduce a sum over states \( |N\rangle \langle N| \) between the two exponentials in Eq. (2.11). We take these states to represent the final states after the quark has been “measured.”

Consider now a deeply inelastic scattering experiment that is used to determine the quark distribution. The experiment does not just annihilate the quark’s color. In a suitable coordinate system, a quark moving in the plus direction is struck and exits to infinity with almost the speed of light in the minus direction, as illustrated in Fig. 2.4. As it goes, the struck quark interacts with the gluon field of the hadron.

We can now see that the role of the operator \( \mathcal{O}_0 \) is to replace the struck quark with a fixed color charge that moves along a light-like line in the minus-direction, mimicking the motion of the actual struck quark in a real experiment.

### 2.3.5 Renormalization

We now review the renormalization of the operator products in the definition (2.9). The subject of renormalization is vast; here we give a brief treatment only for completeness. Everywhere \( \overline{\text{MS}} \) renor-
Fig. 2.4: Effect of the eikonal gauge operator.

malized fields $\psi(x)$ and $A^\mu(x)$ and the renormalized coupling $g$ are used. The field operators are evaluated at points separated by $\Delta x$ with $\Delta x^\mu \Delta x_\mu = 0$ (light-like). For this reason, there will be ultraviolet divergences from the operator products. The operator products are renormalized within the $\overline{\text{MS}}$ scheme.

For instance, Fig. 2.5 illustrates one of the diagrams for the distribution of quarks in a proton. Before it is “measured”, the quark emits a gluon into the final state. There is a loop integration over the minus and transverse components of the measured quark’s momentum. This loop integration is ultraviolet divergent. To apply $\overline{\text{MS}}$ renormalization, the integration is performed in $4 - 2\epsilon$ dimensions, including a factor $(\mu^2 e^\gamma / 4\pi)^\epsilon$ that keeps the dimension constant while supplying some conventional factors. The integral will consist of a pole term proportional to $1/\epsilon$ plus terms that are finite as $\epsilon \to 0$. We simply subtract the pole term. Notice that $\overline{\text{MS}}$ renormalization introduces a scale $\mu$.

The formal definition of the renormalized quark distribution function can then be written based on Eq. (2.8) as

$$f_{j/A}(x, \mu) = \frac{1}{4\pi} \int dy^+ e^{-ixP^+y^-} \langle P^+, \bar{0}_T | \bar{\psi}_j(0, y^-, \vec{0}_T) \gamma^+ \mathcal{O} \psi_j(0, 0, \bar{0}_T) | P^+, \bar{0}_T \rangle_{\overline{\text{MS}}}, \quad (2.12)$$

where the $\overline{\text{MS}}$ denotes the renormalization prescription and where

$$\mathcal{O} = \mathcal{P} \exp \left( ig \int_0^{y^{-}} dz^- A_a^+(0, z^-, \bar{0}_T) t_a \right). \quad (2.13)$$
Fig. 2.5: An ultraviolet divergent diagram when integration over components of the quark momentum is carried out.

2.3.6 Antiquarks and gluons

We now have a definition of parton distribution functions for quarks. For antiquarks, we use charge conjugation to define

\[
f_{\bar{j}/A}(x, \mu) = \frac{1}{4\pi} \int dy e^{-ixP'^+y^-} \langle P'^+\bar{0}_T| \text{Tr} \{ \gamma^+\bar{\psi}_j(0, y^-, \vec{0}_T) \mathcal{O} \bar{\psi}_j(0, 0, \vec{0}_T) \} |P'^+\bar{0}_T \rangle_{\text{MS}}
\]

Here

\[
\mathcal{O} = \mathcal{P} \exp \left( -ig \int_0^{y^-} dz^- A_a^+(0, z^-, \vec{0}_T) t_c^a \right).
\] (2.14)

For gluons the procedure again begins with the number operator in \( A^+ = 0 \) gauge. Proceeding analogously to the quark case, an expression involving the field strength tensor \( F_{\mu\nu} \) with color index \( a \) is obtained:

\[
f_{g/A}(x, \mu) = \frac{1}{2\pi x P^+} \int dy e^{-ixP'^+y^-} \langle P'^+\bar{0}_T| F(a, 0, y^-, \vec{0}_T)^{\mu\nu} \mathcal{O} F_b(0, 0, \vec{0}_T)^{\mu\nu} |P'^+\bar{0}_T \rangle_{\text{MS}}
\]

Here

\[
\mathcal{O} = \mathcal{P} \exp \left( ig \int_0^{y^-} dz^- A_c^+(0, z^-, \vec{0}_T) t_c \right),
\] (2.15)

and the \( t_c \) generate the octet representation of SU(3).
2.4 Renormalization group

A change in the scale $\mu$ induces a change in the parton distribution functions $f_{a/A}(x, \mu)$. The change comes from the change in the amount of ultraviolet divergence that renormalization is removing. Since the operators are non-local in $y^-$, the ultraviolet counterterms are integral operators in $k^+$ or equivalently in momentum fraction $x$. Since the ultraviolet divergences mix quarks and gluons, so do the counterterms.

An extensive effort in the 1970s by a number of leaders in the field of pQCD led to the equation

$$\mu^2 \frac{d}{d\mu^2} f_{a/A}(x, \mu) = \int_x^1 \frac{d\xi}{\xi} \sum_b P_{ab}(x/\xi, \alpha_s(\mu)) f_{b/A}(\xi, \mu),$$

(2.16)

known as the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) \cite{Dokshitzer:1977sg, Gribov:1972ri, Lipatov:1974qm} equation. The DGLAP kernel $P_{ab}$, the parton splitting function (where $a$ and $b$ are parton types), is expanded in powers of $\alpha_s$. The $\alpha_s^1$ and $\alpha_s^2$ terms are well known. This is how pQCD gives the scale evolution of the nonperturbative parton distributions. Further discussion can be found in Sec. 2.5.5.

The derivation of the renormalization group equation (2.16) is rather technical. Its intuitive meaning can be summarized as follows. Parton splitting is always going on as illustrated in Fig. 2.6.

Fig. 2.6: A quark can fluctuate into a quark plus a gluon in a small space-time volume.

A probe with low resolving power does not see this splitting. The renormalization parameter $\mu$ corresponds to the physical resolving power of the probe. At higher $\mu$, field operators representing an idealized experiment can resolve the mother parton into its daughters.

One can use the renormalization group equation (2.16) to find the parton distributions at a scale $\mu$ if they are known at a lower scale $\mu_0$. Fig. 2.7 shows an example, the gluon distribution at $\mu = 10$
GeV and at $\mu = 100 \, \text{GeV}$ (using the CTEQ3M parton distribution set [11, 12]). Notice that with greater resolution, a gluon typically carries a smaller momentum fraction $x$ because of splitting.

![Graph showing the evolution of the gluon distribution between $\mu = 10 \, \text{GeV}$ and $\mu = 100 \, \text{GeV}$.

Fig. 2.7: Evolution of the gluon distribution between $\mu = 10 \, \text{GeV}$ and $\mu = 100 \, \text{GeV}$.

2.5 Parton distributions of free nucleons

Deep inelastic lepton-nucleon scattering provides the bulk of experimental data needed for the determination of parton distributions in free nucleons. Other important and complementary sources of data are Drell-Yan lepton-pair production, lepton-induced production of heavy quarks, direct photons at large transverse momenta, and neutrino scattering on nucleons. We review in detail deep inelastic lepton-nucleon scattering in this section, while discussion of Drell-Yan and other processes are presented in Chapter 3.
2.5.1 Deep inelastic scattering: kinematics and structure functions

In a typical deep inelastic scattering (DIS) experiment, an incoming beam of leptons with energy $E$ scatters off a hadronic target. The energy and direction of the scattered lepton are measured in the detector, but the final hadronic state (usually denoted by $X$) is not measured experimentally.

The lepton interacts with the hadron target through the exchange of a virtual photon; the target hadron absorbs the virtual photon, to produce the final state $X$. If the target hadron remains intact, the process is elastic scattering. Deep inelastic scattering corresponds to the case where the target hadron disintegrates into many particles after interacting with the virtual photon.

The basic diagram for deep inelastic scattering is shown schematically in Fig. 2.8. Let us consider the scattering of a lepton (an electron or muon) with four-momentum $k^\mu = (E, \vec{k})$ and invariant mass $m$ from a nucleon carrying the four-momentum $P^\mu = (E_p, \vec{P})$ and mass $M$. Inclusive measurements observe only the scattered lepton with momentum $k'^\mu = (E', \vec{k'})$, scattered into the solid angle $\omega$.

To leading order in the electromagnetic coupling constant $\alpha = e^2/4\pi \simeq 1/137$, and neglecting weak interactions which are relevant at very high energies only, the differential cross section is given by:

$$\frac{d^2\sigma}{d\Omega dE'} = \frac{\alpha^2}{Q^4} \frac{E'}{E} L_{\mu\nu} W^{\mu\nu},$$

(2.17)
Here

\[ q^\mu = k^\mu - k'^\mu = (\nu, \vec{q}) \]  

(2.18)

is the four-momentum of the exchanged virtual photon, and \( Q^2 = -q^2 \). The lepton-photon interaction is described by the lepton tensor \( L_{\mu\nu} \). Let us denote the spin projections of the initial and final lepton by \( s \) and \( s' \). After summing over \( s' \) the lepton tensor can be split into pieces which are symmetric and antisymmetric with respect to the Lorentz indices \( \mu \) and \( \nu \):

\[ L_{\mu\nu}(k, s; k') = L^S_{\mu\nu}(k; k') + i L^A_{\mu\nu}(k, s; k') , \]

(2.19)

with:

\[ L^S_{\mu\nu}(k; k') = 2 \left( k_\mu k'_\nu + k_\nu k'_\mu \right) + g_{\mu\nu} q^2 , \]

(2.20)

\[ L^A_{\mu\nu}(k, s; k') = 2 m \epsilon_{\mu\alpha\beta\gamma} s^\alpha q^\beta , \]

(2.21)

where the lepton spin vector is defined by \( 2m s^\alpha = \bar{u} \gamma^\alpha \gamma_5 u \). For unpolarized lepton scattering the average over the initial lepton polarization is carried out. Thus only the symmetric term, \( L^S_{\mu\nu} \), remains.

The complete information about the target response is contained in the hadronic tensor \( W_{\mu\nu} \). With the nucleon spin denoted by \( S \), gauge invariance and symmetry properties allow a parameterization of the hadronic tensor, 

\[ W_{\mu\nu}(q; P, S) = W^S_{\mu\nu}(q; P) + i W^A_{\mu\nu}(q; P, S) , \]

(2.22)

in terms of four structure functions, \( W_1, W_2, G_1, \) and \( G_2 \). The symmetric part is

\[ W^S_{\mu\nu}(q; P) = \left( \frac{g_\mu g_\nu}{q^2} - g_{\mu\nu} \right) W_1(P \cdot q, q^2) \]

\[ + \left( P_\mu - \frac{P \cdot q}{q^2} q_\mu \right) \left( P_\nu - \frac{P \cdot q}{q^2} q_\nu \right) \frac{W_2(P \cdot q, q^2)}{M^2} , \]

(2.23)

and the antisymmetric part can be written

\[ W^A_{\mu\nu}(q; P, S) = \epsilon_{\mu\alpha\beta\gamma} q^\alpha \left[ S^\beta M G_1(P \cdot q, q^2) + \left( P \cdot q S^\beta - S \cdot q P^\beta \right) G_2(P \cdot q, q^2) \right] , \]

(2.24)
where \( \epsilon_{\mu\nu\alpha\beta} \) is the totally antisymmetric fourth-rank tensor and \( M \) is the mass of the target. The structure functions \( W_{1,2} \) can be measured in unpolarized scattering processes, whereas the complete determination of \( G_{1,2} \) requires both beam and target to be polarized.

It is convenient to introduce dimensionless structure functions

\[
F_1(x, Q^2) = MW_1(P \cdot q, q^2),
\]

(2.25)

\[
F_2(x, Q^2) = \frac{P \cdot q}{M} W_2(P \cdot q, q^2),
\]

(2.26)

and

\[
g_1(x, Q^2) = MP \cdot q G_1(P \cdot q, q^2),
\]

(2.27)

\[
g_2(x, Q^2) = \frac{(P \cdot q)^2}{M} G_2(P \cdot q, q^2),
\]

(2.28)

which depend on the Bjorken scaling variable,

\[
x = \frac{Q^2}{2P \cdot q} = \frac{Q^2}{2M \nu}.
\]

(2.29)

Here, \( \nu = E - E' = p \cdot q / M \) is the energy loss of the lepton.

In terms of \( F_{1,2} \) the charged lepton scattering cross section (2.17) for an unpolarized lepton and nucleon is:

\[
d^2\sigma \over dx \, dQ^2 = \frac{4\pi \alpha^2}{Q^4} \left[ \left( 1 - y - \frac{Mxy}{2E} \right) \frac{F_2}{x} + y^2 F_1 \right],
\]

(2.30)

with

\[
y = \frac{P \cdot q}{P \cdot k}.
\]

(2.31)

2.5.2 Bjorken scaling

The variable \( x \) was first introduced by Bjorken, and is crucial to understanding deep inelastic scattering. This is because QCD predicts that structure functions are functions of \( x \) and do not explicitly depend on \( Q^2 \) to leading order, a property known as scaling.

In the Bjorken limit, i.e. at large momentum and energy transfers,

\[
Q^2 = -q^2 \to \infty, \quad P \cdot q \to \infty,
\]

(2.32)
but fixed ratio $Q^2/P \cdot q$, the unpolarized structure functions

\[
F_1(x, Q^2) \xrightarrow{Q^2 \to \infty} F_1(x) , \\
F_2(x, Q^2) \xrightarrow{Q^2 \to \infty} F_2(x)
\]

(2.33) (2.34)

are observed to depend to a good approximation only on the dimensionless Bjorken scaling variable $x$. Variations of the structure functions with $Q^2$ at fixed $x$ turn out to be small. They are discussed further in Sec.2.5.5.

A similar scaling behavior is expected for the spin-dependent structure functions $g_1$ and $g_2$ which likewise reduce to functions of $x$ only when the limit $Q^2 \to \infty$ is taken.

2.5.3 Parton model

The approximate $Q^2$-independence of nucleon structure functions at large $Q^2$ has led to the conclusion that the virtual photon sees point-like constituents in the nucleon. This is the basis of the naive parton model which gives a simple interpretation of nucleon structure functions. In this picture the nucleon is composed of free pointlike constituents, the partons, identified with quarks and gluons. Introducing parton distributions $q_i(x)$ and $\bar{q}_i(x)$ of quarks and antiquarks with flavor $i$ and fractional electric charge $e_i$, one finds:

\[
F_1(x) = \frac{1}{2} \sum_i e_i^2 (q_i(x) + \bar{q}_i(x)) , \\
F_2(x) = 2x F_1(x) .
\]

(2.35) (2.36)

The Bjorken variable $x$ coincides with the fraction of the target light-cone momentum carried by the interacting quark with momentum $l$:

\[
x = \frac{Q^2}{2P \cdot q} = \frac{l \cdot q}{P \cdot q} .
\]

(2.37)

The Callan-Gross relation (2.36) connecting $F_1$ and $F_2$ reflects the spin-$1/2$ nature of the quarks. Corrections to the Callan-Gross relation occur at order $\alpha_s$. 

\[
\]
For the spin structure functions the naive parton model gives:

\[ g_1(x) = \frac{1}{2} \sum_i e_i^2 \left[ \Delta q_i(x) + \Delta \bar{q}_i(x) \right], \quad (2.38) \]
\[ g_2(x) = 0. \quad (2.39) \]

The structure function \( g_2 \) vanishes identically; there is no simple interpretation for \( g_2 \) in the parton model. The helicity distributions \( \Delta q_i(x) = q_i^\uparrow(x) - q_i^\downarrow(x) \) and \( \Delta \bar{q}_i(x) = \bar{q}_i^\uparrow(x) - \bar{q}_i^\downarrow(x) \) involve the differences of quark or antiquark distributions with helicities parallel and antiparallel with respect to the helicity of the target nucleon.

### 2.5.4 Virtual Compton scattering

The hadronic tensor (2.22) can be expressed as the Fourier transform of a correlation function of electromagnetic currents, with its expectation value taken for the nucleon ground state \(|P, S\rangle\) normalized as \( \langle P', S'|P, S\rangle = 2E_P (2\pi)^3 \delta^3(\vec{P} - \vec{P}') \delta_{SS'} \)

\[ W_{\mu\nu}(q; P, S) = \frac{1}{4\pi M} \int d^4z e^{iq\cdot z} \langle P, S|[J_\mu(z), J_\nu(0)]|P, S\rangle. \quad (2.40) \]

The forward virtual Compton scattering amplitude [13, 14] is given by:

\[ T_{\mu\nu}(q; P, S) = i \int d^4z e^{iq\cdot z} \langle P, S| \mathcal{T} (J_\mu(z)J_\nu(0)) |P, S\rangle, \quad (2.41) \]

where \( \mathcal{T} \) denotes the time-ordered product. The hadronic tensor, Eq.(2.40), is related to the forward virtual Compton scattering amplitude, Eq.(2.41), through the optical theorem:

\[ 2\pi M W_{\mu\nu} = \text{Im} T_{\mu\nu}. \quad (2.42) \]

Thus, as a consequence, nucleon structure functions can be represented in terms of virtual photon-nucleon helicity amplitudes,

\[ A_{hH,h'H'} = e^2 e_\mu^* T_{\mu\nu}(H, H') \epsilon_{h'}^\nu. \quad (2.43) \]

Here \( \epsilon_h \) and \( \epsilon_{h'} \) are the polarization vectors of the incoming and scattered virtual photon with helicities \( h \) and \( h' \), respectively. They have values \(+1, -1, 0\) (abbreviated as \(+, -, 0\)). Helicities of
the initial and final nucleon are denoted by \( H \) and \( H' \). Their values are \( \pm 1 \), symbolically denoted by \( \uparrow, \downarrow \). Choosing the \( z \)-axis in space to coincide with \( \vec{q}/|\vec{q}| \), the direction of the propagating virtual photon, and quantizing the angular momentum of the target and photon along this axis yields the following relations:

\[
F_1 = \frac{1}{4\pi e^2} \left( \text{Im} \ A_{+\uparrow,+\downarrow} + \text{Im} \ A_{+\downarrow,+\uparrow} \right),
\]

\[
F_2 = \frac{x}{2\pi e^2 \kappa} \left( \text{Im} \ A_{+\uparrow,+\uparrow} + \text{Im} \ A_{+\downarrow,+\downarrow} + 2 \text{Im} \ A_{0\uparrow,0\downarrow} \right),
\]

where \( \kappa = 1 + (2Mx/Q)^2 \). For the spin-dependent structure functions:

\[
g_1 = \frac{1}{4\pi e^2 \kappa} \left( \text{Im} \ A_{+\uparrow,+\downarrow} - \text{Im} \ A_{+\downarrow,+\uparrow} + \sqrt{2(\kappa - 1)} \text{Im} \ A_{0\uparrow,0\downarrow} \right),
\]

\[
g_2 = \frac{1}{4\pi e^2 \kappa} \left( \text{Im} \ A_{+\uparrow,+\downarrow} - \text{Im} \ A_{+\downarrow,+\uparrow} + \frac{2}{\sqrt{2(\kappa - 1)}} \text{Im} \ A_{0\uparrow,0\downarrow} \right).
\]

In the scaling limit the structure functions \( F_1, F_2 \) and \( g_1 \) are determined by helicity conserving amplitudes. It is therefore possible to express them through virtual photon-nucleon cross sections defined as:

\[
\sigma_{hH} = \frac{1}{2MK} \text{Im} \ A_{hH,hH},
\]

with the virtual photon flux \( K = (2P \cdot q - Q^2)/2M \). For example, the structure function \( F_2 \) reads:

\[
F_2 = \frac{1 - x}{1 + (2Mx/Q)^2} \frac{Q^2}{4\pi^2 \alpha} \left( \sigma_L + \sigma_T \right),
\]

where the longitudinal and transverse photon-nucleon cross sections \( \sigma_{L,T}(\nu, Q^2) \) are given by:

\[
\sigma_L = \frac{1}{2} (\sigma_{0\uparrow} + \sigma_{0\downarrow}),
\]

\[
\sigma_T = \frac{1}{4} (\sigma_{+\uparrow} + \sigma_{+\downarrow} + \sigma_{-\uparrow} + \sigma_{-\downarrow}).
\]

An interesting quantity is their ratio:

\[
R = \frac{\sigma_L}{\sigma_T} = \frac{F_2(1 + (2Mx/Q)^2)}{2xF_1} - 1.
\]

In the simple parton model the Callan-Gross relation (2.36) implies \( R = 0 \) as \( Q^2 \to \infty \). Due to their interaction with gluons, quarks receive momentum components transverse to the photon direction. Then they can absorb also longitudinally polarized photons. This leads to \( R \neq 0 \).
2.5.5 QCD-improved parton model

Nucleon structure functions systematically exhibit a weak $Q^2$-dependence, even at large $Q^2$. These scaling violations can be described within the framework of the QCD-improved parton model which incorporates the interaction between quarks and gluons in the nucleon in a perturbative way (see e.g. [13, 14]). The scale at which this interaction is resolved is determined by the momentum transfer.

The $Q^2$-dependence of parton distributions, e.g.

$$F_2(x, Q^2) = \sum_i e_i^2 x \left[ q_i(x, Q^2) + \bar{q}_i(x, Q^2) \right], \quad (2.53)$$

$$g_1(x, Q^2) = \frac{1}{2} \sum_i e_i^2 \left[ \Delta q_i(x, Q^2) + \Delta \bar{q}_i(x, Q^2) \right], \quad (2.54)$$

is described by the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) evolution equations, introduced in Sec.2.4. These equations are different for flavor non-singlet and singlet distribution functions. Typical examples of non-singlet combinations are the difference of quark and antiquark distribution functions, or the difference of up and down quark distributions. The difference of the proton and neutron structure function, $F_2^p - F_2^n$, also behaves as a flavor non-singlet, whereas the deuteron structure function $F_2^d = F_2^p + F_2^n$ is an almost pure flavor singlet combination. For the flavor non-singlet quark distribution, $q^{NS}$, and the flavor-singlet quark and gluon distributions, $q^S$ and $g$, the DGLAP evolution equations (in a slightly modified notation compared to Eq. (2.16)) read as follows:

$$\frac{d q^{NS}(x, Q^2)}{d \ln Q^2} = \frac{\alpha_s(Q^2)}{2\pi} \int_x^1 \frac{dy}{y} P_{qq} \left( \frac{x}{y} \right) q^{NS}(y, Q^2), \quad (2.55)$$

$$\frac{d}{d \ln Q^2} \begin{pmatrix} q^S(x, Q^2) \\ g(x, Q^2) \end{pmatrix} = \frac{\alpha_s(Q^2)}{2\pi} \int_x^1 \frac{dy}{y} \begin{pmatrix} P_{qq}(\frac{x}{y}) & P_{qg}(\frac{x}{y}) \\ P_{gq}(\frac{x}{y}) & P_{gg}(\frac{x}{y}) \end{pmatrix} \begin{pmatrix} q^S(y, Q^2) \\ g(y, Q^2) \end{pmatrix} \quad (2.56)$$

Here $\alpha_s(Q^2)$ is the running QCD coupling strength. The splitting function $P_{qq}(x/y)$ determines the probability for a quark to radiate a gluon such that the quark momentum is reduced by a fraction $x/y$. Similar interpretations hold for the remaining splitting functions.
2.5.6 Global fits to nucleon parton distributions

Global analysis of parton distributions involves making use of experimental data from many physical processes and using the parton evolution equations to extract a set of universal parton distributions which best fit the existing data. These distributions can then be used in predicting physical observables at energy scales far beyond those presently available, and for other processes. In this sense the distributions are “universal”.

A typical procedure for global analysis involves the following necessary steps [4]:

(i) Develop a program to solve the evolution equations numerically (a set of coupled integro-differential equations);
(ii) Make a choice of experimental data sets, such that the data can give the best constraints on parton distributions;
(iii) Select the factorization scheme — the DIS or the $\overline{\text{MS}}$ scheme (and make consistent set of choices concerning a factorization scale for all the processes);
(iv) Choose the parametric form for the input parton distributions at $\mu_0$, and then evolve the distribution to any other values of $\mu_f$;
(v) Use the evolved distributions to calculate $\chi^2$ between theory and data, and choose an algorithm to minimize the $\chi^2$ by adjusting the parameterizations of the input distributions;
(vi) Parameterize the final parton distributions at discrete values of $x$ and $\mu_f$ by some analytic functions.

In all high-energy data, deeply inelastic scattering of leptons on nucleons and nuclear targets remains the primary source of information on parton distributions, because of its high statistics. Such data are known to be mostly sensitive to certain combinations of quark distributions. Drell-Yan lepton pair production and direct photons at large transverse momenta provide important complimentary information on antiquark and gluon distributions. Most data used in obtaining parton distributions are at fixed-target energies, although the most recent fits incorporate data from colliders.

Several groups have performed “global fitting” of parton distributions, and in most cases several versions and updates are available. We will focus our attention to the MRST, CTEQ, and GRV fits:
As stated above, the idea of the global fitting is to adjust the parton distribution functions to make theory and experiment agree for a wide range of processes. For example, recent CTEQ fits have used the following processes:

\[ e + p \to X \]
\[ \mu + p \to X \quad \mu + 2H \to X \]
\[ \nu + Fe \to X \quad \bar{\nu} + Fe \to X \]
\[ p + p + \mu + \bar{\mu} + X \quad p + 2H \to \mu + \bar{\mu} + X \]
\[ p + C u \to \mu + \bar{\mu} + X \]
\[ p + \bar{p} \to W \to \ell + \bar{\ell} + X \]
\[ p + \bar{p} \to \gamma + X . \]

We now illustrate the steps listed above. One chooses a starting scale \( \mu_0 \) (say 2 GeV). Then one writes the \( f_{a/p}(x; \mu_0) \) in terms of several parameters for \( a = g, u, \bar{u}, d, \bar{d}, s, \bar{s} \). (Typically the heavy quark distributions, for \( a = c, \bar{c}, b, \bar{b}, t, \bar{t} \), are generated from evolution, not fit to data.) For example, since it is known that the distribution has to vanish at \( x = 1 \), one may choose

\[
 f(x; \mu_0) = Ax^B(1 - x)^C. \tag{2.57}
\]

where \( x^B \) dominates the small-\( x \) feature and \( (1 - x)^C \) determines the large-\( x \) behavior. Better fits are achieved using a more general form:

\[
 f(x; \mu_0) = Ax^B(1 - x)^C(1 + Ex^D). \tag{2.58}
\]

The parton distribution functions obey certain flavor and momentum sum rules, such as

\[
 \int_0^1 dx \ [f_{u/p}(x, \mu) - f_{\bar{u}/p}(x, \mu)] = 2,
\]
\[
 \sum_a \int_0^1 dx \ x f_{a/p}(x, \mu) = 1. \tag{2.59}
\]
These sum rules have a simple intuitive meaning, and formally follow from the definitions (2.12), (2.14), (2.15). The parameterizations are chosen so that the flavor and momentum sum rules are obeyed exactly.

Now one picks a trial set of parameters. This determines $f(x; \mu_0)$, from which one calculates $f(x; \mu)$ for all $\mu$ by evolution. Next, given the $f(x; \mu)$, one generates theory curves for each type of experiment used. Finally, one compares the results to the data.

This sequence is iterated, adjusting the parameters to get a good fit. There are more than 2000 data points and only about 25 parameters to be fit, so the fact that this procedure works at all is an indication that QCD is the correct theory of the strong interactions.

We show an example of parton distributions from a global fit. Fig. 2.9 is a graph of the gluon distribution and the up-quark distribution in a proton, according to a parton distribution set designated CTEQ3M [11]. The figure shows $x^2 f_A(x, \mu)$ for $a = g$ and $a = u$, $A = p$ at $\mu = 20$ GeV. Note that

$$
\int_0^1 dx \, x \, f_A(x, \mu) = \int d \log x \, x^2 f_A(x, \mu),
$$

so the area under the curve is the momentum fraction carried by partons of species $a$. 


Fig. 2.9: Gluon and up quark distributions in the proton according to the CTEQ3M parton distribution set at $\mu = 20$ GeV.
CHAPTER 3

NUCLEAR MODIFICATIONS

3.1 Introduction

We now consider parton distributions in the nucleus, as opposed to distributions in free nucleons. The nuclear ratio, defined below, serves as a measure of nuclear modifications to parton distributions of free nucleons. In this chapter we briefly review the different facets of these modifications and their experimental manifestations. Most of the material in this review follows [2] and [17], where further details can be found.

3.2 Nuclear DIS and modifications of parton distributions

Nuclei represent systems with a natural, built-in length scale. The baryon density in the center of a typical heavy nucleus is \( \rho_0 \approx 0.15 \text{ fm}^{-3} \). The average distance between two nucleons at this density is

\[ d \approx 1.9 \text{ fm}. \]  

(3.1)

The nucleons have a momentum distribution characterized by their Fermi momentum,

\[ p_F = \left( \frac{3\pi^2}{2\rho_0} \right)^{1/3} \approx 1.3 \text{ fm}^{-1} \approx 0.26 \text{ GeV}. \]  

(3.2)

A high energy virtual photon which scatters from this system can expect to see two sorts of genuine nuclear effects:

i) Incoherent scattering from \( A \) nucleons, but with their structure functions modified in the presence of the nuclear medium. Such modifications are expected to arise, for example, from the mean field that a nucleon experiences in the presence of other nucleons, and from its Fermi motion inside the nucleus;
Coherent scattering processes involving more than one nucleon at a time. Such effects can occur when hadronic excitations (or fluctuations) produced by the high energy photon propagate over distances (in the laboratory frame) which are comparable to or larger than the characteristic length scale $d \sim 2 \text{ fm}$ of Eq. (3.1). A typical example of a coherence effect is shadowing.

Incoherent scattering takes place primarily in the range $0.1 < x < 1$ of the Bjorken variable. Strong coherence effects are observed at $x < 0.1$. Cooperative phenomena in which several nucleons participate can also occur at $x > 1$. (In fact, the Bjorken variable can extend, in principle, up to $x \leq A$ in a nucleus with $A$ nucleons.)

### 3.2.1 Nuclear structure functions

The deep-inelastic scattering cross sections for free nucleons and nuclei have basically the same form as given by Eq. (2.17). All information about the target and its response to the interaction is included in the corresponding hadronic tensor. For nuclei with spin $1/2$ the hadronic tensor formally coincides with the one for free nucleons given in Eqs. (2.22,2.23,2.24). In this case nuclei are characterized by four structure functions, $F_{1,2}$ and $g_{1,2}$. For spin-0 targets, only the symmetric tensor (2.23) with the structure functions $F_{1,2}$ is present. In the case of spin-1 targets the hadronic tensor is composed of eight independent structure functions [2]. For spin-1/2 nuclei the relations between nuclear structure functions and photon-nucleus helicity amplitudes $A_{hH,h'H}^\gamma$ are analogous to the ones for free nucleons in Eqs. (2.44–2.47). For spin-1 targets, see e.g. [18]

Nuclear structure functions depend on the Bjorken scaling variable of the target, $x_A = Q^2/(2P \cdot q)$ with $0 \leq x_A \leq 1$, and on the momentum transfer $Q^2$. It should be noted, however, that these functions are frequently expressed in terms of the Bjorken variable of the free nucleon which is $x = Q^2/(2M\nu) = x_AM_A/M$ in the lab frame, and which can extend over the interval $0 \leq x \leq M_A/M \simeq A$.

Experiments on deep-inelastic scattering from nuclei are reviewed in [19, 20]. For a discussion of the data it is convenient to use structure functions which depend on the Bjorken scaling variable
for a free nucleon, \( x = Q^2/(2M\nu) \). In charged lepton scattering from unpolarized nuclear targets these structure functions are defined by the differential cross section per nucleon:

\[
\frac{d^2\sigma^A}{dx\,dQ^2} = \frac{4\pi\alpha^2}{Q^4} \left[ \left( 1 - y - \frac{Mxy}{2E} \right) \frac{F_2^A(x, Q^2)}{x} + y^2 F_1^A(x, Q^2) \right]. \tag{3.3}
\]

3.2.2 Nuclear Ratio

The nuclear ratio is defined as the nuclear structure function per nucleon divided by the nucleon structure function,

\[
R_{F_2}^A(x, Q^2) = \frac{F_2^A(x, Q^2)}{A F_2^{\text{nucleon}}(x, Q^2)}. \tag{3.4}
\]

Here \( A \) is the nuclear mass number (number of nucleons in the nucleus). The nucleon structure function is usually defined through measurements on deuterium, \( F_2^{\text{nucleon}} = F_2^{\text{deuterium}}/2 \), assuming nuclear effects in deuterium to be negligible.

The behavior of \( R_{F_2}^A(x, Q^2) \) as a function of \( x \) for a given fixed \( Q^2 \) is shown schematically in Fig. 3.1. It can be divided into four regions:

- \( R_{F_2}^A < 1 \) for \( x \lesssim 0.1 \): the shadowing region.
- \( R_{F_2}^A > 1 \) for \( 0.1 \lesssim x \lesssim 0.25 \sim 0.3 \): the antishadowing region.
- \( R_{F_2}^A < 1 \) for \( 0.25 \sim 0.3 \lesssim x \lesssim 0.8 \): the EMC region (EMC: European Muon Collaboration).
- \( R_{F_2}^A > 1 \) for \( x \gtrsim 0.8 \): the Fermi motion region.

Note: the deviation of the nuclear \( F_2 \)-ratios from one in all four regions of \( x \), is sometimes referred to as the EMC effect. At other places in the literature, it is also sometimes referred to as shadowing. We use the notation EMC only for the depletion observed for \( 0.25 \sim 0.3 \lesssim x \lesssim 0.8 \) and reserve the name shadowing solely for the region \( x \lesssim 0.1 \). We now discuss the phenomenology of each region in more detail.

\[\text{1} \quad \text{Sometimes the ratio of nuclear ratios is used e.g. } R(A/B) = R_{F_2}^A/R_{F_2}^B.\]
Fig. 3.1: Schematic behavior of $R_{F_2}^A(x, Q^2)$ as a function of $x$ for a given fixed $Q^2$.

- **Shadowing region**

Measurements of E665 [21, 22, 23] at Fermilab and NMC [24, 25, 26, 27, 28, 29] at CERN provide detailed and systematic information about the $x$- and $A$-dependence of the structure function ratios $F_{2}^{A}/F_{2}^{d}$. Nuclear targets ranging from He to Pb have been used. A sample of data for several nuclei is shown in Fig. 3.2. While most experiments cover the region $x > 10^{-4}$, the E665 collaboration provides data for $F_{2}^{Xe}/F_{2}^{d}$ [21] down to $x \simeq 2 \cdot 10^{-5}$. Given the kinematic constraints in fixed target experiments, the small $x$-region has been explored at low $Q^2$ only. For example, at $x \simeq 5 \cdot 10^{-3}$ the typical momentum transfers are $Q^2 \simeq 1$ GeV$^2$ [25]. At extremely small values, $x \simeq 6 \cdot 10^{-5}$, one has $Q^2 \simeq 0.03$ GeV$^2$ [21].

In the region $5 \cdot 10^{-3} < x < 0.1$ the structure function ratios systematically decrease with decreasing $x$. At still smaller $x$ one enters the range of small momentum transfers, $Q^2 \simeq 0.5$ GeV$^2$, approaching the limit of high-energy photon-nucleus interactions with real photons.

Shadowing systematically increases with the nuclear mass number $A$. For example, at $x \approx 0.01$ one finds $F_{2}^{A}/F_{2}^{d} \sim A^{\alpha - 1}$ with $\alpha \approx 0.95$ [28]. A similar behavior has been observed in high-energy photonuclear cross sections where the $A$-dependence is roughly $\sigma_{\gamma A} \approx A^{0.02} \sigma_{\gamma N}$.
with $\sigma_{\gamma N}$ the free photon-nucleon cross section averaged over proton and neutron [30].

The shadowing effect depends only weakly on the momentum transfer $Q^2$. The most precise investigation of this issue has been performed for the ratio of Sn and carbon structure functions. [29]. It reveals that shadowing decreases at most linearly with $\ln Q^2$ for $x < 0.1$. The rate of this decrease becomes smaller with rising $x$. At $x > 0.1$ no significant $Q^2$-dependence of $F_{2}^{\text{Sn}}/F_{2}^{\text{C}}$ is found.

Shadowing has also been observed in deep-inelastic scattering from deuterium, the lightest and most weakly bound nucleus. At $x < 0.1$ this ratio is systematically smaller than one.

- **Antishadowing region**

The NMC data have established a small but statistically significant enhancement of the structure function ratio at $0.1 < x < 0.2$. The observed enhancement is of the order of a few percent. For carbon and calcium it amounts to typically 2\% [29]. The most precise measurement of this enhancement has been obtained for $F_{2}^{\text{Sn}}/F_{2}^{\text{C}}$. Within the accuracy of the data no significant $Q^2$-dependence of this effect has been found in this region. Note: from normal-
ization considerations the existence of a shadowing region implies that of an antishadowing one, in order for the exact conservation of sum rules.

- **Region of “EMC effect”**

  The region of intermediate $0.2 < x < 0.8$ has been explored extensively at CERN and SLAC. In the range $2 \text{ GeV}^2 < Q^2 < 15 \text{ GeV}^2$, data were taken by the E139 collaboration [31] for a large sample of nuclear targets between deuterium and gold. The measured structure function ratios decrease with rising $x$ and have a minimum at $x \approx 0.6$. The magnitude of this depletion grows approximately logarithmically with the nuclear mass number. The observed effect agrees well with data for the ratios of iron and nitrogen to deuterium structure functions from BCDMS taken at large $Q^2$ values, $14 \text{ GeV}^2 < Q^2 < 200 \text{ GeV}^2$ [32, 33]. These data imply that a strong $Q^2$-dependence of the structure function ratios is excluded.

- **Fermi motion region**

  At $x > 0.8$ the structure function ratios rise above unity [31], but experimental information is rather scarce. The free nucleon structure function $F_2^N$ is known to drop as $(1 - x)^3$ when approaching its kinematic limit at $x = 1$. Clearly, even minor nuclear effects appear artificially enhanced in this kinematic range when presented in the form of the ratio $F_2^A/F_2^N$.

- **The region $x > 1$**

  Data at large Bjorken $x$ and large momentum transfer, $0.7 < x < 1.3$ and $50 \text{ GeV}^2 < Q^2 < 200 \text{ GeV}^2$, have been taken for carbon and iron by the BCDMS [34] and CCFR [35] collaborations, respectively. The results disagree with model calculations at $x \sim 1$ which account for Fermi motion effects only. For $Q^2 < 10 \text{ GeV}^2$ data have been taken at SLAC for various nuclei. Both quasielastic scattering from nucleons as well as inelastic scattering turns out to be important here.
3.2.3 Other measurements of nuclear parton distributions

Nuclear deep-inelastic scattering is sensitive only to the sum of valence and sea quark distributions (see e.g. Eq. (2.53)), weighted by their respective electric charges. In order to separate nuclear effects in the valence and sea quark sectors, and directly measure nuclear gluon distributions, other types of processes are required which we briefly summarize in the following.

3.2.3.1 Drell-Yan lepton pair production

In the Drell-Yan production of lepton pairs (mostly $\mu^+\mu^-$) in hadron-nucleus collisions, the underlying partonic sub-process is the annihilation of a quark and antiquark from beam and target into a time-like high energy photon, which subsequently converts into the observed dilepton. The Drell-Yan cross section reads (see e.g. [4]):

$$
\frac{d^2\sigma}{dx_T dx_B} = \frac{4\pi\alpha^2}{9 m_l^2} K \sum_i e_i^2 \left [ q_i^B(x_B, Q^2) \bar{q}_i^T(x_T, Q^2) + \bar{q}_i^B(x_B, Q^2) q_i^T(x_T, Q^2) \right ],
$$

(3.5)

where $m_l$ is the invariant mass of the produced lepton pair. The flavor dependent quark distributions of the projectile and target are denoted by $q_i^B$ and $q_i^T$, respectively. Seen from the center-of-mass frame the active quarks carry fractions $x_B$ and $x_T$ of the beam and target momenta. They are determined by the momentum component $q_L$ of the produced dilepton parallel to the beam, its invariant mass $m_l$ and the squared center-of-mass energy $s$:

$$
x_T x_B = \frac{m_l^2}{s}, \quad x_F = \frac{2q_L}{\sqrt{s}} = x_B - x_T.
$$

(3.6)

Higher order QCD corrections to the production cross section (3.5) turn out to be significant. They are absorbed in the so-called “$K$-factor” and effectively double the leading order cross section.

The E772 experiment at FNAL [36] has investigated Drell-Yan dilepton production in proton-nucleus collisions at $s = 1600$ GeV$^2$. At $x_F > 0.2$ the production process is dominated by the annihilation of projectile quarks with target antiquarks. Outside the domain of quarkonium resonances, i.e. for $4 \text{ GeV} < m_l < 9 \text{ GeV}$ and $m_l > 11 \text{ GeV}$, this experiment explores possible mod-

\[\text{Valence quarks are distinguished from sea quarks based on the symmetry classifications of the simple quark model, according to which mesons are (valence) } q\bar{q} \text{ states, baryons appear as } qqq \text{ bound states.}\]
ifications of nuclear sea quark distributions. At $x_T > 0.1$ no significant nuclear effects have been observed within admittedly large experimental errors. This indicates the absence of strong modifications of nuclear sea quark distributions, as compared to those of free nucleons. At $x_T < 0.1$, on the other hand, the observed attenuation for heavy nuclei implies a substantial reduction of nuclear sea quarks, in qualitative agreement with the shadowing effects observed in nuclear deep-inelastic scattering at $x < 0.1$. The detailed comparison of shadowing in Drell-Yan versus DIS requires, of course, a careful separation of valence and sea quark effects as well as their $Q^2$ evolution [37].

3.2.3.2 Lepton-induced production of heavy quarks

The intrinsic heavy-quark ($c$- or $b$-quark) distributions in nucleons or nuclei are expected to be very small. Inelastic heavy-quark production is therefore assumed to receive its major contributions from photon-gluon fusion, i.e. the coupling of the exchanged virtual photon to a heavy quark pair which is attached to a gluon out of the target. This mechanism is a basic ingredient of the so-called color-singlet model [38].

In this model the cross section for heavy quark pair production is proportional to the gluon distribution of the target. A comparison of these cross sections for nucleons and nuclei can then be directly translated into a difference of the corresponding gluon distributions.

In this context NMC has analyzed $J/\psi$ production data from Sn and carbon nuclei [39]. The average ratio of the corresponding inelastic $J/\psi$ production cross sections was found slightly larger than one:

$$\frac{\sigma(\gamma^* + \text{Sn} \rightarrow J/\psi + X)}{\sigma(\gamma^* + \text{C} \rightarrow J/\psi + X)} = 1.13 \pm 0.08. \quad (3.7)$$

Within the color singlet model this implies an enhancement by about 10% of the gluon distribution in Sn as compared to carbon in the region $x \sim 0.1$, though with large errors.

3.2.3.3 Neutrino scattering from nuclei

Deep-inelastic neutrino scattering, involving both charged and neutral currents, permits one to separate valence and sea quark distributions. It is therefore a promising tool to investigate modifications
of the different components of quark distributions in nuclei. The observed nuclear effects in neutrino experiments are qualitatively similar to the results from charged lepton scattering, although their statistical significance is poor, given the large experimental uncertainties.

3.2.4 Global fits to nuclear parton distributions

Global fits do not try to address the origin of nuclear shadowing (or of modifications of parton densities in nuclei in general) but to study the $Q^2$-evolution of nuclear ratios of parton densities,

$$R_i^A(x, Q^2) = \frac{f_{i}^{A}(x, Q^2)}{A f_{i}^{\text{nucleon}}(x, Q^2)}, \quad f_{i} = q, \bar{q}, g,$$

through the DGLAP evolution equations [8, 9, 10]. From the very first attempts [40], several analyses have appeared [41, 42, 43, 44, 45, 46, 47, 48]. They try to perform for the nuclear case the same program developed for the nucleon: nuclear ratios are parameterized at some value $Q^2_0 \sim 2$ GeV$^2$ which is assumed large enough for perturbative DGLAP evolution to be applied reliably. These initial parameterizations for every parton density have to cover the full $x$ range $0 < x < 1$. In the nuclear case, the nuclear size appears as an additional variable. Then these initial conditions are evolved through the DGLAP equations towards larger values of $Q^2$ and compared with experimental data. From this comparison the initial parameterizations are adjusted.

Different approaches differ in several details, see [49]:

- The form of the parameterizations at the initial scale. For example, in [43, 45] shadowing saturates for very small $x$, contrary to [48]. Also the value of $Q^2_0$ varies e.g. from $\sim 0.4$ GeV$^2$ [48] to 2.25 GeV$^2$ [43, 45]. The parametrizations for sea quarks and gluons in [46] do not show any EMC effect. Special mention has to be made of the approach in [41, 42] where the initial gluon density is taken from diffractive nucleon data at $Q^2_0 = 4$ GeV$^2$ and no attempt is made to modify it from the comparison with experimental data.

- The use of different sets of experimental data. For example, Drell-Yan data [36] are used in [43, 45, 47, 48] but not in [46]. These data give the main constraint to the valence and sea contributions in the antishadowing region in [43, 45] but the parametrizations in [47] do not
show antishadowing for sea quarks. HERMES data [50] are used in [47]. Also the data on the $Q^2$-dependence of nuclear ratios [29] are included in [43, 45, 47, 48], but not in [46]; they give the main constraint on the gluon distribution at small and moderate $x$, see below.

- The order of DGLAP evolution. The evolution is made at leading order (LO) in [43, 45] and at next-to-leading (NLO) order in [46, 47, 48]. This turns out to modify the $Q^2$-dependence of nuclear ratios.

- The treatment of isospin effects and the use of sum rules as additional constraints for evolution. For example, isospin symmetry of the nuclear ratios is assumed in [43, 45], but not in [46]. Momentum, charge and baryon number conservation are used in [46, 48], but charge conservation is not used in [43, 45]. In practice, these differences are numerically small.

- The different nucleon partons densities used in the analysis. In practice this choice is of little importance at the level of the nuclear ratios, as its effect appears in both the numerator and denominator in (3.8) and cancels to a large extent.

Gluons are almost unconstrained for $x < 0.02$, and sea quarks for $x < 0.005$. The stronger constraint on gluons in the region $0.02 < x < 0.2$ comes from the $Q^2$-dependence of nuclear ratios.

The DGLAP equations establish a relation between the logarithmic $Q^2$-evolution of the structure functions and the gluon distribution [51]. Such relation, valid at LO and small $x$, has been extended to the nuclear ratios [52]:

$$\frac{\partial R^A_F(x, Q^2)}{\partial \ln Q^2} \approx \frac{10\alpha_s}{27\pi} \frac{xg(2x, Q^2)}{2F^2_{d(\text{d})}} \left\{ R^A_g(2x, Q^2) - R^A_F(x, Q^2) \right\}. \quad (3.9)$$

In this way, $R^A_g(2x, Q^2) > R^A_F(x, Q^2)$ implies a positive $Q^2$ slope, while $R^A_g(2x, Q^2) < R^A_F(x, Q^2)$ gives a negative slope. The available data on the $Q^2$-dependence of nuclear ratios [29] allow to constrain within the DGLAP evolution scheme, the relation between the nuclear gluon distribution and the nuclear ratio for $F_2$. While in the parameterization [53] the ratio for all flavours is equal at the initial scale $Q^2_0$, and thus it gives a too small but positive slope, in the parameterization of [54] the shadowing for gluons is much larger than that for sea and valence quarks so it results in a negative slope at the smallest $x$ and $Q^2$. Therefore, from the comparison with experimental data [29],
DGLAP analysis favors those sets in which gluons are less shadowed than quarks for $x \sim 0.01$. This is at variance with some approaches e.g. [41, 42], where gluons are more shadowed than quarks. The discrepancy between the data and the results of this model when evolved to smaller values of $Q^2$ from $Q^2_0 = 4$ GeV$^2$ is considered as evidence of the existence of large power-suppressed contributions.

While DGLAP approaches do not address the fundamental problem of the origin of shadowing, they are of great practical interest. They provide the parton densities required to compute cross sections for observables characterized by a hard scale for which collinear factorization [55] can be applied. Finally, the centrality dependence of shadowing is not addressed in these models as the existing experimental data do not allow its determination, although some approaches e.g. [54, 56] provide an ansatz for such a dependence.

3.2.5 Importance of Shadowing

The importance of the phenomenon of nuclear shadowing is twofold: First, on the theoretical side it offers an experimentally accessible testing ground for our understanding of Quantum Chromodynamics (QCD) in the high-energy regime [57]. Multiple scattering is unavoidable in a quantum field theory as a consequence of such a basic requirement of the theory as unitarity. The nuclear size gives the possibility to control the amount of multiple scattering at given values of momentum fraction $x$ and scale $Q$. Besides, by varying the scale and the energy of the collision the interplay between the soft non-perturbative and the hard perturbative regimes can be addressed. Second, experimental studies on high-energy nuclear collisions like those at the Relativistic Heavy Ion Collider (RHIC) [58, 59, 60, 61] at the Brookhaven National Laboratory (BNL) are presently carried out. New facilities like the Large Hadron Collider (LHC) [49] at CERN or the Electron-Ion Collider (EIC) [62] under consideration, will become available in the future. They test the behavior of parton densities inside nuclei at larger energies/smaller $x$ than those presently available in fixed target studies like those at the Super Proton Synchrotron (SPS) at CERN. These new experimental data offer the possibility to further constrain our knowledge on the behavior of nuclear cross sections and
structure functions, both for observables characterized by a large scale for which standard perturbation theory can be applied, and for those with intermediate and small scales where new methods have been developed.
4.1 Introduction

In the region of small $x$, parton distributions are dominated by sea quarks and gluons. In most approaches, the origin of the depletion of the nuclear ratios in this region is related with the hadronic behavior of the virtual photon [63]. This resolved hadronic component of the photon wave function at high collision energies — equivalent to small values of $x$, — and at relatively low values of $Q^2$, will interact several times with the different nucleons in the nucleus, i.e. will experience multiple scattering. As will be discussed below, this results in a reduction of the corresponding cross sections.

The cross section is related to the structure function through the nuclear analog of Eq. (2.49) (at very small $x$) as

$$F_2^A(x, Q^2) = \frac{Q^2(1-x)}{4\pi^2\alpha} \sigma_{\gamma^*A},$$

(4.1)

with $\alpha$ the fine structure constant. Thus, the phenomenon of multiple scattering is responsible for the shadowing corrections.

Experimental data on shadowing indicate that:

i) shadowing increases with decreasing $x$, though at the smallest available values of $x$ the behavior is compatible with either a saturation or a mild decrease [21];

ii) shadowing increases with the mass number of the nucleus [28]; and

iii) shadowing decreases with increasing $Q^2$ [29].

On the other hand, the existing experimental data do not allow a determination of the dependence of shadowing on the centrality of the collision. The available experimental data on shadowing at small $x$ ($x \approx 10^{-4}$), from NMC[24, 25] and E665[21, 22] experiments, are all at small $Q^2$ ($Q^2 < 1$ GeV$^2$). At such small virtualities the photons can be considered quasi-real, and it is thus a reasonable approximation to regard them as real photons with $Q^2 = 0$ GeV$^2$. The center-of-mass
energies are also low: \( W \simeq 15 \text{ GeV} \) for the NMC and \( W \simeq 25 \text{ GeV} \) for the E665 measurements.

The Gribov theory\[64, 65\], which relates shadowing to diffraction, is an efficient theoretical framework for understanding nuclear shadowing. For deuteron and other sufficiently light nuclei, the relationship involves the interaction of the diffractively produced hadronic excitations with only two nucleons. In the case of heavier nuclei, triple and higher-order scattering may be important and needs to be included in the formalism. This leads to some model dependence. In the Gribov theory shadowing is expressed in terms of the diffractive dissociation cross section. For low masses of the hadronic excitations, the diffractive dissociation cross section is well described by vector meson dominance (VMD), while for higher masses, the triple-Regge model is usually employed. The triple-Regge model involves parameters which are not given by the model. These parameters are usually determined from various experimental data on diffraction and photoproduction.

Since the available experimental data on shadowing at small \( x \) are all at very low \( Q^2 \) (\( Q^2 < 1 \text{ GeV}^2 \)), we need diffractive dissociation data at very small \( Q^2 \) also as input. Such data are available from both the FNAL experiment [66] (\( Q^2 = 0 \text{ GeV}^2 \)) at energies \( W \simeq 12.8 \text{ GeV} \) and \( W \simeq 15.2 \text{ GeV} \) and the experiments at the Hadron-Electron Ring Accelerator (HERA) [67, 68, 69, 70, 71] (\( Q^2 < 0.01 \text{ GeV}^2 \)) at average energies \( W \simeq 187 \text{ GeV} \) and \( W \simeq 231 \text{ GeV} \). In our work, as also in [72] we employ a generalized form of the Gribov theory, incorporating the real part of the diffractive scattering amplitude, to calculate the shadowing ratio at very small Bjorken-\( x \). The results have been published in [73, 74]

4.2 Shadowing Ratio and Generalized Gribov Theory

4.2.1 Nuclear Shadowing Ratio

From the previous chapter we have (see Eq. (3.4))

\[
R_{F_2}^A(x, Q^2) = \frac{F_2^A(x, Q^2)}{A F_2^{\text{nucleon}}(x, Q^2)}.
\]

where \( F_2^A(x, Q^2) \) is the nuclear structure function and \( F_2^{\text{nucleon}}(x, Q^2) \) is that of a free nucleon.
Writing Eq. (4.1) for both the nucleus and the nucleon,

\[ F_A^2(x, Q^2) = \frac{Q^2(1 - x)}{4\pi^2\alpha} \sigma_{\gamma^* A}, \]

and

\[ F_{\text{nucleon}}^2(x, Q^2) = \frac{Q^2(1 - x)}{4\pi^2\alpha} \sigma_{\gamma^* N}, \]

then

\[ R_{F_2}^A(x, Q^2) = \frac{F_A^2(x, Q^2)}{A F_{\text{nucleon}}^2(x, Q^2)} = \frac{\sigma_{\gamma^* A}}{\bar{A} \sigma_{\gamma^* N}}. \]

Since

\[ x = \frac{Q^2}{2M\nu}, \]

we see that in the real-photon approximation \((Q^2 \to 0)\), \(x \to 0\) and thus

\[ \frac{\sigma_{\gamma^* A}}{\bar{A} \sigma_{\gamma^* N}} \to \frac{\sigma_{\gamma A}}{\bar{A} \sigma_{\gamma N}}, \]

the real-photon shadowing ratio.

### 4.2.2 Gribov Theory

In 1969 V. Gribov [64, 65] proved the following theorem: consider the hadron-deuteron scattering at high energies within the approximation that the radius of the deuteron is much larger than the range of the strong interaction. Then the shadowing correction to the total cross section can be expressed in terms of the differential diffractive hadron-nucleon cross section. This is demonstrated in Fig.4.1: the forward hadron-deuteron rescattering amplitude giving rise to the nuclear shadowing correction contains the hadron-nucleon diffractive amplitude (denoted by the shaded blob) squared.

The hadron-deuteron cross section is separable into a part which accounts for the incoherent scattering from individual nucleons, and a correction (shadowing correction) from the coherent interaction with the two nucleons:

\[ \sigma_{hd} = \sigma_{hp} + \sigma_{hn} + \delta\sigma_{hd} \]

The shadowing correction turns out to be negative; thus the total hadron-deuteron cross section is less than the sum of the incoherent hadron-nucleon cross sections.
4.2.3 Shadowing Correction From Generalized Gribov Theory

Photon-hadron interactions exhibit characteristics similar to hadron-hadron interactions. This similarity can be exploited to express the photon-deuteron interaction as

$$\sigma_{\gamma^*d} = \sigma_{\gamma^*p} + \sigma_{\gamma^*n} + \delta \sigma_{\gamma^*d}$$

(4.9)

in analogy with Gribov’s description of hadron-deuteron interaction.

The generalization to photon-nucleus interaction is immediate. The (virtual) photon-nucleus cross section is separable into a part which accounts for the incoherent scattering from individual nucleons, and a correction (shadowing correction) from the coherent interaction with several nucleons:

$$\sigma_{\gamma^*A} = Z \sigma_{\gamma^*p} + (A - Z) \sigma_{\gamma^*n} + \delta \sigma_{\gamma^*A}$$

(4.10)

The single scattering part is the incoherent sum of photon-nucleon cross sections, where $Z$ is the nuclear charge number, and $\sigma_{\gamma^*p}$ and $\sigma_{\gamma^*n}$ are the photon-proton and photon-neutron cross sections, respectively. The multiple scattering correction is expressible as an expansion in the number of nucleons in the target involved in the coherent scattering ($n \geq 2$). Expressed in terms of the
Fig. 4.2: Double scattering contribution to shadowing correction, $\delta \sigma_{\gamma^*A}$

corresponding multiple scattering amplitudes $A_{\gamma^*A}^{(n)}$ we have (see Eq. (2.48)):

$$\delta \sigma_{\gamma^*A} = \frac{1}{2M_A \nu} \sum_{n=2}^A \text{Im} A_{\gamma^*A}^{(n)},$$

where the photon flux is taken in the limit $x \ll 1$. The dominant contribution to nuclear shadowing comes from double scattering, since the probability that the propagating hadronic excitation coherently interacts with several nucleons decreases with the number of nucleons.

We generalize the original formulation of Gribov by including the real part of the diffractive scattering amplitude. We denote by $\eta$ the ratio of the real to imaginary parts of the diffractive scattering amplitude. In this generalized form the shadowing correction at the level of double scattering is given by

$$\delta \sigma_{\gamma^*A} = \frac{A(A - 1)}{2A^2} 16\pi \mathcal{R}e \left[ \frac{(1 - i\eta)^2}{1 + \eta^2} \int d^2b \int_{-\infty}^{\infty} dz_1 \int_{z_1}^{\infty} dz_2 \int_{4m_x^2}^{W^2} dM_X^2 \frac{d^2\sigma_{\gamma^*N}^{\text{diff}}}{dM_X^2 dt} \right]$$

$$\left|_{t=0} \rho_A^{(2)}(\vec{b}, z_1; \vec{\bar{b}}, z_2) \exp \left\{ i \frac{(z_1 - z_2)}{\lambda} \right\} \right|$$

with $\sigma_{\gamma^*N}^{\text{diff}}$ the photon-nucleon diffractive cross section and $M_X$ the mass of the hadronic excitation.

The coherence length, $\lambda$, is

$$\lambda = \frac{1}{\sqrt{\nu^2 + Q^2} - \sqrt{\nu^2 - M_X^2}}$$

The factor $(1 - i\eta)^2/(1 + \eta^2)$ is a correction for the real part of the diffractive scattering amplitude $T$. Since the shadowing correction is proportional to $(\text{Im} T)^2$, while the total diffractive
cross section is proportional to $|T|^2$, the factor $(1 - i\eta)^2 / (1 + \eta^2)$ emerges naturally, when nuclear shadowing is expressed in terms of the total diffractive cross section.

As illustrated in Fig. 4.2, a diffractive state with invariant mass $M_X$ is produced in the interaction of the photon with a nucleon located at position $(\vec{b}, z_1)$ in the target. The hadronic excitation is assumed to propagate at fixed impact parameter $\vec{b}$ and to interact with a second nucleon at $z_2$. The probability to find two nucleons in the target at the same impact parameter is described by the two-body density $\rho^{(2)}_A(\vec{b}, z_1; \vec{b}, z_2)$ normalized as

$$\int d^3r d^3r' \rho^{(2)}_A(\vec{r}, \vec{r}') = A^2.$$  

The phase factor, $\exp\{i[(z_1 - z_2)/\lambda]\}$ in Eq. (4.12) implies that only diffractively excited hadrons with a longitudinal propagation length larger than the average nucleon-nucleon distance in the target, $\lambda > d \simeq 2$ fm, can contribute significantly to double scattering. The limits of integration define the kinematically permitted range of diffractive excitations, with their invariant mass $M_X$ above the two-pion production threshold and limited by the center-of-mass energy $W = \sqrt{s}$ of the scattering process.

We approximate the two-body density $\rho^{(2)}_A(\vec{b}, z_1; \vec{b}, z_2)$ by a product of one-body densities, $\rho^{(2)}_A(\vec{b}, z_1; \vec{b}, z_2) = \rho_A(\vec{r})\rho_A(\vec{r'})$, since short-range nucleon-nucleon correlations are relevant in nuclei only when $z_2 - z_1$ is comparable to the range of the short-range repulsive part of the nucleon-nucleon force, i.e. for distances $\lesssim 0.4$ fm. However, shadowing is negligible in this case and therefore short-range correlations are not important in the shadowing domain.

With increasing photon energies or decreasing $x$ down to $x \ll 0.1$, the longitudinal propagation length of diffractively excited hadrons rises and eventually reaches nuclear dimensions. Thus, for heavy nuclei, interactions of the excited hadronic state with several nucleons in the target become important and should be accounted for. Following [72] we introduce an attenuation factor with an effective hadron-nucleon cross section, $\sigma_{\text{eff}}$. The shadowing correction can thus be written as

$$\delta\sigma_{\gamma^*A} = \frac{A(A - 1)}{2A^2} \frac{16\pi}{\text{Re}\eta} \left[ \frac{(1 - i\eta)^2}{1 + \eta^2} \int d^2b \int_{-\infty}^{\infty} dz_1 \int_{z_1}^{z_2} dz_2 \int_{4m^2}^{W^2} dM_X^2 \frac{d^2\sigma_{\gamma^*N}}{dM_X^2 dt} \right] \bigg|_{t \approx 0},$$

$$\rho^{(2)}_A(\vec{b}, z_1; \vec{b}, z_2) \exp \left\{ i\left(\frac{z_1 - z_2}{\lambda}\right) \right\} \exp \left\{ -\frac{1}{2}(1 - i\eta)\sigma_{\text{eff}} \int_{z_1}^{z_2} dz \rho_A(b, z) \right\}.$$  

(4.14)

The effective hadron-nucleon cross section, $\sigma_{\text{eff}}$ in Eq. (4.14) is defined as

$$\sigma_{\text{eff}} = \frac{16\pi}{\sigma_{\gamma N}(1 + \eta^2)} \int_{4m^2}^{W^2} dM_X^2 \frac{d^2\sigma_{\gamma^*N}}{dM_X^2 dt} \bigg|_{t \approx 0},$$  

(4.15)
where $\sigma_{\gamma N}$ is the photon-nucleon cross section. The details of this approach and the approximations inherent in the definition of $\sigma_{\text{eff}}$ are treated thoroughly in [72]. For vector mesons as the intermediate hadronic excitations, we take $\sigma_{VN}$ as $\sigma_{\text{eff}}$ in the attenuation factor in Eq. (4.14), where $\sigma_{VN}$ is the vector meson-nucleon scattering cross section.

4.3 Diffractive Dissociation

4.3.1 Diffractive production

In single diffractive scattering of a (virtual) photon off of a proton (see Fig. 4.3), the proton remains intact and does not dissociate during the process. The photon, on the other hand, dissociates into a hadronic final state $X$, with a well defined rapidity gap relative to the proton,

$$\gamma^{(*)} + p \rightarrow X + p'. \quad (4.16)$$

Such diffractive processes are important at small momentum transfer, with cross sections which decrease exponentially with the squared four-momentum transfer. In general they exhibit a weak energy dependence.

Diffractive dissociation of real photons,

$$\gamma + N \rightarrow X + N, \quad (4.17)$$

has been studied in both fixed target and collider experiments. Experiments were carried out at Fermi National Laboratory (FNAL) at average photon-proton center of mass energies of $W \simeq 12.8$ GeV and $W \simeq 15.2$ GeV[66]. Diffractive states with an invariant mass squared of up to $M_X^2 \simeq 18$ GeV$^2$ were produced. This experiment measured the differential diffractive dissociation cross section, $\frac{d\sigma_{\text{diff}}}{dM_X^2 dt}$, in both the invariant mass $M_X$ and the squared four-momentum transfer $t$. Experiments at the Hadron-Electron Ring Accelerator (HERA)[67, 68, 69, 70, 71] were carried out at average energies $W \simeq 187$ GeV and $W \simeq 231$ GeV. Diffractive states with mass $M_X < 30$ GeV were produced. Unlike the FNAL experiment, only $d\sigma_{\gamma^{(*)}N}/dM_X^2$ was measured due to poor resolution in $t$. 

4.3.2 Diffractive dissociation cross section

The analysis by the H1 collaboration[69] divides the HERA photoproduction data into effectively three intervals in $M_X^2$. We adopt this approach in the present study, taking the first interval (0.16 − 1.58) GeV$^2$ to contain the region of the low-mass vector mesons ($\rho$, $\omega$ and $\phi$). The second interval (1.58 − 4.0 GeV$^2$) covers the $\rho'$ resonance region. The third interval ($M_X^2 > 4.0$ GeV$^2$) is that of the high-mass continuum. The differential diffractive cross section is written as a sum over contributions from these three mass intervals,

$$
\frac{d\sigma_{\gamma N}^{\text{diff}}}{dM_X^2 dt}\bigg|_{t\approx 0} = \sum_{V=\rho, \omega, \phi} \frac{d\sigma_{\gamma N}^V}{dM_X^2 dt}\bigg|_{t\approx 0} + \sum_{V=\rho'} \frac{d\sigma_{\gamma N}^V}{dM_X^2 dt}\bigg|_{t\approx 0} + \frac{d\sigma_{\gamma N}^{\text{cont}}}{dM_X^2 dt}\bigg|_{t\approx 0} .
$$

(4.18)

In the following, we briefly summarize the various treatments applied in the three regions.

4.3.2.1 Low-mass vector mesons

We utilize vector meson dominance (VMD) [75] to describe low-mass region of the differential diffractive cross section, i.e. the first term on the right-hand side of Eq. (4.18), yielding [75]:

$$
\frac{d\sigma_{\gamma N}^V}{dM_X^2 dt}\bigg|_{t=0} = \frac{\alpha}{4} \Pi^V(M_X^2) \frac{M_X^2}{(Q^2 + M_X^2)^2} \sigma_{\gamma N}^V
$$

(4.19)

with $\Pi^V(M_X^2)$ the vector meson part of the photon spectral function $\Pi(M_X^2)$,

$$
\Pi(M_X^2) = \frac{1}{12\pi^2} \frac{\sigma(e^+ e^- \rightarrow \text{hadrons})}{\sigma(e^+ e^- \rightarrow \mu^+ \mu^-)} .
$$

(4.20)
In Eq. (4.19), $\sigma_{VN}$ is the vector meson-nucleon cross section and $\alpha = e^2/4\pi = 1/137$ is the fine structure constant.

The $\omega$ and $\phi$ mesons are narrow and thus well approximated by delta functions. Their contribution to the photon spectral function can be written as

$$\Pi^V(M_X^2) = \left(\frac{m_V}{g_V}\right)^2 \delta(M_X^2 - m_V^2) \ ; \ V = \omega, \phi, \ (4.21)$$

where $m_V$ and $g_V, (V = \omega, \phi)$ are the mass and the coupling constant of the $\omega$ and $\phi$ mesons, respectively.

The $\rho$-meson, unlike the $\omega$ and $\phi$ mesons, has a large width due to its strong coupling to two-pion states. We have followed the approach in [76] and taken this into account through the $\pi^+\pi^-$ part of the photon spectral function:

$$\Pi^\rho(M_X^2) = \frac{1}{48\pi^2} \Theta(M_X^2 - 4m^2) \left(1 - \frac{4m^2}{M_X^2}\right)^{3/2} \left|F_\pi(M_X^2)\right|^2, \ (4.22)$$

where $m_\pi$ is the mass of the pion and $M_X = M_{\pi\pi}$ is the invariant mass of the $\pi^+\pi^-$ pair. The pion form factor, $F_\pi$, is taken from Ref. [77]. A full discussion is given in [76]. We compared the result from the delta function approximation to this more exact calculation and found that taking into account the width of the $\rho$-meson increases the differential diffractive cross section by $\approx 10\%$.

The vector meson-nucleon cross section in Eq. (4.19) has an energy dependence of the form

$$\sigma_{VN} \sim W^{2(\alpha_{\rho}(t=0)-1)} = W^{2\epsilon} \ (4.23)$$

where $\alpha_{\rho}(t=0) = 1 + \epsilon$, with $\epsilon = 0.08$, is referred to as the soft pomeron intercept [78].

### 4.3.2.2 Region of the $\rho'$ resonances

The $\rho'$ resonance region contains the $\rho(1450)$ and $\rho(1700)$ mesons. These resonances were formerly classified as the $\rho(1600)$ [79]. The FNAL data show an enhancement in this region. We treat this enhancement in terms of an average $\rho'$ resonance, corresponding to the earlier classification of $\rho(1600)$, as done in Ref. [66]. We use the available information on the $\rho(1600)$ from Ref. [75] in a VMD-type calculation to evaluate the contribution from this region. The average $\rho'$ resonance
should have a finite width, but encouraged by the fact that a delta function in the case of the $\rho$ gives a good approximation to the full-width result, we employ a narrow resonance approximation for the $\rho(1600)$. Thus, for the second term of (4.18) we have

$$\left. \frac{d\sigma_{\gamma N}}{dM_X^2 dt} \right|_{t=0} = \frac{\alpha}{4} \Pi^V(M_X^2) \frac{M_X^2}{(Q^2 + M_X^2)^2} \sigma^2_{\gamma N}$$

(4.24)

with

$$\Pi^V(M_X^2) = \left( \frac{m_v}{g_v} \right)^2 \delta(M_X^2 - m_v^2)$$

(4.25)

and $V = \rho(1600)$.

4.3.2.3 High-mass continuum

An appropriate framework in which to model dissociation processes is offered by ‘triple-Regge’ phenomenology [69]. The details of this approach are summarized in Appendix B.

The differential dissociation cross section including both the pomeron and subleading reggeons can be written as

$$\frac{d^2\sigma}{dt \, dM_X^2} = \left[ \frac{G_{P\Xi^{+}P}(0)}{M_X^{2\alpha_{P}(0)}} \frac{1}{s_0} \alpha_{P}(0) + \frac{G_{P\Xi^{+}R}(0)}{M_X^{4\alpha_{P}(0)-2\alpha_{R}(0)}} \frac{1}{s_0} \alpha_{R}(0) \right] (W^2)^{2\alpha_{P}(0)-2} e^{B(W^2, M_X^2) t}$$

(4.26)

where $B(W^2, M_X^2) = 2b_P + 2\alpha'_P \ln(W^2/M_X^2)$. The notation and meaning of the various symbols in Eq. (4.26) are given in Appendix B.

4.4 Data Analysis and Fits

At very small $x$ NMC has two data points, corresponding to $^6$Li and $^{12}$C. For $^6$Li, $x = 1.4 \times 10^{-4}$ and the average $Q^2$, $\langle Q^2 \rangle = 0.034$ GeV$^2$, thus the virtual-photon energy, $E_{\gamma*} = 129.4$ GeV. This value is comparable to the photon energy from using the NMC cm energy $W = 200$ GeV and energy transferred fraction $\langle y \rangle = 0.64$, $E_{\gamma*} = 128$ GeV. In the case of $^{12}$C, $x = 1.5 \times 10^{-4}$ and the average $Q^2$, $\langle Q^2 \rangle = 0.035$ GeV$^2$, thus the virtual-photon energy, $E_{\gamma*} = 124.3$ GeV. Using the NMC cm energy $W = 200$ GeV and energy transferred fraction $\langle y \rangle = 0.65$, $E_{\gamma*} = 130$ GeV. Therefore
for both nuclei we use $E_{\gamma^*} = 128$ GeV, corresponding to a photon-nucleon center-of-mass energy $W = 15.5$ GeV.

The E665 experiment, at very small $x (x \simeq 10^{-4})$ has four data points: $^{12}$C, $^{40}$Ca, $^{131}$Xe, and $^{208}$Pb. The reported photon energy is in the range $50 \leq E_{\gamma^*} \leq 300$ GeV, and virtualities $0.1 < Q^2 < 80$ GeV$^2$. For the smallest $x$, $\langle Q^2 \rangle \simeq 0.15$ GeV$^2$. Since for a fixed-target experiment the smallest $x$ corresponds to the smallest $Q^2$ and largest $E_{\gamma^*}$, we use $Q^2 = 0.15$ GeV$^2$ and $E_{\gamma^*} = 300$ GeV in our calculations. Note that these values correspond to $x = 2.66 \times 10^{-4}$, well within the reported small-$x$ values of E665. $E_{\gamma^*} = 300$ GeV gives a cm energy $W = 23.75$ GeV.

The free parameters to be determined from experimental data are the triple-pomeron coupling $G_{\Pi \Pi \Pi}(0)$ and the pomeron-pomeron-reggeon coupling $G_{\Pi \Pi \Pi R}(0)$. We adopt a simple fitting procedure: the experimental data are fitted to Eq. (4.26) at the average cms energies. These are $W \simeq 12.8$ GeV and $W \simeq 15.2$ GeV for the FNAL experiment, $W \simeq 187$ GeV and $W \simeq 231$ GeV for the HERA experiment. In the following subsections the units of $G_{\Pi \Pi \Pi}(0)$ and $G_{\Pi \Pi \Pi R}(0)$ are $\mu$b/GeV$^2$.

### 4.4.1 FNAL Data

The FNAL data are presented at $t = -0.05$, thus the data are fitted to Eq. (4.26) at this value of $t$.

The best fit to Eq. (4.26) is given by $G_{\Pi \Pi \Pi}(0) = 12.0 \pm 0.4$ and $G_{\Pi \Pi \Pi R}(0) = 1.5 \pm 0.1$ at $W \simeq 12.8$ GeV. For $W \simeq 15.2$ GeV, $G_{\Pi \Pi \Pi}(0) = 9.5 \pm 0.7$ and $G_{\Pi \Pi \Pi R}(0) = 2.4 \pm 0.3$ respectively.

The quality of the fits is shown in Fig. 4.4.

### 4.4.2 HERA Data

The HERA data, unlike the FNAL data, are not presented at a specific value of $t$. The data have been integrated in $t$ over a kinematic range relevant to the HERA experiment. Thus the first job is to deconvolute the $t$-integrated data to data at $t = 0$.

As commonly done we assume a $t$ dependence of the form

$$
\frac{d^2\sigma}{dM_X^2 \, dt} = \frac{d^2\sigma}{dM_X^2 \, dt} \bigg|_{t=0} e^{B(W^2, M_X^2) \, t},
$$

(4.27)
and then integrate both sides of Eq. (4.27) over the measured range of $t$, $|t_{\text{min}}| < |t| < 1$ GeV$^2$. Here $|t_{\text{min}}|$ is the minimum kinematically accessible value of $t$ [79]. In the following equations we suppress the $W^2$ and $M_X^2$ dependence of $B$. We can then write

$$\frac{d^2\sigma}{dM_X^2 \, dt}\bigg|_{t=0} = \frac{B}{e^{-B|t_{\text{min}}|} - e^{-B}} \int_{|t_{\text{min}}|}^{1} dt \frac{d^2\sigma}{dM_X^2 \, dt}.$$  \hspace{1cm} (4.28)

Making the identification

$$\int_{|t_{\text{min}}|}^{1} dt \frac{d^2\sigma}{dM_X^2 \, dt} = \frac{d\sigma}{dM_X^2},$$  \hspace{1cm} (4.29)

then

$$\frac{d^2\sigma}{dM_X^2 \, dt}\bigg|_{t=0} = \frac{B}{e^{-B|t_{\text{min}}|} - e^{-B}} \frac{d\sigma}{dM_X^2}.$$  \hspace{1cm} (4.30)

Eq. (4.30) can now be applied to generate a new set of data at $t = 0$ from the HERA $t$-integrated data.

The fit, based on Eq. (4.26), yields $G_{\text{PIDP}}(0) = 5.0 \pm 0.8$ and $G_{\text{PIDR}}(0) = 6.3 \pm 0.8$ at $W \simeq 187$ GeV. For $W \simeq 231$ GeV, $G_{\text{PIDP}}(0) = 5.3 \pm 0.8$ and $G_{\text{PIDR}}(0) = 8.5 \pm 0.7$, respectively.

The fits are displayed in Fig. 4.4.

4.4.3 $W \simeq 24$ GeV

There are no experimental data at $W \simeq 24$ GeV, the cms energy relevant to the E665 measurements. Thus we are not able to extract both $G_{\text{PIDP}}(0)$ and $G_{\text{PIDR}}(0)$ directly from experiment. We therefore use an indirect method to estimate these parameters: we plot the fit parameters from Sec. 4.4.1 and Sec. 4.4.2 as a function of $W^2(2\alpha_\Pi(0)^{-2})$, the energy functional in Eq. (4.26) at $t = 0$, and then estimate the values at $W = 24$ GeV. We use the energy functional since it occurs explicitly in the extraction of the fit parameters from experimental data. Applying Eq. (4.26), $G_{\text{PIDP}}(0) = 8.04 \pm 0.79$ and $G_{\text{PIDR}}(0) = 2.65 \pm 0.32$. This approach, of course, impacts on the accuracy of the determination of the shadowing ratio at this energy due to greater uncertainties associated with the approximate nature of the fit parameters. The fits and corresponding estimates of the fit parameters are displayed in Fig. 4.5. Note that $W^2(2\alpha_\Pi(0)^{-2}) = W^{0.272}$ using $\alpha_\Pi(0) = 1.068$. 
Fig. 4.4: (Color Online) Triple-Regge fit to the FNAL (12.8 GeV and 15.2 GeV) and HERA (187 GeV and 231 GeV) data in the nonresonant continuum ($M_{X}^{2} > 4 \text{ GeV}^2$). The dashed lines correspond to pomeron+reggeons. The shaded circles are experimental data.
Fig. 4.5: (Color Online) Estimates for the fit parameters at $W = 24$ GeV as discussed in the text. The shaded upright triangles and squares are the $G_{\pi \pi \pi \pi}(0)$ and $G_{\pi \pi \pi \pi}(0)$ from Eq. (4.26) respectively. The dashed and dot-dashed lines are fits to the parameters respectively. The vertical dotted line corresponds to the values of these parameters at $W = 24$ GeV.
4.5 Results: Shadowing Ratio and Mass Dependence

The treatment outlined in the last three sections is now applied to calculate the shadowing correction, and hence the shadowing ratio. The basic equation is Eq. (4.14), which involves the ratio of the real to imaginary amplitudes $\eta$, the photon-nucleon cross section $\sigma_{\gamma N}$, the nuclear density $\rho_A(r)$, and the effective cross section $\sigma_{\text{eff}}$ in terms of the diffractive dissociation cross section.

We use the energy-independent $\eta$’s for the vector mesons from Ref. [75]. For both $\rho$ and $\omega$ mesons, $\eta$ takes values between 0 and $-0.3$. Here we take $\eta_\rho = \eta_\omega = -0.2$ in accordance with Ref. [75]. The results of our calculation are not very sensitive to the precise values of $\eta_\rho(\omega)$. For the $\phi$ meson, we take $\eta_\phi = 0.13$ [80]. For lack of information, we take $\eta_\rho(1600) = 0$. For the high-mass continuum, we follow Ref. [72] and define $\eta_{\Pi^\prime}$ as

$$\eta_{\Pi^\prime} = \frac{\pi}{2}(\alpha_{\Pi^\prime}(0) - 1),$$

(4.31)

using the result of Gribov and Migdal [81]. The ratio of the real to imaginary parts of the subleading exchange amplitude $\eta_{\Pi^\prime}$ is given by

$$\eta_{\Pi^\prime} = -\xi + \cos(\pi\alpha_{\Pi^\prime}(0))\frac{\sin(\pi\alpha_{\Pi^\prime}(0))}{\sin(\pi\alpha_{\Pi^\prime}(0))},$$

(4.32)

with $\xi = \pm 1$ the signature factor of the exchanged reggeon. Using the value of $\alpha_{\Pi^\prime}(0) = 0.55 \pm 0.10$ from [69], $\eta_{\Pi^\prime}(\xi = -1) = 1.17$ and $\eta_{\Pi^\prime}(\xi = +1) = -0.854$ respectively. The analysis in [69] assumes a single effective trajectory $\alpha_{\Pi^\prime}(t)$ for the four subleading reggeons, thus $-0.854 \leq \eta_{\Pi^\prime} \leq 1.17$. Due to the uncertainty in $\alpha_{\Pi^\prime}(0)$ and for reasons of symmetry we take the uncertainty range to be $-1 \leq \eta_{\Pi^\prime} \leq 1$ as in [72].

The small difference between the photon-proton cross section $\sigma_{\gamma p}$ and the photon-neutron cross section $\sigma_{\gamma n}$ is neglected in this study. We use the Donnachie-Landshoff parameterization of $\sigma_{\gamma p}$ [78] as the generic photon-nucleon cross section $\sigma_{\gamma N}$. For the nuclear densities, three-parameter Fermi ($3pF$) distributions are applied:

$$\rho_A(r) = \rho_0 \frac{1 + \omega(r/R_A)^2}{1 + e^{(r-R_A)/d}},$$

(4.33)

with the parameter values taken from Ref. [82]. For mass numbers $A \lesssim 20$ a harmonic oscillator (HO) density distribution may be more appropriate than the $3pF$ distribution. For uniformity, we
use the \(3pF\) distributions for the whole mass range in light of the fact that uncertainties associated with other parameters are at least comparable.

4.5.1 Shadowing: NMC

We carried out calculations at 15.5 GeV, the cm energy relevant to the NMC measurements at small \(x\). The results are displayed in Fig. 4.6. At very small \(x (x \simeq 10^{-4})\), NMC has two data points, corresponding to \(^6\)Li and \(^{12}\)C. In view of the large error bars of the data, the calculations can be said to describe the experimental information adequately well in the applicable mass range. The agreement with data at \(A < 12\) can be further improved by using a more realistic density parameterization for that region. The shadowing ratio displays a systematic trend: a rapid decrease at small \(A\) and a more gradual one as \(A\) increases.

The gap between the \(\eta = 1\) and \(\eta = -1\) results can be taken as a measure of the uncertainty of the calculated results due to the uncertainty in the determination of \(\eta_I\). This uncertainty is more pronounced for larger mass numbers, but it is reassuring that for the largest mass numbers considered, the gap is small.

4.5.2 Shadowing: E665

At very small \(x (x \simeq 10^{-4})\) the E665 experiment has four data points: \(^{12}\)C, \(^{40}\)Ca, \(^{131}\)Xe, and \(^{208}\)Pb. The results of our calculations and the experimental data are shown in Fig. 4.7. The agreement with experimental result is quite good considering the approximations inherent in the determination of the fit parameters at this energy. The statement concerning small \(A\) above is also valid here. Also the trend is the same: for small \(A\) the shadowing ratio decreases rapidly with \(A\), while for large \(A\) the decrease is more gradual.
Fig. 4.6: (Color Online) Shadowing ratio at FNAL energies. The thick lines correspond to pomeron+subleading reggeons with $\eta = 1$ while the dashed lines correspond to pomeron+reggeons with $\eta = -1$. The full triangles are data from the NMC experiment.
Fig. 4.7: (Color Online) Shadowing ratio at $W = 24$ GeV. The thick line is the result from both pomeron and subleading reggeons with $\eta = 1$ while the dashed line corresponds to pomeron+reggeons with $\eta = -1$. The full triangles are data from the E665 experiment.
Fig. 4.8: (Color Online) Mass dependence of calculated shadowing ratio at small $x$ for both the NMC (shaded squares) and E665 (shaded diamonds) kinematics. The dashed lines are fits according to Eq. (4.34) as described in the text.
4.5.3 Mass Dependence of Shadowing At Small $x$

The mass dependence of our calculated results is as shown in Fig. 4.8 for both the NMC and E665. The dashed lines represent a two-parameter fit of the standard form

$$R_{F2}^A = \beta_0 A^{\beta_1 - 1}$$

(4.34)

to the calculated results, with fit parameters $\beta_0$ and $\beta_1$. For the NMC kinematics, $\beta_0 = 1.154$ and $\beta_1 = 0.881$ respectively. In the kinematical regime of the E665, $\beta_0 = 1.162$ and $\beta_1 = 0.885$ respectively.

4.6 A simple approximate picture of small-$x$ shadowing

In this section we discuss a simple approximation to the formalism applied so far. This approximation furnishes a particularly simple picture of small-$x$ shadowing in terms of a single parameter, the diffractive slope $B$.

We consider Eq. (4.12):

$$\delta\sigma_{\gamma^A} = \frac{A(A - 1)}{2A^2} 16\pi Re \left[ \frac{(1 - i\eta)^2}{1 + \eta^2} \int d^2b \int_{-\infty}^{\infty} dz_1 \int_{z_1}^{\infty} dz_2 \right.$$

$$\left. \int_{4m^2}^{W^2} dM^2_X \frac{d^2\sigma_{\gamma^N}}{dM^2_X dt} \left|_{t=0} \rho_A^{(2)}(\vec{b}, z_1; \vec{b}, z_2) \exp \left\{ \frac{i(z_1 - z_2)}{\lambda} \right\} \right] \right] \right]$$

(4.35)

in the limit $\lambda \to \infty$ and $\eta = 0$. Then Eq. (4.35) simplifies to

$$\delta\sigma_{\gamma^A} = \frac{A(A - 1)}{2A^2} 16\pi \left[ \int d^2b \int_{-\infty}^{\infty} dz_1 \int_{z_1}^{\infty} dz_2 \rho_A^{(2)}(\vec{b}, z_1; \vec{b}, z_2) \right.$$

$$\left. \int_{4m^2}^{W^2} dM^2_X \frac{d^2\sigma_{\gamma^N}}{dM^2_X dt} \left|_{t=0} \right] \right] \right]$$

(4.36)

Assuming a constant diffractive slope $B$ in

$$\left. \frac{d^2\sigma_{\gamma^N}}{dM^2_X dt} \right|_{t=0},$$

(4.37)

we can carry out the integral over $M^2_X$ to yield:

$$\int_{4m^2}^{W^2} dM^2_X \frac{d^2\sigma_{\gamma^N}}{dM^2_X dt} \left|_{t=0} \right] = B \sigma_{\gamma^N}$$

(4.38)
Thus the shadowing correction becomes

$$\delta \sigma_{\gamma^*A} = \frac{A(A-1)}{2A^2} 16\pi B \sigma_{\gamma^*N}^{\text{diff}} \left[ \int d^2 b \int_{-\infty}^{\infty} dz_1 \int_{z_1}^{\infty} dz_2 \rho_A^{(2)}(\vec{b}, z_1; \vec{b}, z_2) \right], \quad (4.39)$$

and the shadowing ratio $R$ is thus

$$R^A = 1.0 - \frac{(A-1)}{2A^2} 16\pi B \frac{\sigma_{\gamma^*N}^{\text{diff}}}{\sigma_{\gamma^*N}} \left[ \int d^2 b \int_{-\infty}^{\infty} dz_1 \int_{z_1}^{\infty} dz_2 \rho_A^{(2)}(\vec{b}, z_1; \vec{b}, z_2) \right]. \quad (4.40)$$

Diffractive photo/leptoproduction of hadrons with mass $M_X^2 > 3 \text{ GeV}^2$ at HERA and FNAL gives a range of values for the slope parameter $B$ [66, 67, 83]:

$$B \simeq (5 \ldots 7) \text{ GeV}^{-2}.$$ 

Diffractive production of low-mass vector mesons ($\rho, \omega, \phi$) from nucleons gives a wider range of values for $B$, depending on $Q^2$ and incident photon energy [66, 84]:

$$B \simeq (4 \ldots 10) \text{ GeV}^{-2}.$$ 

From HERA at $x \simeq 10^{-4}$, the ratio of diffractive to total $\gamma^*N$ cross section is [69, 70, 71],

$$\frac{\sigma_{\gamma^*N}^{\text{diff}}}{\sigma_{\gamma^*N}} \approx 0.1. \quad (4.41)$$

We use this value and $B \simeq (4 \ldots 10) \text{ GeV}^{-2}$. The result is shown in Fig. 4.9. As can be seen from the figure, values of $B$ between 5 and 6 GeV$^{-2}$ give good description of both NMC and E665 data.

4.7 Comparison with other related approaches and theoretical uncertainties

4.7.1 Comparison

We compare our results to two previous calculations similar in spirit to the present work. The approximate description treated in the last section is carried out in [2, 85]. Gaussian and square-well parameterizations are used to describe these nuclear densities. The ratio $\sigma_{\gamma^*N}^{\text{diff}}/\sigma_{\gamma^*N} \simeq 0.1$ is used with $B \simeq 8 \text{ GeV}^{-2}$. The calculated results are in good agreement with experimental data from the NMC and E665 experiments and are comparable to the results presented above.
Fig. 4.9: (Color Online) Shadowing ratio calculated for different values of the diffractive slope $B$. Data are from the NMC (shaded circles) and E665 (shaded triangles) collaborations.
The approach in [86] is slightly different from that adopted in the present study. The basic equation is similar to Eq. (4.12) but a model form is utilized to describe the diffractive dissociation process. This model form is constructed to describe the HERA data adequately well. As in [2, 85] the real part of the amplitude is neglected. The same formalism is adopted in [87] where two models are used to account for higher order rescattering effects. Our results are comparable to the $x = 10^{-4}$ ratios of structure functions at $Q^2 = 5.0$ GeV$^2$ in [86] and the small-$x$ $Q^2 = 0.5$ GeV$^2$ structure function ratios in [87] for the considered nuclei.

4.7.2 Uncertainties

The uncertainties of our calculation are directly related to the various uncertainties and approximations inherent in the practical usage of Eq. (4.14) to determine nuclear shadowing ratio. There are small but finite uncertainties in the nuclear density distribution parameters as well as the neglect of short-range correlations. The parameterizations of the diffractive dissociation cross section in different $M^2_X$ regions are the dominant sources of uncertainties. In the low-$M^2_X$ region described by vector meson dominance model (VMD), the largest contribution to the uncertainties comes from the vector-meson-nucleon cross sections. The delta function parameterization for the $\omega$ and $\phi$ mesons seems adequate, and the width of the $\rho$ meson has been taken into account. Refinements of the spectral function (4.22) and improvements of the treatment of the $\rho'$ resonance region are possible. In the continuum we have neglected interference between the pomeran and the subleading reggeons. Also the fit parameters at $W = 24$ GeV are subject to greater errors than the parameters from fits to actual experimental data. Furthermore, the use of an effective scattering cross section to account for multiple scattering is an approximation, as is using real-photon information ($Q^2 = 0$) at small, but non-vanishing $Q^2$.

Quantitatively, we estimate the overall uncertainty of our calculations as follows: we place a 10% uncertainty on the values of the vector-meson-nucleon cross sections used in the VMD calculations. The uncertainties in the fit parameters are as reported in Sec. 4.4. From Eq. (4.14) it can be seen that the uncertainties in the fit parameters propagate into uncertainties in the effective scatter-
ing cross section. We have therefore not placed any explicit uncertainty on the effective scattering cross section. We neglect the uncertainties in both $\alpha_{\text{p}}(0)$ and $\alpha_{\text{g}}(0)$ as well as in the other potential sources listed above. Since there are no experimental data in the interval between the FNAL energy (15.2 GeV) and the HERA energy (187 GeV), we place an additional 10% uncertainty on the $W = 24$ GeV fit parameters to offset the lack of constraints on the estimation of these parameters. We use Eq. (4.26) with $\eta_{\text{IR}} = 1$ to estimate the uncertainties at $W = 15.2$ and 24 GeV. The $\eta_{\text{IR}} = -1$ results are very similar. The percentage uncertainties are displayed in Fig. 4.10.
Fig. 4.10: (Color Online) Calculated uncertainties as discussed in the text for $\eta_{IR} = 1$. From top: $W = 24$ GeV, $W = 15.5$ GeV.
CHAPTER 5

NUCLEAR PARTON DISTRIBUTIONS AND DEUTERON-GOLD (d+Au) COLLISIONS

In this chapter we apply nuclear parton distributions to calculate some experimentally observable quantities in d+Au collisions. These are the minimum bias nuclear modification factors, $R_{dAu}$, central-to-peripheral ratios $R_{CP}$, and pseudorapidity asymmetry, $Y_{asy}$. Experimental data for comparison are from the BRAHMS collaboration [88] and the STAR collaboration [89]. Our results have been partially published in [90] and submitted for publication [91].

5.1 Introduction

In the rapidly-developing field of relativistic nuclear collision physics, questions related to the distribution of partons in nucleons and nuclei are of great current interest. The modification of the parton distribution functions (PDFs) in the nuclear environment has attracted growing attention ever since the pioneering EMC experiment[20, 92]. At the Relativistic Heavy Ion Collider (RHIC), we are well-positioned to study the nuclear PDFs (nPDFs) in a center-of-mass energy and transverse-momentum domain where perturbative Quantum Chromodynamics (pQCD) is expected to work well. Thus, hadron production in nuclear collision experiments at RHIC should provide information on how such nonperturbative ingredients of pQCD as the parton distribution functions are modified by the presence of the nuclear medium.

However, the description of nuclear collisions based on pQCD is a complicated task. Much of the complication derives from the intrinsically complex nature of the nuclear environment in collisions of heavy nuclei. In addition to the initial-state modification of the PDFs, the cross section of high-$p_T$ hadron production is influenced by final-state effects (such as jet energy loss) and a complicated geometry. To better understand the physics of pQCD in the nuclear environment, it is
highly desirable to disentangle the different nuclear phenomena affecting high-$p_T$ ($p_T \gtrsim 2$ GeV/c) hadron production. These phenomena (not present in proton-proton collisions) manifest themselves in e.g. the measured nuclear modification factors.

Deuteron-gold (d+Au) collisions provide a good compromise and testing ground for these purposes. The deuteron, being the simplest “real” nucleus, affords a complexity higher than a proton, but much less than that of a typical heavy nucleus like gold. Thus, a good understanding of d+Au collisions is invaluable in elucidating the added complexity associated with collisions of more complex heavy nuclei. Accordingly, d+Au collisions have been extensively studied at RHIC (see e.g. [88, 93, 94, 95]). A new feature, offered by nonidentical colliding beams like d+Au, is the pseudorapidity asymmetry, examined in some detail recently by the STAR collaboration[89].

As we have seen in Chapter 2, any pQCD calculation involves, in addition to partonic differential cross sections, parton distribution functions (PDFs) and (if final-state hadrons are measured) fragmentation functions (FFs) to connect to the observable level. The latter ingredients are non-perturbative, but universal in the absence of the nuclear environment. Typical pQCD-based calculations of nucleus-nucleus collisions use modified (nuclear) PDFs and deal with issues like jet energy loss (jet quenching) and collision geometry. In this work, we focus on the PDFs (and of course can not avoid treating the geometry of the collision). Even in the proton (nucleon), our knowledge of the PDFs is naturally limited; the nPDFs are much less well known in the wide range of momentum fraction $x$ needed for reliable calculations. The nuclear gluon distribution, in particular, is poorly constrained. The uncertainties in the nPDFs directly affect the accuracy of pQCD calculations. It is therefore important not to rely on a single nPDF parameterization. Calculations utilizing different parameterizations offer a useful check on the performances of the different nPDFs in describing relevant observables.

In this chapter we compute nuclear modifications expressed in terms of the ratios $R_{d\text{Au}}$ (nuclear modification factor, see eq. (5.12)) and $R_{\text{CP}}$ (central-to-peripheral ratio, see eq. (5.13)). We also calculate the pseudorapidity asymmetry $Y_{\text{asy}}$ (see eq. (5.14)) in certain pseudorapidity intervals. We focus attention on the phenomenon of nuclear shadowing, the difference between PDFs and nPDFs, leaving aside possible additional effects like jet quenching or intrinsic parton transverse
momentum and its broadening in nuclear collisions. In this way we establish a minimalist base line for experimental comparisons.

It should be noted that the nuclear modifications discussed in this chapter, as expressed in terms of $R_{dAu}$, are somewhat different from the nuclear modifications discussed in Chapter 3. There the modifications are with respect to parton distributions, whereas here the modifications are with respect to cross sections, as will be discussed below. Since the calculation of cross sections necessarily involves nuclear parton distributions, the modifications in Chapter 3 are inherent in the underlying formalism and thus mainly responsible for the modifications manifest in $R_{dAu}$.

5.2 Deuteron-gold Collisions: Basic Formalism

The invariant differential cross section for the $d+Au \rightarrow h+X$ reaction, with respect to pseudorapidity $\eta$ and transverse momentum $p_T$ can be written as

$$\frac{d\sigma^h_{dAu}}{d\eta d^2p_T} = \sum_{abcd} \int d^2b d^2s \ dx_a dx_b dz_c \ t_d(\vec{s}) \ t_{Au}(\vec{b} - \vec{s}) \ F_{a/d}(x_a, Q^2, \vec{s}, z) \ F_{b/Au}(x_b, Q^2, \vec{b} - \vec{s}) \ F_{c/d}(x_c, Q^2, \vec{s}, z) \ \frac{d\sigma(ab \rightarrow cd)}{df} \ \frac{D_{h/c}(z_c, Q^2)}{\pi z_c^2} \ \delta(\hat{s} + \hat{t} + \hat{u}) , \quad (5.1)$$

where $x_a$ and $x_b$ are parton momentum fractions in deuteron and gold, respectively, and $z_c$ is the fraction of the parton momentum carried by the final-state hadron $h$. The factorization and fragmentation scales are $Q$ and $Q_f$, respectively (see Sec.2.3 and 2.4). Here,

$$t_A(\vec{s}) = \int dz \rho_A(\vec{s}, z) \quad (5.2)$$

is the Glauber thickness function of nucleus $A$, with the nuclear density distribution, $\rho_A(\vec{s}, z)$ subject to the normalization condition

$$\int d^2 s \ dz \rho_A(\vec{s}, z) = A . \quad (5.3)$$

The quantity $d\sigma(ab \rightarrow cd)/df$ in Eq. (5.1) represents the perturbatively calculable partonic cross section, and $D_{h/c}(z_c, Q^2)$ stands for the fragmentation function of parton $c$ to produce hadron $h$, evaluated at momentum fraction $z_c$ and fragmentation scale $Q_f$. Using the $\delta$-function in Eq. (5.1), the integration over $z_c$ can be carried out explicitly. Integration limits over $x_a$ and $x_b$ are then
\((x_{a_{\text{min}}}, 1)\) and \((x_{b_{\text{min}}}(x_a), 1)\) respectively. Note that \(x_{b_{\text{min}}}\) is a function of \(x_a\). In addition, \(z_{c}\) is also a function of both \(x_a\) and \(x_b\).

In the present study, we are primarily concerned with \(F_{a/A}(x, Q^2, \vec{s}, z)\), the nuclear parton distribution function (nPDF) for nucleus \(A\). In light of the nuclear modifications discussed in Sec. 5.1, it is natural to assume that the nPDF depends on the location of the parton in the nucleus, \((\vec{s}, z)\) (or at least on its position relative to the beam axis \(\vec{s}\)). To connect this “inhomogeneous” nPDF to the geometry-independent (homogeneous) nPDF \(F_{a/A}(x, Q^2)\), the normalization condition

\[
\int d^2 s \ d z \rho_A(\vec{s}, z) F_{a/A}(x, Q^2, \vec{s}, z) = F_{a/A}(x, Q^2)
\] (5.4)

should be satisfied.

In the EPS08 [96], FGS [42], HIJING [54], and nDS [48] parameterizations the basic object is the (homogeneous) shadowing function \(S(x, Q^2)\) which encodes the nuclear modifications at all relevant \(x\) and \(Q^2\). The nPDF can then be written as

\[
F_{a/A}(x, Q^2) = S(A, x, Q^2) f_{a/N}(x, Q^2) ,
\] (5.5)

where \(f_{a/N}(x, Q^2)\) is any available PDF of the nucleon, which can be expressed as

\[
f_{a/N}(x, Q^2) = \frac{Z}{A} f_{a/p}(x, Q^2) + \left(1 - \frac{Z}{A}\right) f_{a/n}(x, Q^2) ,
\] (5.6)

with \(f_{a/p}(x, Q^2) [f_{a/n}(x, Q^2)]\) being the proton [neutron] parton distribution function as a function of Bjorken \(x\) and factorization scale \(Q\). The HKN07 [97] parameterization assumes this form at the initial scale \(Q^2_0\) to generate the nPDFs at this initial scale, and then evolves to obtain nPDFS at other relevant \(Q^2\).

We can define an inhomogenous shadowing function as

\[
S'(A, x, Q^2, \vec{s}, z) = 1 + N_{\Phi} [S(A, x, Q^2) - 1] \Phi(\vec{s}, z) ,
\] (5.7)

with \(\Phi(\vec{s}, z)\) a dimensionless function of the relevant spatial coordinates and \(N_{\Phi}\) a suitable normalization constant such that

\[
\frac{1}{A} \int d^2 s d z \rho_A(\vec{s}, z) S'(A, x, Q^2, \vec{s}, z) = S(A, x, Q^2) .
\] (5.8)
Here \( S(A, x, Q^2) \) denotes the homogenous shadowing function. The dimensionless function \( \Phi(\vec{s}, z) \) encodes the spatial dependence of nuclear shadowing. We take the thickness function as an assumed form for \( \Phi(\vec{s}, z) \). Another suitable form is using the local nuclear density.

We obtain the density distribution of the deuteron from the Hulthen wave function [98] (as in Ref. [99]), while a Woods-Saxon density distribution is used for gold with parameters from Ref. [82]. Since the Nijmegen deuteron wave function [100], which we also applied, gives similar results to the Hulthen wave function, we report only the calculations using the Hulthen wave function here.

We fix the scales as \( Q = Q_f = p_T \), where \( p_T \) is the final hadronic transverse momentum. We also carried out calculations with the scales \( Q = p_T/z_c, Q_f = p_T \). Results with the latter choice do not differ significantly from those obtained by having both scales fixed at \( p_T \). The partonic differential cross sections, \( d\sigma(ab \rightarrow cd)/d\hat{t} \) were evaluated at leading order (LO). For next-to-leading order (NLO) applications, we use a \( K \) factor to approximate the effects of higher orders. These effects tend to cancel though, in the ratios calculated in the present study. For the fragmentation functions we use the DSS set[101] throughout. The DSS fragmentation functions are available in both LO and NLO forms. We use the MRS98 [102] LO and NLO nucleon parton distributions throughout for consistency with the HKN07[97] parameterization where the underlying PDFs are the MRS98 set.

We employ three different nPDFs in the present study: EPS08[96] (an update of EKS[43], incorporating RHIC data at forward rapidity), FGS[42], and HKN07[97]. EPS08 is available only in LO, whereas FGS is available only in NLO. HKN07 is available in both LO and NLO forms. For consistency, we use LO EPS08 and HKN07 with LO DSS fragmentation functions. NLO DSS are used in conjunction with FGS and NLO HKN07. While EPS08 and HKN07 are similar in the sense that they are global fits to experimental data, FGS utilizes Gribov theory and diffractive deep inelastic scattering to derive nPDFs. Gluon shadowing is stronger in FGS than in EPS08 and HKN07. Because nuclear gluon distributions are poorly constrained experimentally, there are significant differences between the EPS08 and HKN07 gluon shadowing. On the other hand, since the Gribov formalism is not capable to predict valence quark shadowing, FGS uses EKS[43] shadowing for va-
lence quarks, and all three parameterizations are in agreement for valence quark shadowing. For sea quarks, EPS08 and HKN07 are in good agreement at $0.01 \lesssim x \lesssim 0.1$. At $x \gtrsim 0.2$ and in the small-$x$ region $x \lesssim 0.01$ there are substantial deviations. The FGS predicts more nuclear shadowing for sea quarks than EPS08 and HKN07. Due to the $x$-integration, different nuclear effects [shadowing ($x \lesssim 0.1$, depletion), antishadowing ($0.1 \lesssim x \lesssim 0.3$, enhancement), EMC effect ($0.3 \lesssim x \lesssim 0.7$, depletion), etc] are superimposed, thus it is difficult to isolate these effects.

Since pQCD calculations are generally not reliable at low $p_T$, we do not wish to push our calculations below $p_T = 1.5$ GeV/c. With our scale choice, this corresponds to a minimum $Q^2$ ($Q^2_f$) of 2.25 GeV$^2$, while EPS08, FGS, and HKN07 give 1.69, 4.0, and 1.0 GeV$^2$ for minimum $Q^2$, respectively. The minimum $Q^2$ for the DSS fragmentation functions is given as 1.0 GeV$^2$.

5.3 Minimum Bias Nuclear Modification Factor

The d+Au nuclear modification factor, $R_{dAu}$ is defined as

$$R_{dAu}(p_T) = \frac{1}{\langle N_{\text{bin}} \rangle} \frac{\frac{d\sigma^h_{dAu}}{d\eta \, d^2p_T}}{\frac{d\sigma^h_{pp}}{d\eta \, d^2p_T}},$$

(5.9)

where the average number of binary collisions, $\langle N_{\text{bin}} \rangle$ in the various impact-parameter bins is given by

$$\langle N_{\text{bin}} \rangle = \langle \sigma_{NN}^{\text{in}} \, T_{dAu}(b) \rangle.$$

(5.10)

Here $\sigma_{NN}^{\text{in}}$ is the inelastic nucleon-nucleon cross section, and

$$T_{dAu}(b) = \int d^2s \, t_d(\vec{s}) \, t_{Au}(|\vec{b} - \vec{s}|)$$

(5.11)

represents the deuteron-gold nuclear overlap function. The nuclear modification factor $R_{dAu}$ is thus just the ratio of the d+Au and proton-proton (pp) cross sections, normalized by the average number of binary collisions, $\langle N_{\text{bin}} \rangle$.

For minimum bias (integrating over all impact parameters), $\langle N_{\text{bin}} \rangle = A_d \times A_{Au} = 394$ and
thus the modification factor becomes

\[ R_{dAu}(p_T) = \frac{1}{394} \frac{\sigma_{dAu}^h}{\sigma_{pp}^h} \frac{d\sigma^h_{dAu}}{d\eta d^2p_T}, \]

(5.12)

which is reminiscent of the nuclear ratio, Eq. (3.4), which encodes the nuclear modifications of parton distributions. Here though, we are at the level of differential cross sections whereas the nuclear ratio is at the level of structure functions.

The nuclear modification factors $R_{dAu}$ have been measured at several pseudorapidities by the BRAHMS Collaboration, and are presented at $|\eta| \leq 0.2 (\eta = 0), 0.8 \leq \eta \leq 1.2 (\eta = 1), 1.9 \leq \eta \leq 2.35 (\eta = 2.2), \text{and} 2.9 \leq \eta \leq 3.5 (\eta = 3.2)$.[88] At small rapidities ($\eta = 0, 1$), the data are given for the sum of charged hadrons, while at forward rapidities negatively charged hadron data are available. The DSS fragmentation functions for average charged hadrons are employed for all calculations. It should be remembered that the calculated results for all rapidities are therefore for the average of charged hadrons.

We have calculated the minimum bias $R_{dAu}$ for total charged hadron production at the BRAHMS pseudorapidities with the three nuclear parton distribution functions considered in this study. In the case of the FGS nPDFs we use the strong gluon shadowing for the gold nucleus. We have only calculated the $p_T$ distributions for final-state total charged hadrons in the present study, since we are mainly interested in the performance of the different nPDFs. More detail for different hadron species and fractional contributions from quarks, antiquarks, and gluons for EKS and FGS nPDFs can be found in [103]. Here we limit our discussion of nuclear modification factors to the effect of the different nPDFs. We make two general observations:

i) At midrapidity (small $\eta$), processes initiated by both gluons and quarks are important. At forward rapidities (large $\eta$), $x_b$, the parton momentum fraction in gold becomes small and gluon-initiated processes become dominant.

ii) In both, the data and the calculations, $R_{dAu}$ decreases systematically with increasing $\eta$. This reflects the increasing role of shadowing since smaller values of $x_b$ are probed at forward rapidities.
It should be kept in mind that the range of integration over the partonic momentum fraction in the gold nucleus, $x_b$, is $(x_{b\text{min}}, 1)$. Thus $x_{b\text{min}}$ gives an indication of the relevant contributions of the different regions (shadowing, antishadowing, etc) to the cross section. In Fig. 5.1 we display the variation of $x_{b\text{min}}$ with the transverse momentum $p_T$ for the four BRAHMS pseudorapidity intervals. For each interval we calculate $x_{b\text{min}}$ for both the upper and lower limits of pseudorapidity. Shadowing corresponds to $x_b \lesssim 0.05$.

The results of our calculations are displayed in Fig. 5.2, together with the experimental data.

At $\eta = 0$ and $p_T < 2$ GeV/c, typical $x_{b\text{min}}$ values are significantly below 0.1. Thus there is substantial contribution from the shadowing region, and all three nPDFs predict $R_{dA}$ < 1. Due to their steeper rise of $R_{dA}$ with $p_T$, the EPS08 and FGS nPDFs appear to describe the data better at around $p_T = 3 \sim 5$ GeV/c than the HKN07 nPDFs. At $p_T = 4$ GeV/c, $x_{b\text{min}}$ is close to the upper limit of shadowing, thus there is little contribution from the shadowing region. There is more contribution from the antishadowing region, and consequently $R_{dA}$ > 1, with the HKN07 being the lowest. At $p_T = 8$ GeV/c, we have major contributions from both antishadowing and the EMC effect. Thus, while $R_{dA}$ is still > 1, the trend is towards 1 for both EPS08 and FGS. The HKN07 parameterization predicts a higher value at around 1.1.

The behavior is similar at $\eta = 1$. For $p_T < 3$ GeV/c both $x_{b\text{min}}$ values are small, and thus $R_{dA}$ < 1. Around this $p_T$ the HKN07 is identical with the FGS. At $p_T = 4$ GeV/c, $x_{b\text{min}}$ ranges higher, with $R_{dA}$ > 1. The HKN07 is significantly below EPS08 and slightly below FGS in this region. At $p_T > 8$ GeV/c, $R_{dA}$ > 1 with substantial contributions from both antishadowing and the EMC effect. All three are in good agreement with data except at low $p_T$, where the data are more suppressed than the calculated results.

The effect of increasing $\eta$ is already apparent at $\eta = 2.2$, where all parameterizations predict $R_{dA}$ < 1 for $p_T < 4$ GeV/c. The major contribution is from shadowing with the resultant $R_{dA}$ < 1. The FGS is practically 1 for $p_T > 5$ GeV/c while $R_{dA}$ > 1 for both EPS08 and HKN07. This is due to the stronger gluon shadowing in the FGS parameterization. The agreement with data is reasonable, although the reach of the data is rather poor ($p_T < 4$ GeV/c).

At $\eta = 3.2$ the dominant contribution is again from shadowing with $R_{dA}$ < 1 for $p_T < 6$
Fig. 5.1: (Color Online) $x_{b\text{min}}$ as a function of $p_T$ for the four BRAHMS pseudorapidity intervals. The horizontal dashed line corresponds to $x_{b\text{min}} = 0.05$, the approximate upper limit for shadowing.
Fig. 5.2: (Color Online) Minimum bias nuclear modification factor $R_{dAu}$ for total charged hadron production at different pseudorapidities. The solid line represents the EPS08 nPDFS (upper panels) and the FGS nPDFs (lower panels). The dashed line corresponds to the HKN07 LO (NLO) nPDFs for upper (lower) panels respectively. In the intervals $|\eta| \leq 0.2$ and $0.8 \leq \eta \leq 1.2$, the data are for average charged hadrons, while for the intervals $1.9 \leq \eta \leq 2.35$ and $2.9 \leq \eta \leq 3.5$, only negative hadrons are measured. The error bars represent statistical errors.
GeV/c for HKN07 while both FGS and EPS08 give $R_{dAu} < 1$ essentially for all $p_T$. At low $p_T$ the EPS08 describes the data best while at high $p_T$ it is similar to the FGS. The HKN07 is less suppressed at high $p_T$ than both EPS08 and FGS. As in the case of $\eta = 2.2$, the data is limited to $p_T < 4$ GeV/c.

5.4 Central-to-Peripheral Ratios

A related ratio, which dispenses with the need for a reference pp cross section and uses information from the same experiment in numerator and denominator, thus canceling most systematic errors, is the central to peripheral ratio defined as

$$R_{CP}(p_T) = \frac{\frac{1}{\langle N_{bin} \rangle} \frac{d\sigma^{hC}_{dAu}}{d\eta d^2p_T}}{\frac{1}{\langle N_{bin} \rangle} \frac{d\sigma^{hP}_{dAu}}{d\eta d^2p_T}},$$

(5.13)

where $\langle N_{bin} \rangle$ is as defined in Eq. (5.10). The label $C$ stands for the central event class, while $P$ denotes the peripheral class. The centrality classes are chosen according to centrality cuts on the experimental data.

The BRAHMS data are given in three centrality classes: central (0-20)%, semicentral (30-50)%, and peripheral (60-80)% (as a percentile of the geometric cross section). With a Woods-Saxon density for gold and the Hulthen wave function for the deuteron, a Glauber calculation of $T_{dAu}$ relates these classes to impact parameter intervals as $[03] 0 \leq b \leq 3.81$ fm for central, $4.66 \leq b \leq 6.01$ fm for semicentral, and $6.59 \leq b \leq 7.74$ fm for peripheral. It should be noted that our calculation assumes exact impact parameter cuts while, experimentally, impact parameter is poorly measured on an event-by-event basis in $d + Au$ collisions. We will use the notation $R_{CP}$ to refer to the central-to-peripheral ratio, while $R_{SP}$ will be used to denote the semicentral-to-peripheral ratio in the following.

The results of our central-to-peripheral ratio ($R_{CP}$) calculation are displayed in Fig. 5.3, together with the BRAHMS data. At $\eta = 0$, where the data indicate an $R_{CP} > 1$ at $2 \lesssim p_T \lesssim 4$ GeV/c, the calculated results are below the data, while at both $\eta = 2.2$ and $\eta = 3.2$ the data show significant suppression, with the calculations giving $R_{CP}$ close to unity. At $\eta = 1$ the calculation can be said
Fig. 5.3: (Color Online) Central-to-peripheral ratio $R_{CP}$ for total charged hadron production at different pseudorapidities. The solid line represents the EPS08 nPDFS (upper panels) and the FGS nPDFs (lower panels). The dashed line corresponds to the HKN07 LO (NLO) nPDFs for upper (lower) panels respectively. Solid triangles denote BRAHMS data. In the intervals $|\eta| \leq 0.2$ and $0.8 \leq \eta \leq 1.2$, the data are for average charged hadrons, while for the intervals $1.9 \leq \eta \leq 2.35$ and $2.9 \leq \eta \leq 3.5$, only negative hadrons are measured. The solid error bars are systematic errors, while dashed error bars represent statistical errors.
to be in reasonable agreement with the data. Although the calculation exhibits the trend toward increasing suppression in the data as $\eta$ increases, the calculated variation with $\eta$ is much smaller than the one shown by the data. This shortcoming becomes increasingly evident at forward rapidities.

Fig. 5.4 shows the calculated semicentral-to-peripheral ratio, $R_{\text{sp}}$, using the three nPDFs, together with the BRAHMS data. The situation here mirrors that of the central-to-peripheral ratios. The results underpredict the data at $\eta = 0$, but overpredict at forward rapidities. The degree of suppression at forward rapidities is not as severe as in the central-to-peripheral ratios. In fact, due to the large error bars, there is reasonable agreement with data at $p_T$ around 4 GeV/c.

Both $R_{\text{cp}}$ and $R_{\text{sp}}$ are geometry-dependent, thus the assumed spatial dependence of shadowing is important. We have checked that shadowing proportional to the local density gives worse agreement with data than shadowing proportional to the thickness function. A variation of the thickness function dependence where we used higher powers gives better agreement at $\eta = 0$ but still overpredicts significantly at other rapidities. With these shadowing parameterizations, a more radical spatial dependence is needed to describe the data for both ratios. Another factor that may be responsible is a too-weak $x$-dependence of the available shadowing parameterizations.

The absence of spatial dependency in minimum bias nuclear modification factor calculations plays an important role in the apparent better agreement of calculated results with experimental data. Even though the central-to-peripheral ratios should be more reliable experimentally due to the cancellation of systematic errors, the theoretical calculations of these ratios are heavily dependent on the totally unknown spatial dependence of the parton distributions and also the necessity of sharp impact parameter cuts. These constraints are primarily responsible for the apparently worse agreement of the calculated results with experimental data.
Fig. 5.4: (Color Online) Semicentral-to-peripheral ratio $R_{CP}$ for total charged hadron production at different pseudorapidities. The solid line represents the EPS08 nPDFs (upper panels) and the FGS nPDFs (lower panels). The dashed line corresponds to the HKN07 LO (NLO) nPDFs for upper (lower) panels respectively. Solid triangles denote BRAHMS data. In the intervals $|\eta| \leq 0.2$ and $0.8 \leq \eta \leq 1.2$, the data are for average charged hadrons, while for the intervals $1.9 \leq \eta \leq 2.35$ and $2.9 \leq \eta \leq 3.5$, only negative hadrons are measured. The solid error bars are systematic errors, while dashed error bars represent statistical errors.
5.5 Pseudorapidity Asymmetry

As the mechanisms for hadron production in d+Au collisions may be different at forward rapidities (deuteron side) and backward rapidities (gold side), it is of interest to study ratios of particle yields between a given rapidity value and its negative in these collisions. The STAR Collaboration has measured pseudorapidity asymmetries[89], defined as

\[ Y_{asy} = \frac{\frac{d\sigma_{d\text{Au}}}{d\eta d^2p_T} (\text{Au-side})}{\frac{d\sigma_{d\text{Au}}}{d\eta d^2p_T} (\text{d-side})} , \]

in d+Au collisions for several identified hadron species and total charged hadrons in the pseudorapidity intervals \(|\eta| \leq 0.5\) and \(0.5 \leq |\eta| \leq 1.0\). Rapidity asymmetries with the backward/forward ratio above unity for transverse momenta up to \(\approx 5\) GeV/c are observed for charged pion, proton+antiproton, and total charged hadron production in both rapidity regions. We want to see if different nPDFs give significantly different rapidity asymmetries for the various hadron species.

In d+Au collisions at small rapidities, particle production may include contributions from gold-side partons that may have been modified by nuclear effects and from deuteron-side partons that have experienced multiple scattering while traversing the gold nucleus [89]. It should be kept in mind that the latter effect is not included in the present calculations.

We have calculated \(Y_{asy}\) for charged pions (\(\pi^+ + \pi^-\)), charged kaons, protons+antiprotons \((p + \bar{p})\), and total charged hadrons \((h^+ + h^-)\). Below 2 GeV/c, data are available for total charged hadrons only. Above 2 GeV/c, separated data exist for \(\pi^+ + \pi^-\) and for \(p + \bar{p}\). A benefit of using a ratio is that the systematic errors largely cancel and are \(\lesssim 5\%\) for both pions and protons, < 3% for charged hadrons [89]. For \(p_T \lesssim 4.2\) GeV/c the errors are dominantly systematic and thus the statistical errors are not displayed. At higher \(p_T\) statistical errors tend to become dominant. Since the asymmetry is a ratio of the yields in two different rapidity intervals, the respective \(x_b\)-distributions are mostly responsible for the global trends observed in the calculations.
5.5.1 Pseudorapidity and nuclear modifications

Consider the (double) ratio of the forward and backward nuclear modification factors in \(dAu\) collisions for species \(h\):

\[
R^h_\eta(p_T) = \frac{R^h_{dAu}(p_T, -\eta)}{R^h_{dAu}(p_T, \eta)} = \frac{E_h d^3\sigma^h_{dAu}/d^3p|_{-\eta}}{E_h d^3\sigma^h_{pp}/d^3p|_{-\eta}} /rac{E_h d^3\sigma^h_{dAu}/d^3p|_{\eta}}{E_h d^3\sigma^h_{pp}/d^3p|_{\eta}}.
\] (5.15)

As discussed in Ref. [91], since the \(pp\) rapidity distribution is symmetric around \(\eta = 0\), if the same backward and forward (pseudo)rapidity ranges are taken in both directions (i.e. \(|\eta_{min}| \leq |\eta| \leq |\eta_{max}|\)), then the \(pp\) yields cancel in eq. (5.15) and one obtains that the ratio defined in (5.15) is identical to the pseudorapidity asymmetry (5.14):

\[
Y_{\text{asy}}^h(p_T) = R^h_\eta(p_T) = \frac{R^h_{dAu}(p_T, -\eta)}{R^h_{dAu}(p_T, \eta)}.
\] (5.16)

As an illustration we display, in Fig. 5.5, this connection for pion production in the two STAR intervals, \(|\eta| \leq 0.5\) and \(0.5 \leq |\eta| \leq 1.0\), for both EPS08 and HKN07 LO nPDFs. The features displayed are common to all hadronic species considered in the rest of this study.

5.5.2 Minimum-bias asymmetry: \(|\eta| \leq 0.5\)

Fig. 5.6 shows the result of our pseudorapidity asymmetry ratio calculations for the interval \(|\eta| \leq 0.5\), together with the STAR data[89]. We plot the calculated results with the EPS08 (solid line, upper panels), FGS (solid line, lower panels), and HKN07 (dashed, LO upper panels, NLO lower panels) nuclear parton distributions. Around \(\eta = 0\) one expects the degree of asymmetry to be small. This is borne out by both data and calculation. At very low \(p_T\), there is more contribution from the shadowing region for the positive rapidity (deuteron-side) than the negative rapidity (gold-side). Thus the ratio is expected to be above unity. For \(p_T > 3\) GeV/c, the \(x_b\) distributions are similar, with less contribution from the shadowing region as \(p_T\) increases. Thus the asymmetry is not far from unity. The EPS08 and FGS nPDFs give similar results for all hadronic species. The HKN07 nPDFs yield a different curvature and pseudorapidity asymmetries that remain above unity for a
Fig. 5.5: (Color Online) Nuclear modifications, $R_{dAu}$, (left panels), and pseudorapidity asymmetry, $Y_{asy}$, (right panels), for pions at $|\eta| \leq 0.5$ and $0.5 \leq |\eta| \leq 1.0$ using EPS08 and HKN07 LO nPDFs. Filled triangles denote the STAR data.
Fig. 5.6: (Color Online) Pseudorapidity asymmetry, $Y_{asy}$ for different hadrons at $|\eta| \leq 0.5$. The solid line represents the EPS08 nPDFs (upper panels) and the FGS nPDFs (lower panels). The dashed line corresponds to the HKN07 LO (NLO) nPDFs for upper (lower) panels respectively. Filled triangles denote the STAR data. The solid error bars are systematic errors, while dashed error bars represent statistical errors.
wider range of transverse momenta. For the total charged hadrons ratio, the calculation is below the data for $p_T \lesssim 5$ GeV/c. At the present level of combined experimental and theoretical uncertainties, we can claim that $Y_{asy}$ is reasonably reproduced for $\pi^+ + \pi^-$ and $p + \bar{p}$, in particular at large transverse momenta.

5.5.3 Centrality-selected asymmetry: $|\eta| \leq 0.5$

We have also calculated pseudorapidity asymmetry in two centrality classes (0 – 20% and 40 – 100%) for both pions and protons. The result of our calculations for pions is shown in Figure 5.7. In general, the experimental data are clustered around unity, especially for the 40 – 100% centrality class. All parameterizations show trends similar respectively to those observed in the minimum bias case.

(i) pions: 0 – 20% centrality class

Both EPS08 and FGS follow the trend of the data with increasing $p_T$, dropping below unity at higher values of $p_T$. The HKN07 results, on the other hand, remain essentially above unity for all $p_T$ considered. The HKN07 underpredicts the data for the lowest $p_T$, where EPS08 and FGS give better agreement. For $p_T > 3$ GeV/c, all three parameterizations give good description of the data.

(ii) pions: 40 – 100% centrality class

Here the data are heavily clustered around unity, and all three nPDFs considered give results reflecting this. The trends observed in both minimum bias and 0 – 20% are still evident, although much less pronounced. In view of the magnitude of the error bars, all three parameterizations give good agreement with data for all $p_T$.

The result of our calculations for protons is displayed in Figure 5.8. Unlike the pion case, all data points are above unity for both centrality classes.

(i) protons: 0 – 20% centrality class

The situation is similar to that of pion production. Both EPS08 and FGS give better reproduction of experimental data at low $p_T$ than HKN07. For $p_T > 3$ GeV/c, all three parameterizations give reasonably good description of the data.
Fig. 5.7: (Color Online) Pseudorapidity asymmetry, $Y_{asy}$, for pions in two centrality classes at $|\eta| \leq 0.5$. The solid line represents the EPS08 nPDFs (upper panels) and the FGS nPDFs (lower panels). The dashed line corresponds to the HKN07 LO (NLO) nPDFs for upper (lower) panels respectively. Filled squares denote the STAR data.
(ii) protons: 40 – 100% centrality class

The agreement with data for all four parameterizations, while reasonable, is not as good as that of the 0 – 20% centrality class. All the nPDFs considered underpredict the data at low $p_T$, and give results close to unity.

5.5.4 Minimum-bias asymmetry: $0.5 \leq |\eta| \leq 1.0$

Figure 5.9 shows the result of our pseudorapidity asymmetry ratio calculations for the interval $0.5 \leq |\eta| \leq 1.0$. At low $p_T$, the situation is similar to $|\eta| \leq 0.5$. Thus the asymmetry is above unity. However, at $p_T > 3$ GeV/c, the $x_b$ distributions start to become significantly different. While there are still some contributions from the shadowing region for the positive rapidity even up to the highest $p_T$, the negative rapidity yield has no shadowing contribution for $p_T \gtrsim 8$ GeV/c. Thus one expects the asymmetry to be more substantial than for $|\eta| \leq 0.5$. This is borne out by the calculations. As in $|\eta| \leq 0.5$, EPS08 and FGS give very similar results. The HKN07 nPDFs also behave similarly to what was seen at $|\eta| \leq 0.5$, the difference between EPS08 and FGS on the one side, and HKN07 on the other, becoming more pronounced. All calculations underpredict the data for $h^+ + h^-$. For $\pi^+ + \pi^-$ and $p + \bar{p}$, the calculation agrees with the data within error for large transverse momenta. It will be interesting to see the data for charged kaons, when they become available[104].

5.5.5 Centrality-selected asymmetry: $0.5 \leq |\eta| \leq 1.0$

Figure 5.10 shows the result of our calculations for pions for both centrality classes under considerations. The data shows a more pronounced asymmetry unlike the case of pion production in the interval $|\eta| \leq 0.5$. This reflects the observed trend of increasing asymmetry as one moves away from midrapidity.

(i) pions: 0 – 20% centrality class

The EPS08 gives the best agreement with experimental data, reproducing nicely the trend of the data with $p_T$. The FGS shows a similar trend, but underpredicts the data especially at low $p_T$. The HKN07, as usual, has a different curvature from both EPS08 and FGS. It underpredicts the data at
Fig. 5.8: (Color Online) Pseudorapidity asymmetry, $Y_{\text{asy}}$, for protons in two centrality classes at $|\eta| \leq 0.5$. The solid line represents the EPS08 nPDFs (upper panels) and the FGS nPDFs (lower panels). The dashed line corresponds to the HKN07 LO (NLO) nPDFs for upper (lower) panels respectively. Filled squares denote the STAR data.
Fig. 5.9: (Color Online) Pseudorapidity asymmetry, $Y_{asy}$ for different hadrons at $0.5 \leq |\eta| \leq 1.0$. The solid line represents the EPS08 nPDFs (upper panels) and the FGS nPDFs (lower panels). The dashed line corresponds to the HKN07 LO (NLO) nPDFs for upper (lower) panels respectively. Filled triangles denote the STAR data. The solid error bars are systematic errors, while dashed error bars represent statistical errors.
Fig. 5.10: (Color Online) Pseudorapidity asymmetry, $Y_{asy}$, for pions in two centrality classes at $0.5 \leq |\eta| \leq 1.0$. The solid line represents the EPS08 nPDFs (upper panels) and the FGS nPDFs (lower panels). The dashed line corresponds to the HKN07 LO (NLO) nPDFs for upper (lower) panels respectively. Filled squares denote the STAR data.
low $p_T$, but gives good agreement for $p_T > 3$ GeV/$c$.

(ii) pions: 40 − 100% centrality class

The results are quite similar to those of 0 − 20% centrality class. The EPS08 still gives the best agreement with data for most of the $p_T$ considered. The FGS shows less underprediction than before. The behavior of HKN07 is the same as in the 0 − 20% centrality class, with results closer to unity.

The results of our calculation for proton production in the two centrality classes are displayed in Figure 5.11. Both data and calculations exhibit trends similar to the pion case.

(i) protons: 0 − 20% centrality class

The calculated results are similar to the pion case. The EPS08 still gives the best reproduction of data, while the FGS underpredicts the data especially at low $p_T$. The HKN07, while underpredicting significantly at low $p_T$, gives quite reasonable agreement at $p_T > 3$ GeV/$c$.

(i) protons: 40 − 100% centrality class

Except for the lowest $p_T$, the data is close to unity and all three parameterizations give reasonable agreement with data. Thus both data and calculations suggest that the asymmetry for this centrality class is consistent with unity. This implies roughly equal proton production in both negative and positive pseudorapidity regions.
Fig. 5.11: (Color Online) Pseudorapidity asymmetry, $Y_{asy}$, for protons in two centrality classes at $0.5 \leq |\eta| \leq 1.0$. The solid line represents the EPS08 nPDFs (upper panels) and the FGS nPDFs (lower panels). The dashed line corresponds to the HKN07 LO (NLO) nPDFs for upper (lower) panels respectively. Filled squares denote the STAR data.
The subject of parton distributions, even in a free nucleon, is both fascinating and quite complex. A detailed treatment involves the whole breadth of Quantum Chromodynamics (QCD): nonperturbative aspects are needed in the rigorous definition of PDFs (for example the moments of the distributions, calculable using lattice QCD) and perturbative aspect are required in their scale ($Q^2$) evolution. The modifications of PDFs in the nuclear environment add another layer of complexity. Different regions in the Bjorken $x$ and scale $Q^2$ plane correspond to different physical phenomena (shadowing, EMC, Fermi motion, etc), which often involve quite diverse techniques to describe the physics. It is thus both necessary and economical to determine parton distributions, in free nucleons and in nuclei, from global fits to experimental data. Since the distributions are universal, they permit predictions of physical processes involving hard collisions, using the principle of factorization.

The work presented in this study can be divided into two complimentary parts. The first part deals with nuclear modifications of PDFs at small $x$, while the second part tests nuclear PDFs in deuteron-gold collisions. Since the subject of nuclear modifications to parton distributions is vast, we focus attention on the kinematic regime relevant to the experimental determination of nuclear modifications at very small $x$ in the first part. Due to the correlation between $x$ and $Q^2$ at fixed target experiments, small $x$ necessarily implies small $Q^2$. Since data on small $x$ nuclear modifications are only available presently from fixed target experiments, we investigate nuclear shadowing at both small $x$ and small $Q^2$. In the second part, we apply the most up-to-date existing parameterizations of parton distributions (mostly from global analyses) to calculate experimental quantities which directly manifest the influence of modifications to parton distributions.

In Chapters 2 and 3 we review basic facts about parton distributions: their technical definitions, properties, and experimental determinations. These two chapters are not meant to provide a comprehensive overview; they are to summarize some definitions needed in later chapters and to give
an initial orientation. The cited references provide a more detailed and thorough coverage of the different aspects of parton distributions, in particular, areas not treated here.

Chapters 4 and 5 contain our original work. In Chapter 4 we study nuclear shadowing at small $x$ and $Q^2$, the regime relevant to fixed target experiments (NMC and E665) which furnish the presently available low $x$ data. The Gribov approach is particularly well suited for understanding small $x$ nuclear shadowing. The physical picture is of the incident virtual photon fluctuating into an intermediate hadronic state, which then interacts coherently with more than one nucleon in the nucleus. The major requisite ingredient is thus the diffractive dissociation cross section, which includes both the resonance region and the high-mass continuum region. For the resonance region we use vector meson dominance, which accounts for the photon fluctuating into vector mesons. The high-mass region is treated using the triple-regge phenomenology. We include both the pomeron and the sub-leading reggeons to model the photon fluctuating into a continuum of quark-antiquark pairs. The results of our calculations are compared with experimental data from both the NMC and the E665 experiments. We find reasonably good agreement with experimental data, especially for mass numbers $A > 12$. Better agreement with data may be achieved, for $A < 12$, by using a different nuclear density distribution.

There are currently two “most recent” global analyses of nuclear parton distributions on the market: the EPS08 and the HKN07 sets. The earlier FGS parameterization uses Gribov theory and diffractive structure functions to generate parton distributions. In Chapter 5 we use these nuclear parton distributions to calculate various quantities of experimental interest. These are minimum bias nuclear modification factors, centrality-dependent modification factors (central-to-peripheral and semicentral-to-peripheral ratios), and pseudorapidity asymmetry, both minimum bias and centrality-selected. The experimental data are from BRAHMS and STAR collaborations. The modification factors from the BRAHMS experiment, both minimum bias and centrality-dependent, show a suppression with increasing pseudorapidity. The centrality dependent ratios, in particular, show a strong suppression as one moves to forward rapidities (large positive values of pseudorapidity). Our calculations give reasonable agreement with data for both minimum bias modification factors and centrality-dependent ratios around midrapidity (around $\eta = 0$). The calculations are unable to
describe the suppression of these ratios at forward rapidities, especially in the case of the central-to-peripheral ($R_{CP}$) ratio. The situation is slightly better for the semicentral-to-peripheral ($R_{SP}$) ratio, especially at higher $p_T$. Using different parameterizations of the spatial dependence of parton distributions is unable to cure this defect. Thus it seems likely that additional physics is needed to be able to adequately describe the data at forward rapidities.

Pseudorapidity asymmetry reveals differences between the various parton distributions that are not very apparent while considering modification factors. In general, both data and calculations are close to unity in the interval $|\eta| < 0.5$, but are enhanced as one moves from midrapidity to the interval $0.5 < |\eta| < 1.0$. Both EPS08 and FGS show quite similar behavior in the prediction of asymmetry as a function of $p_T$, while FGS tends to give smaller values due in part to the stronger gluon shadowing. The HKN07 set in general exhibits a different trend with $p_T$; it consistently underpredicts the data at low $p_T$ and stays above unity at transverse momenta where both EPS08 and FGS are below unity. This feature is apparent for all measured hadron species and pseudorapidity intervals considered in this study.

In the interval $|\eta| < 0.5$ and for minimum bias, all three parameterizations give reasonable agreement with data for pions, protons and charged hadrons, especially for $p_T > 3$ GeV. We make predictions for the kaons. For the centrality-selected asymmetry, we also have good agreement for both pions and protons. The same trend is seen in the interval $0.5 < |\eta| < 1.0$ where, in the minimum bias case, the agreement is good for both pions and protons. For the charged hadrons the calculations generally underpredict the data, for all parameterizations. We have good agreement with data for both pions and protons for the two centrality classes presented in this study.

In conclusion, we demonstrate that a good description of nuclear shadowing at small values of $x$ is achievable using Gribov theory and data on diffractive dissociation. We also show that nuclear modifications to parton distributions play an important role in describing experimental results on modification factors and pseudorapidity asymmetry. This work contributes to the evaluation of various competing PDF parameterizations on the market today. We can extend our calculations to higher rapidities, higher energies, and different collision systems, if and when such experimental results become available.
The use of light-cone variables, rapidity, and pseudorapidity is very common in treating high-energy scattering, particularly in hadron-hadron and lepton-hadron collisions. The essential features of these collisions that make these variables of utility are the presence of ultrarelativistic particles and a preferred axis. We collect the basic formulae in this Appendix, starting with the usual Minkowski space four-vectors.

A.1 Minkowski four-vectors and scalar product

Metric tensor: \( g_{\mu\nu} = \text{diag}(1, -1, -1, -1) \)

Contravariant 4-vector: \( a^\mu = (a_0, \vec{a}) \)

Covariant 4-vector: \( a_\mu = g_{\mu\nu} a^\nu = (a_0, -\vec{a}) \)

Scalar product: \( a^2 = a_\mu a^\mu = a_0^2 - |\vec{a}|^2 \)

Momentum 4-vector: \( p^\mu = (E, p_x, p_y, p_z) \), where \( E = (p^2 + m^2)^{1/2} \)

A.2 Gamma Matrices

Anticommutation relations: \( \{\gamma^\mu, \gamma^\nu\} = \gamma^\mu \gamma^\nu + \gamma^\nu \gamma^\mu = 2g^{\mu\nu} \), \( \{\gamma^5, \gamma^\mu\} = 0 \)

Definition of \( \gamma^5 \):

\( \gamma^5 \equiv \gamma^5 \equiv i\gamma^0 \gamma^1 \gamma^2 \gamma^3 = -i\gamma_0 \gamma_1 \gamma_2 \gamma_3 \)

Hermitian conjugates: \( \gamma^0 \dagger = \gamma^0 \), \( (\gamma^k)^\dagger = -\gamma^k \), \( (\gamma^5)^\dagger = \gamma^5 \), \( (\gamma^\mu)^\dagger = \gamma^0 \gamma^\mu \gamma^0 \)

Squares: \( (\gamma^0)^2 = -(\gamma^k)^2 = (\gamma^5)^2 = I \), \( k = 1, 2, 3 \) \( I \equiv 2 \times 2 \) identity matrix
A.3 Mandelstam variables

Two particles of 4-momenta $p_1$ and $p_2$ and masses $m_1$ and $m_2$ scatter to particles of 4-momenta $p_3$ and $p_4$ and masses $m_3$ and $m_4$; the Lorentz-invariant Mandelstam variables are defined by

\[ s = (p_1 + p_2)^2 = (p_3 + p_4)^2 = m_1^2 + 2E_1E_2 - 2\vec{p}_1 \cdot \vec{p}_2 - m_2^2, \quad (A.1) \]

\[ t = (p_1 - p_3)^2 = (p_2 - p_4)^2 = m_1^2 - 2E_1E_3 + 2\vec{p}_1 \cdot \vec{p}_3 + m_3^2, \quad (A.2) \]

\[ u = (p_1 - p_4)^2 = (p_2 - p_3)^2 = m_1^2 - 2E_1E_4 + 2\vec{p}_1 \cdot \vec{p}_4 + m_4^2, \quad (A.3) \]

and they satisfy

\[ s + t + u = m_1^2 + m_2^2 + m_3^2 + m_4^2. \quad (A.4) \]

A.4 Light-cone coordinates

A.4.1 Definitions

Light-cone coordinates are defined by a change of variables from the usual $(t, x, y, z)$ or $(0, 1, 2, 3)$ coordinates. Given a vector $V^\mu$, its light-cone components are defined by

\[ V^+ = \frac{V^0 + V^3}{\sqrt{2}}, \quad V^- = \frac{V^0 - V^3}{\sqrt{2}}, \quad \vec{V}^T = (V^1, V^2), \quad (A.5) \]

and $V^\mu = (V^+, V^-, \vec{V}^T)$. Thus for example,

\[ \gamma^+ = \frac{\gamma^0 + \gamma^3}{\sqrt{2}}. \quad (A.6) \]

Some authors prefer to omit the $1/\sqrt{2}$ factor in Eq. (A.5). It can easily be verified that Lorentz invariant scalar products have the form

\[ V \cdot W = V^+W^- + V^-W^+ - \vec{V}^T \cdot \vec{W}^T, \]

\[ V \cdot V = 2V^+V^- - (V^T)^2. \quad (A.7) \]
What are the motivations for defining such coordinates, which evidently depend on a particular choice of the $z$ axis? One is that these coordinates transform very simply under boosts along the $z$-axis. Another is that when a vector is highly boosted along the $z$ axis, light-cone coordinates nicely show what are the large and small components of momentum. Typically one uses light-cone coordinates in a situation like high-energy hadron scattering. In that situation, there is a natural choice of an axis, the collision axis, and one frequently needs to transform between different frames related by boosts along the axis. Commonly used frames include the rest frame of one of the incoming particles, the overall center-of-mass frame, and the center-of-mass of a partonic subprocess.

A.5 Rapidity and Pseudorapidity

A.5.1 Rapidity

A.5.1.1 Boost of particle momentum

Consider a particle of mass $m$ that is obtained by a boost $\psi$ from the rest frame. Its light-cone momentum is

$$p^\mu = \left( p^+, \frac{m^2}{2p^z}, 0, \vec{0} \right)$$

$$= \left( \frac{m}{\sqrt{2}} e^\psi, \frac{m}{\sqrt{2}} e^{-\psi}, 0 \right)$$

(A.8)

Notice that if the boost is very large (positive or negative), only one of the two non-zero light-cone components of $p^\mu$ is large; the other component becomes small. With the usual components two of the components, $p^0$ and $p^z$, become large.

Suppose next that we have two such particles, $p_1$ and $p_2$, with the boost for particle 1 being much larger than that for particle 2. Then in the scalar product of the two momenta only one component of each momentum dominates the result, thus for example $(p_1 + p_2)^2 \simeq 2p_1^+ p_2^-$. This implies that, when analyzing the sizes of scalar products of highly boosted particles, it is simpler to use light-cone components than to use conventional components.
A.5.1.2 Definition of rapidity

Since the ratio \( p^+ / p^- \) gives a measure \( e^{2\psi} \) of the boost from the rest frame, we are led to the following definition of a quantity called “rapidity”:

\[
y = \psi = \frac{1}{2} \ln \frac{p^+}{p^-} = \frac{1}{2} \ln \frac{E + p^z}{E - p^z},
\]

(A.9)

which can be applied to a particle of non-zero transverse momentum. The 4-momentum of a particle of rapidity \( y \) and transverse momentum \( p_T \) is

\[
p^\mu = \left( \sqrt{m^2 + p_T^2} \, e^y, \sqrt{m^2 + p_T^2} \, e^{-y}, \vec{p}_T \right),
\]

(A.10)

with \( \sqrt{m^2 + p_T^2} \) being called the transverse energy \( E_T \) of the particle. It can be checked that the scalar product of two momenta is

\[
p_1 \cdot p_2 = E_{1T} E_{2T} \cosh(y_1 - y_2) - \vec{p}_{1T} \cdot \vec{p}_{2T}.
\]

(A.11)

In the case where the transverse momenta are negligible, this reduces to \( m^2 \cosh(y_1 - y_2) \), which is like the formula for the product of two Euclidean vectors \( \vec{p}_1 \cdot \vec{p}_2 = p_1 p_2 \cos \theta \), with the trigonometric cosine being replaced by the hyperbolic cosine.

A.5.1.3 Transformation under boosts

Under a boost in the \( z \) direction, rapidity transforms additively:

\[
y \rightarrow y' = y + \psi.
\]

(A.12)

This implies that in situations where we have a frequent need to work with boosts along the \( z \) axis it is economical to label the momentum of a particle by its rapidity and transverse momentum, rather than to use 3-momentum.

A.5.1.4 Rapidity distributions in high-energy collisions

It also happens that in most collisions in high-energy hadronic scattering, the distribution of final-state hadrons is approximately uniform in rapidity, within kinematic limits. That is, the distribution
of final-state hadrons is approximately invariant under boosts in the $z$ direction. This implies that rapidity and transverse momentum are appropriate variables for analyzing data and that detector elements should be approximately uniformly spaced in rapidity. (What is physically possible is to make a detector uniform in the angular variable pseudo-rapidity that I will discuss below.) This is in contrast to the situation for $e^+e^-$ collisions where most of the interest is in events generated via annihilation into an electro-weak boson. Such events are much closer to uniform in solid angle than uniform in rapidity.

A.5.1.5 Non-relativistic limit

Observe that for a non-relativistic particle, rapidity is approximately the same as velocity along the $z$-axis, for then

$$y = \frac{1}{2} \ln \frac{E + p^z}{E - p^z} \simeq \frac{1}{2} \ln \frac{m + mv^z}{m - mv^z} = v^z. \tag{A.13}$$

Non-relativistic velocities transform additively under boosts, and the non-linear change of variable from velocity to rapidity allows this additive rule Eq. (A.12) to be transferred to relativistic particles (but only in one direction, the direction of boost).

One way of seeing this is as follows: The relativistic law for addition of velocities in one dimension is

$$\beta_{13} = \frac{\beta_{12} + \beta_{23}}{1 + \beta_{12}\beta_{23}}, \tag{A.14}$$

where $\beta_{12}$ is the velocity of some object 1 measured in the rest-frame of object 2, etc. This formula is reminiscent of the following property of hyperbolic tangents:

$$\tanh(A + B) = \frac{\tanh A + \tanh B}{1 + \tanh A \tanh B}. \tag{A.15}$$

So to obtain a linear addition law, we should write $\beta_{12} = \tanh A_{12}$, and then the rule Eq. (A.14) for the addition of velocities becomes simply $A_{13} = A_{12} + A_{23}$. The $A$ variables are exactly relative rapidities, since

$$v^z = \frac{p^z}{E} = \frac{p^+ - p^-}{p^+ + p^-} = \tanh y. \tag{A.16}$$
A.5.1.6 Relative velocity

Rapidity is the natural relativistic velocity variable. Suppose we have a proton and a pion with the same rapidity at $p_T = 0$. Then they have no relative velocity; to see this, one just boosts to the rest frame of one of the particles. But these same particles have very different energies: $E_p = \frac{m_p}{m_\pi} E_\pi$.

A.5.2 Pseudorapidity

The rapidity of a particle can easily be measured in a situation where its mass is negligible, for then it is simply related to the polar angle of the particle.

First let us define the pseudorapidity of a particle by

$$\eta = -\ln \tan \frac{\theta}{2},$$

(A.17)

where $\theta$ is the angle of the 3-momentum of the particle relative to the $+z$ axis. It is easy to derive an expression for rapidity in terms of pseudorapidity and transverse momentum:

$$y = \ln \frac{\sqrt{m^2 + p_T^2 \cosh^2 \eta} + p_T \sinh \eta}{\sqrt{m^2 + p_T^2}}.$$ (A.18)

In the limit that $m \ll p_T$, $y \rightarrow \eta$. This accounts both for the name ‘pseudorapidity’ and for the ubiquitous use of pseudorapidity in high-transverse-momentum physics. Angles, and hence pseudorapidity, are easy to measure. But it is really the rapidity that is of physical significance: for example the distribution of particles in a minimum bias event is approximately uniform in rapidity over the kinematic range available.

The distinction between rapidity and pseudorapidity is very clear when one examines the kinematic limits on the two variables. In a collision of a given energy, there is a limit to the energy of the particles that can be produced. This can easily be translated to limits on the rapidities of the produced particles of a given mass. But there is no limit on the pseudorapidity, since a particle can be physically produced at zero angle (or at $180^\circ$), where its pseudorapidity is infinite. The particles for which the distinction is very significant are those for which the transverse momentum is substantially less than the mass. Note: from Eq. (A.18) it follows that $y < \eta$ always.
TRIPLE-REGGE MODEL OF HIGH-MASS CONTINUUM

In Sec. 4.3.2.3, the diffractive dissociation cross section is needed as an input to calculate the shadowing ratio. In this Appendix we summarize the treatment of the high-mass continuum part of this cross section. The relevant diagram is shown in figure B.1.

For $W^2 \gg M_X^2$ the process $\gamma p \rightarrow X p$ may be treated with a so-called Regge expansion. The amplitude at fixed $M_X$ is then a sum of amplitudes for the exchange of “reggeons” $i$ that produce all possible final states $X$. The corresponding cross section contains products of flux factors for reggeons $i$ and $j$ and amplitudes $T_{\gamma \alpha_i(t) \rightarrow X} T^*_{\gamma \alpha_j(t) \rightarrow X}$. The generalised optical theorem relates the sum over $X$ of these matrix elements to the forward amplitude for the process $\gamma \alpha_i(t) \rightarrow \gamma \alpha_j(t)$ at an effective centre of mass energy $M_X$. When $M_X^2$ is large by comparison with the hadronic mass scale $s_0$, a Regge expansion is also appropriate for the photon-reggeon scattering amplitude, such that the dissociation cross section may be decomposed into triple-Regge terms as shown in figure B.1. The cross section may then be expressed as a sum of contributions with reggeons $i$, $j$ and $k$ as

$$
\frac{d\sigma}{dt\ dM_X^2} = \frac{s_0}{W^4} \sum_{i,j,k} G_{ijk}(t) \left( \frac{W^2}{M_X^2} \right)^{\alpha_i(t)+\alpha_j(t)} \left( \frac{M_X^2}{s_0} \right)^{\alpha_k(0)} \cos [\phi_i(t) - \phi_j(t)]. \quad (B.1)
$$

Fig. B.1: Triple-Regge model of diffractive dissociation cross section
The functions \( G_{ijk}(t) \) and \( \alpha_i(t) \) are not predicted by the model and must be determined from experimental measurements. The trajectories \( \alpha_i(t) \) are assumed to take the linear form \( \alpha_i(t) = \alpha_i(0) + \alpha_i'(t) \). The phase \( \phi_i(t) \) of reggeon \( i \) is determined by the signature factor, \( \eta_i(t) = \zeta + e^{-i \alpha_i(t)} \), where \( \zeta = \pm 1 \) is the signature of the exchange. The signature factors are written as \( \eta_i(t) = \eta_i^0(t) e^{i \phi_i(t)} \) with the moduli \( \eta_i^0(t) \) absorbed into the \( \beta \) parameters introduced in equation (B.2). For photoproduction reggeons \( i \) and \( j \) must have the same signature such that \( \phi_i(t) - \phi_j(t) = \pi/2 \left[ \alpha_j(t) - \alpha_i(t) \right] \). As is customary the scale \( s_0 \) is set to 1 GeV. The functions \( G_{ijk}(t) \) may be factored into products of couplings each of the form

\[
G_{ijk}(t) = \frac{1}{16\pi} \beta_{pi}(t) \beta_{pj}(t) \beta_{jk}(0) g_{ijk}(t),
\]

where the \( \beta \) terms describe the couplings of the reggeons to external particles and \( g_{ijk}(t) \) is the appropriate three-reggeon coupling. The \( t \) dependence of the reggeon-proton and three-reggeon couplings are parameterised here as \( \beta_{pi}(t) = \beta_{pi}(0) e^{b_{pi} t} \) and \( g_{ijk}(t) = g_{ijk}(0) e^{b_{ijk} t} \).

The “pomeron” \( \mathcal{P} \), with trajectory \( \alpha_{\mathcal{P}}(t) \), is unique in Regge theory in that its intercept is significantly larger than those of all other reggeons. In the limit in which both \( W^2/M_X^2 \) and \( M_X^2 \to \infty \) only the \( ijk = \mathcal{P}\mathcal{P}\mathcal{P} \) term survives and equation (B.1) reduces to

\[
\frac{d\sigma}{dt dM_X^2} = \frac{G_{\mathcal{P}\mathcal{P}\mathcal{P}}(0)}{s_0^{\alpha_{\mathcal{P}}(0)-1}} \left( W^2 \right)^{2\alpha_{\mathcal{P}}(0)-2} \left( \frac{1}{M_X^2} \right)^{\alpha_{\mathcal{P}}(0)} e^{B(W^2,M_X^2) t}, \tag{B.3}
\]

where \( B(W^2,M_X^2) = 2b_{\mathcal{P}\mathcal{P}} + b_{\mathcal{P}\mathcal{P}\mathcal{P}} + 2\alpha'_{\mathcal{P}} \ln W^2/M_X^2 \). After the pomeron, the next-leading reggeons have approximately degenerate trajectories and carry the quantum numbers of the \( \rho, \omega, a_2 \) and \( f_2 \) mesons. The reggeons under consideration are hereafter referred to as \( \mathcal{P}, \rho, \omega, a \) and \( f \). Their isospin, signature and C- and G-parities are \( \mathcal{P}(0+++) \), \( \rho(1---) \), \( \omega(0--) \), \( a(1++--) \) and \( f(0++++) \). In this analysis the symbol \( \mathcal{R} \) is used to describe combinations of the four subleading reggeons and a single effective trajectory \( \alpha_{\mathcal{R}}(t) \) is assumed.

With the two trajectories, \( \alpha_{\mathcal{P}}(t) \) and \( \alpha_{\mathcal{R}}(t) \), equation (B.1) leads to a total of six terms with distinct \( W^2 \) and \( M_X^2 \) dependences. Diffractive contributions correspond to the case where both reggeons \( i \) and \( j \) are the pomeron. In addition to the triple-pomeron diagram, a further diffractive
term arises from the $ijk = \mathbb{IP}IR$ diagram. The reggeon $k$ must have the quantum numbers of the $f$ meson in order to satisfy the requirements of conservation of C-parity at the photon vertex and C- and G-parity at the three-reggeon vertex.

The pomeron has $\mathbb{IP}(0^{++})$ and is thus identical to the $f$ meson, leading to interference. We neglect such interference effect in the present study.

The differential dissociation cross section including both the pomeron and subleading reggeons can thus be written as

$$\frac{d^2\sigma}{dt\, dM_X^2} = \left[ \frac{G_{\mathbb{IP}IP}(0)\, s_0^{1-\alpha_{IP}(0)}}{M_X^{2\alpha_{IP}(0)}} + \frac{G_{\mathbb{IP}IR}(0)\, s_0^{1-\alpha_{IR}(0)}}{M_X^{4\alpha_{IR}(0)-2\alpha_{IP}(0)}} \right] (W^2)^{2\alpha_{IP}(0)-2} \; e^{B(W^2, M_X^2)\, t}, \quad (B.4)$$

where $B(W^2, M_X^2) = 2b_{pIP} + 2\alpha'_p \ln(W^2/M_X^2)$. Here $b_{pIP}$ is the proton-pomeron slope parameter and $\alpha'_p$ is the slope of the pomeron trajectory. $\alpha_{IP}$ and $\alpha_{IR}$ are the pomeron and (effective) reggeon intercept respectively. We use the values in [69] for these parameters. Note that the value of $\alpha_{IP}(0) (\alpha_{IP}(0) = 1.068 \pm 0.0492)$ agrees within error with the soft pomeron intercept in Ref. [78] ($\alpha_{IP}(0) \simeq 1.081$). The usual triple-pomeron approximation corresponds to putting $G_{\mathbb{IP}IP}(0) = 0$ in eq. (B.4).

Note that the subleading reggeons are expected to have appreciable effects at low $M_X^2$ since their contribution goes like $M_X^{-3}$ and is thus negligible at high $M_X^2$. 
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