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LONGITUDINAL STABILITY OF EFFECT SIZES IN EDUCATIONAL RESEARCH

JOSHUA STEPHENS

ABSTRACT

Effect sizes are the statistic generated by meta-analyses, a commonly used statistic in education research. Meta-analyses are widely used by education practitioners, administrators, and policy makers as a means to decide best classroom or school practices. It has been suggested by authors in other fields, most notably Jennions and Moller (2001), that effect sizes have declined over time due to various sources of bias. This paper examines the question of whether shifting effect sizes can be observed in educational research and attempts to explain possible causes of this observation. It uses the methodological framework used by Jennions and Moller (2001) and applies it to educational meta-analyses conducted from 1970 to the present. It finds that, contrary to the findings of Jennions and Moller (2001), that effect sizes in educational research have increased over time. Likely explanations regard systemic bias in the conduct and publication of educational research. The paper concludes with recommendations for future research to examine causal factors contributing to this phenomenon.
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CHAPTER I

Prevalence of Declining Effect Sizes in Educational Research

An immense and ever-increasing wealth of knowledge is scattered about the world today; knowledge that would probably suffice to solve all the mighty difficulties of our age, but it is dispersed and unorganised. We need a sort of clearing-house for the mind: a depot where knowledge and ideas are received, sorted, summarised, digested, clarified and compared.

—H. G. Wells, 1938

“Philosophers of science state that an area of knowledge becomes a science when it accumulates both: (a) a body of applicable facts and theory and (b) agreement on methodologies of research and inquiry that will produce replicable observations among observers over time” (Asher, p. 144 – 145, 1990). Educational researchers have certainly developed the first of these two points. However, it is the degree to which we have perfected the second of these two points that is the focus of this paper.

Meta-analysis is a statistical technique where many studies are analyzed together in order to determine the effect of a particular intervention or phenomenon. Gene Glass first described its use in the social sciences in 1976 as a way to make meaning out of a sometimes overwhelming array of studies and data in psychology (Asher, 1990). Glass (1976) describes it thusly:
Meta-analysis refers to the analysis of analyses . . . the statistical analysis of a large collection of analysis results from individual studies for the purpose of integrating findings. It connotes a rigorous alternative to the causal, narrative discussions of research studies that typify our attempts to make sense of the rapidly expanding literature. (p.3)

Since then, the technique is widely used in a variety of fields, including education.

Prior to the advent of meta-analysis in the social sciences, quantitative methods of research synthesis were generated and later found to be lacking for various reasons (Rosenthal, 1978). Despite these attempts at quantitatively synthesizing research results, literature reviews tended to be done mostly qualitatively and presented the researcher’s best effort at categorizing, summarizing, and describing the current state of a particular field of study. However, with the ever-increasing number of studies on particular topics, (Littell et al., 2008) the literature review becomes less and less meaningful and a better quantitative method of cumulating and synthesizing past research is needed. Asher (1990) concludes, “the traditional literature review in the first chapter of doctoral dissertations is somewhat obsolete. . . “ (p.148).

Meta-analysis has emerged as one of the primary methods of synthesizing and understanding large bodies of literature. However, a troubling phenomenon has been observed by meta-analysts in ecology, medicine, and other natural sciences. The effect sizes generated via meta-analyses tend to decrease over time. Thus, what once appeared to be true and well supported by research apparently diminishes in validity over time. Often treatments, be they medical, ecological, or other, have been prescribed based on initial meta-analyses. However, it now appears that it is possible that these initial prescriptions may not have been as robust as once believed.
In education, practitioners, policy-makers, and the public continually search for solutions to various pressing issues. This leads to a focus on what interventions will be effective and what evidence supports these claims (Gibbs, 2003). Often the evidence cited comes from meta-analyses that may be subject to the declining effect size phenomenon. Thus, the purpose of this study is to determine whether diminishing effect sizes are present in educational meta-analyses and, if present, to account for this. This study utilizes a model where meta-analyzed educational phenomena are assessed to determine if effect sizes have decreased over time.

1.1 Statement of the Problem

This study attempted to address the following research question: Do effect sizes in published meta-analyses of educational research tend to diminish over time?

1.2 Definitions

The following definitions will be used throughout this paper:

Bias.

Bias is described as the “deviation of results or inferences from the truth, or processes leading to such deviation; or any trend in the collection, analysis, interpretation, publication or review of data that can lead to conclusions that are systematically different from the truth” (Song et al., 2000, p. 16).

Confirmation bias.

A fundamental issue relating to the synthesizing literature has to do with confirmation bias. Confirmation bias is the tendency of individuals to search for information that confirms their pre-determined beliefs and discount information that contradicts those beliefs (Bushman & Wells, 2001). It is rooted in issues relating to how individuals settle cognitive dissonance.
When individuals process new information, they tend to cling to their preconceived ideas, particularly when the new data are complex (Anderson & Sechler, 1986, Hilton & von Hippell, 1990). Confirmation bias can play a heavy role in narrative literature reviews. As researchers examine and synthesize a body of literature, deeply held psychological processes can sway how they process and agglomerate that literature.

Confirmation bias has its roots in the psychology of human judgment. Francis Bacon first described the phenomenon in 1621 (Bacon, 1960). It is easier for humans to see how evidence supports a position as opposed to how that evidence contradicts a position.

Confirmation bias is demonstrated by a finding that shows how peer reviewers have been biased against manuscripts they were asked to review if the results of the manuscript contravened their particular perspectives (Mahoney, 1977).

Confirmation bias can also be a factor in individual studies as researchers may not report all outcomes or may only report selected outcomes (Dickersin, 2005). This creates the illusion of a body of literature that generally agrees with the point that the researcher is attempting to make and deludes the reader into a false sense of clarity. Even if a researcher includes studies illustrating contravening evidence to his or her pre-determined position, a qualitatively conducted literature review allows the researcher to deemphasize the findings of studies that contravene that pre-determined position. This is an even more nefarious sort of ambiguation as it provides a false sense of objectivity to a literature review that is, in fact, biased.

**Database bias.**

This form of bias, sometimes referred to as indexing bias, occurs when literature databases may not include all published studies on a given topic (Felson, 1992). This may
manifest as a tendency for low-circulation journals that are often not indexed in commonly used databases to publish studies with negative or non-positive results (Egger & Davey-Smith, 1998). Several studies have suggested that there is a greater possibility of missing relevant studies by searching a single electronic database (Dickersin et al., 1985; Gotzsche & Lange, 1991; Silagy, 1993). This will bias future literature searches as the databases provide systematically different results than what research has actually been conducted (Song et al., 2000).

**Dissemination bias.**

This is a type of bias that occurs when the dissemination profile of a study’s results depends on the direction or strength of its findings (Song et al., 2000).

**Dissemination profile.**

This term refers to the accessibility of research results that range on a spectrum from completely inaccessible to readily accessible (Song et al., 2000).

**Full publication bias.**

This type of bias refers to the situation when research results may be presented at a conference but may not be fully published due to not finding significance (Song et al., 2000). At issue is the fact that abstracts presented at conferences will present only limited data while full publications will provide many more details. DeBellefeuille et al. (1992) found that abstracts with positive results were more likely to be presented at conferences and published in full than studies with negative or neutral findings. However, other studies have found that there is no association between study outcome and full publication (Scherer et al., 1994; Chalmers et al., 1990; Landry, 1996).

**Grey literature bias.**
Grey literature refers to reports, working papers, dissertations, and conference abstracts that often have very limited dissemination (Auger, 1998). Grey literature bias occurs when the results of these studies are systematically different from those reported in peer-reviewed journals (Song et al., 2000). In psychology and education, this trend seems to be even more pronounced. Several studies have found that theses and dissertations in these fields tend to be published more often if they show significant results and also that the average effects reported in journal articles tended to be higher than those found in theses or dissertations (Smart, 1964; Smith, 1980; Glass, McGaw, & Smith, 1981; White, 1982).

Results from the field of medicine show a similar bias (Detsky et al., 1987; Devine, 1999). McAuley et al. (1999) sampled 135 meta-analyses, 38 of which included grey literature. They then found that those meta-analyses that included grey literature showed a diminished effectiveness of treatments by approximately 12%.

**Hot stuff bias.**

Hot stuff bias refers to the occurrence of researchers and investigators publishing results regarding topics that are popular, despite the fact that these results may be only weakly supported (Sackett, 1979).

**Language bias.**

This bias, sometimes referred to as the Tower of Babel bias, refers to the difficulties faced by non–English speaking researchers in getting published in the most prestigious international journals, most of which are published in English (Gregoire, Derderian, & Lorier, 1995; Vandenbrouche, 1989, Bakewell, 1992). Other research has demonstrated that English language journals tended to print statistically significant results more often than German language journals (Egger et al., 1997). Gregoire et al. (1995) found that meta-
analyses conducted in English only tended to underreport effect sizes, thus making language bias a particularly concerning issue for meta-analysts.

A related phenomenon to language bias is country bias where there is a difference in the reporting of results between different countries (Song et al., 2000). One study observed that estimated efficacy of a medical treatment was greater for studies published in English language journals published outside of the United States than it was for studies published inside the United States (Ottenbacher & Defabio, 1985). Other studies have found that results of acupuncture efficacy studies published in certain Asian countries varied significantly from the results published in Western European and North American countries (Vickers et al., 1998).

**Meta-analysis.**

This is the quantitative attempt to synthesize research using effect sizes as a means of comparison.

**Multiple publication bias.**

Multiple publication bias is a multiplier-effect bias where studies that support previously supported studies or those studies that find significant results tend to generate multiple publications (Song et al., 2000). This has been described as either overt or covert (Tramer et al., 1997) and may be very difficult to detect across various publication venues and in different times. Overt duplication is when results are re-analyzed and re-published in a different format and the original research is appropriately cited. Cover duplication is when the same results are simply republished in a different place or time without proper citation to the original publication.
Though the practice of publishing the same results in multiple journals has been criticized for wasting resources (Angell & Relman, 1989), it has also been argued that publishing the same data in different ways may assist in the dissemination of important results (Song et al., 2000). Studies with significant results were more likely to generate multiple publications and more likely to be published in more widely circulated journals (Easterbrook et al., 1991).

**Narrative review (or narrative literature review).**

This refers to an attempt to identify literature on a particular topic to generate a base upon which to conduct further research (Davies, 2000).

**Outcome reporting bias.**

This sort of bias refers to when a study measures multiple outcomes but reports only those that are significant. This is a particularly vexing issue for meta-analyses as those results may be biased by including only those outcomes that are significant while ignoring or not reporting those that are non-significant (Song et al., 2000).

**Positive results bias.**

Positive results bias refers to the tendency of authors to submit and for editors to accept positive research results over null results (Song et al., 2000). This phenomenon was first observed by Sterling in 1959 in a study that demonstrated that 97% of studies published in four major psychological journals were statistically significant, thus supporting the conclusion that studies with non-significant results were underreported (Sterling, 1959). Since that time, a number of studies have demonstrated that studies that show statistical significance tend to be published at a greater rate than those that do not show significance (e.g. Begg, 1994; Dickersin, 2005; Scherer, Langenberg, & von Elm, 2007; Torgerson, 2006;
Littell et al., 2008; Smart, 1964; Bozarth & Roberts, 1972; Greenwald, 1975; Hubbard & Armstrong, 1997; Davidson, 1986; Moscati et al., 1994; Moher et al., 1994; Mulward & Gotzsche, 1996; Csada et al., 1996). In 1995, Sterling and his team concluded that in practices leading to publication bias have changed little in more than three decades (Sterling et al., 1995).

Moreover, this trend seems to be more pronounced in psychology than in other disciplines (Song et al., 2000). Greenwald (1975) found that the probability of psychological researchers submitting their research results for publication if they were significant was 0.49 while the probability of submitting non-significant results was only 0.06. Coursol and Wagner (1986) found that among members of the American Psychological Association, 66% of studies with significant findings were published while only 22% of studies with non-significant findings were.

**Power.**

Power is the probability that a population difference that is actually different from zero will be detected by a particular test (Carlton & Strawderman, 1996).

**Place of publication bias.**

This form of bias is based on the certain popular journals tending to be more likely to publish particular studies due to editorial policy or reader preference (Ben-Shlomo & Davey-Smith, 1994). Simes (1987) found that journals with lower circulation tended more to publish studies with negative results than journals with higher circulation.

**Publication bias.**

This type of bias occurs when the publication of research results depends on their nature and direction (Dickersin, 1990).
Research synthesis.

Research synthesis is a term describing a family of methods, of which meta-analysis is one, for summarizing, integrating, and cumulating results of a group of different studies on a particular research topic or question (Davies, 2000).

Time-lag bias.

This sort of bias (sometimes referred to as the pipeline effect) occurs when studies that demonstrate significance are published earlier than those that demonstrate non-significance (Rosenthal, 1988; Jadad & Rennie, 1998). In examples from medicine, it was found that the time between the approval and inception of a study and its publication was significantly different between those studies finding significance and those that did not (Stern & Simes, 1997; Ioannidis, 1998; Misakian & Bero, 1998; Rothwell & Robertson, 1997; Song & Gilbody, 1998).

Retrieval bias.

This form of bias occurs when there is a difference between quantitatively produced estimates based on all studies as opposed to an estimate based on only retrieved studies. This is often due to the fact that unpublished studies are not retrieved (Song et al., 2000).

Media attention bias.

This occurs when research results that receive media coverage generate new studies and new citations (Song et al., 2000). Mass media tends to over-emphasize sensational stories and this may lead researchers to study these phenomenon in order to appeal to a broader audience. A related observance is that mass media outlets tend to over-report positive findings from academic journals that may then impact how future studies are conducted and reported (Koren & Klein, 1991).
1.3 Significance of the Study

There are several reasons why this research is pertinent. First, the primary concern of this study is with the application of increased rigor into educational literature. It is of the utmost importance that educators and educational policy-makers utilize practices and policies based on the strongest empirical evidence. Since public school funding is a limited resource, it is important for that funding to be spent wisely and not on ineffective innovations. This research is particularly important in education because of the politicized nature of public education funding. Since public funding finances education, it is important that curricular and programming innovations that are implemented in public schools be well-reasoned and researched in order to avoid wasted funding and energy. Meta-analysis promises to provide a statistic that can simplify a complex set of information into one figure. However, if the statistic does not provide meaningful information, then the educational innovations based on that statistic will result in misdirected funds and energy.

Second, this research will fulfill a need for stricter accountability for education researchers who may be misapplying meta-analysis to their research questions that could be better answered by another statistic. The field of education research is wrought with low-quality research. This finding raises serious questions regarding the validity of meta-analysis. If a meta-analysis combines many studies that are of low quality, then the output of the analysis is questionable. Thus, this study will assist education researchers in evaluating whether meta-analysis or another form of research synthesis is best.

Third, this research will assist educators to assess the value of meta-analyzed studies to their practice. It has been suggested in the field of social work, a field many find similar to education, that practitioners often lack the capabilities to locate, evaluate, and utilize
academic research (Shlonsky et al., 2011). As such, it becomes imperative that techniques of research synthesis can be utilized and understood by practitioners but these techniques must help practitioners to reliably and accurately understand complex fields of research.

Fourth, researchers in other fields may be able to use this research in order to determine whether meta-analysis is appropriate for their purposes. Horder (2001) writes that “‘science’ must be acknowledged as being a historical edifice: it not only consists of the latest results, but, more accurately, it is composed of the sum total of a massive accumulation of earlier-acquired data, interpretation and assumptions” (p. 124). This paper is an attempt to add to this “accumulation” and work towards greater degrees of rigor in educational research.

1.4 Limitations of the Study

This study is limited in its utility in several ways. First, as with any meta-analysis, there may be an inadequate selection of studies to analyze. This is potentially a very serious problem as it could seriously bias the results. Second, there are many software packages that can be used to conduct meta-analysis. Since it is beyond the scope of this paper to evaluate each of the merits of these various programs, a potential limitation is that METAWIN, the software package selected for this study, has flaws that could affect final results.
Chapter II

Review of the Literature

With the rising importance of meta-analysis and its emphasis on effect size, it becomes imperative that the research question addressed by this study is more fully examined.

2.1 Educational Fads

Short-lived educational policy or pedagogical trends are much-bemoaned facets of American education. These tend to be attempts to fix pressing and entrenched issues in the public schools through a new approach that is often not well supported by research. These attempts are undertaken with the best of intentions and may be an attempt to correct problems created by earlier fads (Chaddock, 1998). The primary issue with education fads is that they waste limited financial and academic resources, thus undermining the success of students.

Fads tend to be things that appear original but so commonsensical that individuals are struck by their apparent truth (Birnbaum, 2000). "The case is put so simply, forcefully, and
fashionably that any other view sounds untenable, or even politically incorrect. The clarity of the message can lull the listener into uncritical acceptance. Since everybody is saying these sorts of things, surely they must be right” (Hilmer & Donaldson, 1996, p. 6).

Characterizing fads raises some interesting points. Fads are products in which some person or entity has an interest selling. Those people or entities have vested interests in promoting their particular product (Birnbaum, 2000). A narrative is typically used to justify a fad's utility (Roe, 1994). Fads are given the air of certainty and comfort that will assist individuals or organizations in dealing with various difficulties using rhetoric in order to convince an audience of its validity. They are generally derived from knowledge and simplified so as to be communicated to a broad audience (Tornatzky & Fleischer, 1990). Fads are introduced into an organization and ultimately they do not infiltrate throughout the entire system and are ultimately rejected. This complicates the task of preemptively identifying which innovations will remain and which will fade away. Fads have also been characterized as memes as they are ideas that act parasitically in an organization even if they do no good to the host. However, even if the fad does no good it may produce a placebo effect, as an organization will improve coincidentally with the implementation of the fad. This can cause policymakers or administrators to falsely attribute success to the fad (Birnbaum, 2000).

“[T]he history of education is blotched by both faddish ideas and methods that don’t work and by persistent failure to institutionalize ideas and methods that do work” (Kozloff, 1992). Kozloff describes a broad range of educational innovations that he sees as having had a pernicious impact on education, such as: whole language, invented spelling, inquiry learning, discovery learning, learning styles, multiple intelligences, brain-based teaching,
constructivist math, portfolio assessment, authentic assessment, journaling, self-esteem raising, learning centers, sustained silent reading, developmentally appropriate practices, balanced literacy, and student-centered education. He holds that these fads are products of both romantic modernism and progressivism and that these forces have combined in modern, public education to push out what has been proven to work in favor of newer ideas promulgated by ideologically or financially motivated schools of education and others who stand to profit when school districts adopt their ideas (Kozloff, 2002). While his ad hominem criticisms are impossible to prove, his point does bear merit that there is much to gain by interested parties when schools adopt new curricular models or other policy interventions.

Rigby (1998) points out that fads have the following negative impacts: imbalances in strategic resources, internal divisiveness, unrealistic expectations, and loss of employee responsibility. However, Birnbaum (2000) indicates that fads may also have the following positive effects: recognizing the importance of data, emphasizing alternative values, producing variety, diversifying interaction, and promoting activity. Thus while fads are generally viewed as negative, it is possible to find some value in them.

2.2 Single-Studies

The single study is a well-established form of basic research in all scientific disciplines. It provides information on one particular phenomenon and attempts to answer a particular question. While the single study is the building block of all scientific endeavors, it is not well-suited to all purposes. Single studies have been criticized as being inferior to research syntheses on a number of counts. The criticism of single studies that bears the most relevance to this work involves generalizability. Cook et al., (1992) states that single studies “are limited in the generalisability of the knowledge they produce about concepts,
populations, settings, and times” (p.3). This lack of generalizability is particularly problematic in fields such as education where the diversity of research subjects is at times staggering. Research syntheses, such as meta-analysis, on the other hand, can lead to levels of generalizability not possible with single studies (Cooper & Hedges, 1994).

There are a host of other concerns regarding single studies. For instance, one particularly poor method of conducting single studies is the one group pre- and post-designs without a control group. Lipsey and Wilson (1993) found that this design, combined with publication bias, tends to inflate mean effect sizes. While it is beyond the scope of this research to explicate every shortcoming of single studies, it is important to note that there are many potential shortcomings that can alter the findings of narrative literature reviews or meta-analyses.

2.3 Significance Testing

Tests of statistical significance or non-significance do not necessarily suffice to fully describe a phenomenon (Glass, McGaw, & Smith, 1981). This simple evaluation technique that is commonly taught to undergraduate and graduate statistics students as the primary way to evaluate differences between samples is not sufficient in the evaluation of a null hypothesis in a single study as it lacks the power needed to accurately answer research questions. The weaknesses of statistical significance testing are compounded when synthesizing and cumulating a body of literature.

As the number of studies increases, paradoxically, the power of the t-test diminishes. “When statistical significance is used as the criterion and more studies are available for review (i.e. as K increases), then it is less likely that there will be detection of a true population difference” (Carlton and Strawderman, 1996, p. 69). Testing for statistical
significance, as the number of relevant studies in a field increases, makes detecting differences between control and treatment groups less likely and makes reproducibility of results increasingly difficult (Hedges & Olkin, 1980, 1985). Aggregating tests of statistical significance can even lead to contradictory conclusions as primary studies examined individually may seem to indicate one finding but their aggregated significance scores contraindicate that finding (Glass, McGaw, & Smith, 1981). Thus, the use of statistical significance to estimate robustness in large bodies of studies is an inherently weak way to determine relationships between variables. This has led researchers to look for ways to determine these relationships with greater validity.

2.4 Meta-Analysis

Meta-analysis is an attempt to use a common measure, generally effect sizes, to generate a statistically more powerful answer to a research question based on a body of literature. Effect sizes tell researchers the magnitude of relationships between variables. In a meta-analysis, effect sizes are calculated for each study, weighted by sample size and study quality, and then averaged to produce an overall effect size (Littell et al., 2008). While typical data analysis uses multiple observations of a phenomenon as data points, meta-analysis uses multiple studies as data points (Wolf, 1986, Littell et al., 2008). Meta-analyses reanalyze data from original studies to generate effect sizes and then analyzes these effect sizes to examine trends (Littell et al., 2008). As researchers comb through the available literature, code it, and account for differences between studies, some researchers believe that their literature reviews become stronger than those done in a qualitative or narrative fashion (Asher, 1990). This technique can minimize sampling error and bias by synthesizing a large and complex body of research in a robust and methodical manner. Many researchers believe
that this “very powerful” and “relatively simple” statistical technique holds great promise (Asher, 1990). The overall effect size, generated through meta-analysis, is considered by some to be a more robust way to answer research questions in a variety of fields, including education.

**Brief history of meta-analysis.**

Meta-analysis began in the 1930s as agricultural researchers attempted to combine studies to draw more meaningful data from the large pool of information published in their field (Wolf, 1986). Four decades later, Gene Glass applied some of the same techniques to psychological data (Asher, 1990). Glass is credited with coining the term in a 1976 speech and it was quickly adopted throughout the social sciences. Researchers felt a pressing need for methods to organize and evaluate the exploding number of research reports published after WWII (Chalmers, Hedges, & Cooper, 2002; Wachter, 1998; Glass, McGaw, and Smith, 1981). Since that point, there have been a large number of meta-analyses conducted on a broad array of topics (Wolf, 1986).

**Purpose of meta-analysis.**

Meta-analysis can serve two primary functions: theory building and assisting in the formation of best practices.

Asher (1990) states, “meta-analysis results should be the primary basis of theory building” (p. 148). Meta-analysis is appropriate for a broad range of statistical applications including: “synthesizing research on correlations, epidemiological data (incidence and prevalence rates), accuracy of diagnostic tests, prognostic accuracy (etiologic and risk factors), and treatment effects” (Littell et al., 2008, p. 5). One of the primary strengths of meta-analysis is that it illuminates type II errors by assisting researchers in showing
examples of where conclusions may seem more significant than they actually are. Meta-analysis’s focus on effect sizes assists researchers in moving beyond simply testing for significance, a statistical test that is prone to a set of particular weaknesses. Meta-analysis’s focus on the standardization of data imposes a set of criteria on a particular topic to make that topic easier to grasp and understand. In fields such as education, where the research enterprise “is a rough-hewn, variegated undertaking of huge proportions” (Glass, McGaw, and Smith, 1981, p. 12) this theory building power of meta-analysis is all the more important.

Meta-analysis can also be used as a tool to discern best practices in a variety of fields. Meta-analysis is now the primary statistical tool used by the biomedical sciences as it is can reliably be used to discern treatment effects across a large number of studies (Littell et al., 2008). The field of education, similar to the fields of medicine, social work, psychology, and others, has moved towards evidence-based practice. Evidence-based practice in education means “integrating individual teaching and learning expertise with the best available evidence from systematic research on educational interventions and practice” (Davies, 2000, p. 11). The integrative property of meta-analysis makes it a potentially powerful tool for deciding upon which educational interventions and policies are most effective. With recent emphasis being placed on evidence-based practices in education, (Sackett et al., 1991) meta-analysis has taken on a greater prominence as educators, administrators, and school boards have sought to provide quantitative evidence for various proposals and policy prescriptions. Indeed, the potential for research syntheses to inform policy and practice is great and not fully explored (Chalmers, Hedges, & Cooper, 2002). Some researchers (see Feinstein, 1995) point out, however, that such pooled and aggregated data, while appropriate for policy makers, is not useful to actual practitioners as practitioners tend to not have the statistical
expertise to utilize the results of meta-analyses and most meta-analyses are not interpreted for practitioners in a way they could use.

The use of meta-analytic techniques in education is quite widespread and has become widely accepted, markedly increasing since the 1990s (Littell, et al., 2008). Kulik and Kulik (1989) reviewed 150 meta-analyses of various educational interventions. Lipsey and Wilson (1993) reviewed 302 meta-analyses in the social sciences, two-thirds of which dealt with some educational phenomenon. Both of these works indicate that most educational interventions have a moderate effect. Neither large effects nor negative effects are frequently observed in education. Given the gap between the knowledge and research needs of education practitioners and educational researchers, meta-analysis becomes increasingly attractive (Hargreaves, 1997; Hillage et al., 1998; Tooley & Darby, 1998) and it appears that it will continue to grow in popularity.

**Conducting meta-analysis.**

Crafting well-done meta-analyses is of the utmost importance. Many issues play into doing so and they will be overviewed in this section. They include: issues of classification; inter-coder reliability;

Glass, McGaw, & Smith (1981) discusses one of the key issues in the crafting of meta-analysis, namely that of classification of variables. When researchers are collecting research to be considered in the meta-analysis, the classification of variables can become a highly complex process. In Glass and Smith (1977), the researchers reviewed over 400 psychotherapy single-case studies in order to determine the efficacy of psychotherapy. They had to code each study to determine the particular type of psychotherapy used. This coding process became more complicated than they initially thought, as many of the primary studies
did not follow the same coding scheme for types of psychotherapy used by the meta-analysts. To overcome this difficulty, Glass and Smith employed a team of 25 clinicians and researchers to independently review the studies in order to bolster the validity of the conclusions drawn from the meta-analysis. These reviewers agreed to group types of therapies into broader categories, thus making the classification system simpler. This simplification, however, comes at the loss of some data specificity. This case illustrates one of the complexities to which meta-analysts must attend.

Reliability generally refers to consistency of measurement and, in a meta-analysis, specifically refers to inter-coder reliability (Glass, McGaw, & Smith, 1981). One of the key phases in the meta-analytic process is to have independent raters code different variables in each of the studies to determine either eligibility for inclusion or other features of the studies that may be pertinent to the meta-analysis. Issues of reliability emerge when different coders reach differing conclusions, thus complicating the work of meta-analysis. To diminish this problem, the following solutions are recommended: providing coders with explicit instructions, specifying defining characteristics of variables to be studied, rigorously attempting to be as thorough as possible, using multiple judges for each study, correction of flagrant issues that arise between judges. However, there are limits to the a priori preparation that can be imposed on coders. Despite these limitations, it is critical that coders be prepared as thoroughly as possible and that reliability testing procedures are enacted.

**Advantages of meta-analysis.**

While studies conducted in the natural sciences allow for definitive conclusions to be drawn based on clear, empirical data, studies in the social sciences are often too complicated and too fraught with unexpected and unaccounted variables for this to be the case (Wolf,
Social science research, and education research in particular, is often disorganized and contradictory and, as such, it is necessary for the more systematic approach offered by meta-analysis to provide a less biased assessment of evidence (Littell, 2005). Studies published on the same research topic will reach opposing results and be reported in different journals (Wolf, 1986), thus allowing for the possibility of different readers reaching differing conclusions on the same topic and both readers being able to cite research as their source. As such, a single study of a topic is rarely sufficient to make conclusions. This necessitates a research synthesis of some sort.

Researchers have traditionally relied on qualitative literature reviews for the task of organizing and synthesizing the current state of the literature. However, the traditional literature review has serious flaws that can limit the accuracy of the conclusions drawn. These flaws were discussed in a prior section. So researchers have now attempted to move to meta-analytic techniques to draw quantitative conclusions that may be more valid (Davies, 2000). The advantage of meta-analysis over the traditional literature review is the focus of this section.

Meta-analyses give better parameter estimates of treatment effects than traditional literature reviews or vote counting. This increased validity stems from the fact that by combining results of multiple studies, meta-analyses increase the statistical power that can be used to detect significant effects (Littell et al., 2008). Just as it is true that single case studies provide less robust information than examining multiple cases, the meta-analysis, with its reach extended to many studies, provides better estimates of the parameter in question (Littell et al., 2008).
Traditional literature reviews cannot accurately account for moderating effects, such as treatment, participant, or study design characteristics that influence the parameter in question (Littell, et al. 2008). As opposed to a single study, rigorously conducted research syntheses of multiple studies can produce more robust estimates of treatment effects and can be highly useful for estimating program impacts (Littell, 2008). One of the strengths of meta-analysis is that it is capable of utilizing between-study variations to describe moderators of treatment effects to assess moderating effects that may not have been possible to assess in a single study (Littell et al. 2008). Meta-analysis can do this in a rigorous, scientific way that other researchers can follow and understand and attempt to replicate. Inconsistent findings between studies can indicate moderating effects not obvious under the traditional literature review.

While many people believe that meta-analyses require large number of studies, Littell et al. (2008) states that meta-analysis can be used with a minimum of only two studies and can accurately be conducted with studies that have both small and large sample sizes.

Criticisms of meta analysis.

Many authors have levied criticisms at meta-analysis. Some early attempts at meta-analysis were challenged as having only the veneer of rigor and validity. Eysenck (1978) called the process “mega-silliness.” Shapiro (1994) called it “smeta-analysis.” Feinstein (1995) called meta-analysis “statistical alchemy for the 21st century.” Meta-analysis is limited by the quality of the research question, the quality and completeness of the literature upon which the meta-analysis will be based, and data searches used to find that literature (Davies, 2000). Meta-analysis, as is the case with most research techniques, can be abused and misapplied, both intentionally or unintentionally (Littell et al., 2008). Hedges (1986)
writes “Meta-analysis has become the latest fashion in some circles. As you might expect, there is a great deal of garbage being published . . . Many of the meta-analyses are ill-conceived, poorly executed, and minimally interpreted” (as quoted in Asher, 1990). Just like any other statistical or analytical tool, meta-analysis can be misused and misapplied to construct invalid and misleading results. In one particularly disturbing example, Jorgensen, Hilden, & Gotzsche (2006) found that meta-analyses funded by pharmaceutical companies tended to have results biased towards the success of the drugs being tested. While this may be an extreme case, it indicates the need for the rigorous application of scientific review to any published work. High-quality meta-analyses require specific research questions, well considered populations to study, and clearly defined outcomes to be assessed (Davies, 2000).

**Dissimilar data.**

One criticism deals with the notion that logical conclusions cannot be drawn by comparing and aggregating dissimilar data. This is sometimes referred to as the “apples and oranges” problem (Glass et al., 1981; Slavin, 1984; Wolf, 1986). This is fundamentally a problem relating to the inadequate conceptualization of the problem (Littell et al., 2008). In a large pool of studies, there will be such a myriad of population variables, differences in research methods, data analysis methods, and data interpretation paradigms and techniques that will confound any attempt to meaningfully combine these studies. This criticism is particularly relevant when a researcher is primarily interested in only one of the variables being studied, as the statistical interference of the other variables will decrease the validity of the results. When the researcher is interested in studying many variables and interaction effects, then this problem is much minimized since meta-analysis is such a powerful tool for dealing with multiple variables and interaction effects (Littell et al., 2008). Furthermore,
through careful coding and incorporation of key variables into the analysis, this problem can be much minimized. Careful and deliberate coding of different variables between studies will allow for correlations to be seen between studies that will further illuminate the body of literature (Glass et al., 1981).

**Inconsistent study quality.**

Another criticism contends that the results of meta-analysis cannot be interpreted since both well-designed and poorly-designed studies are included together (Eysenck, 1978). This is sometimes referred to as the “garbage in, garbage out” criticism (Littell et al., 2008). In a field such as education where thousands of studies are published every year and many of them may be of low quality, this problem certainly looms large. This criticism states that when many studies are combined together, their varying degrees of quality will diminish the validity of the results obtained. Moreover, when many poorly designed or implemented studies are included in one meta-analysis the results are highly questionable.

However, this problem can also be solved by a coding mechanism. Meta-analysts pre-determine a rubric for judging the quality of studies and then assign studies a weight based on this rubric. In particular, the potential mediating effects of substantive and methodological characteristics of studies should be included. Weighting studies based on their quality is how meta-analysts answer this criticism (Glass et al., 1981). However, some researchers take issue with the quality of the coding performed. Feinstein (1995) dismisses such coding as it generally only give credit for whether or not researchers of a particular study explain their method. Feinstein believes that this obscures the fact that it is quite possible that even if a method is explained, it may or may not have been conducted properly. So, for example, a study to be included in a meta-analysis would receive credit on a scoring rubric for
explaining how a procedure was conducted, even if the procedure was bizarre or blatantly inappropriate for the study.

**Biased towards positive effects.**

Another criticism of meta-analysis is that published research findings are often biased in favor of those studies finding significant results and that this bias is transferred into the meta-analysis (Davies, 2000). Since most meta-analyses are based solely on published studies and these studies tend to report primarily statistically significant findings, then the meta-analyses based on these studies will suffer from a higher Type I error rate (Kraemer & Andrews, 1982; Littell et al., 2008).

This is true even in studies where non-significant findings are reported (Littell et al., 2008, Chan et al., 2004; Williamson & Gamble, 2005; Williamson et al., 2006). This translates into a greater tendency of meta-analyses to tabulate effect sizes that fail to confirm the null hypothesis (Littell et al., 2008). Thus, since meta-analysis takes into account a broad number of published studies, this line of criticism contends that meta-analyses will necessarily lead to a higher rate of Type I errors (Glass et al., 1981).

This criticism has two possible solutions. First, meta-analysts can conduct careful reviews of unpublished papers by using particular Internet search engines to examine theses and dissertations, papers presented at conferences, and other sources of unpublished work. This more careful review will round out the literature search and attenuate the Type I error problem. Second, there is a statistical technique whereby one can estimate the number of non-significant studies that would have to be conducted in order to overturn the results of the meta-analysis. Using this technique, the researcher conducts the meta-analysis with the understanding that he or she may be committing a Type I error and then estimates how many
studies would have to be published in order to nullify the findings of the meta-analysis. If this number is impractically large, then the meta-analysis can be judged to be sound (Glass et al., 1981). Carson, Schriesheim, and Kinicki (1990) refer to this as the fail safe N.

**Methodological criticisms.**

Another criticism of meta-analysis deals with the quality of the analysis itself. Jadad et al. (2000) found that in a review of 50 meta-analyses and systematic reviews that most published reviews in peer-reviewed journals had methodological flaws that impaired their utility. In a complicated data analysis technique, such as meta-analysis, errors are prone to develop unless researchers carefully and methodically move through the data analysis process. It is important to have independent raters assess the scales used to determine eligibility criteria for studies to be included in a meta-analysis and to use these scales in a rigorous manner (Glass, McGaw, & Smith, 1981).

Andrews, Guitar, and Howie (1980) is a much-criticized study dealing with stuttering therapy. These researchers set their inclusion requirement for including studies into the analysis to only those studies with three or more participants, thus overlooking single subject designs, thus invalidating their results (Cordes, 1998; Ingham, 1984). Ingham and Bothe (2002) go on to further describe how selection of studies may invalidate results, such as in the case of Thomas and Howell’s (2001) meta-analysis of stuttering therapy techniques. Ingham and Bothe conclude that not only was that work not a meta-analysis, but also it was severely compromised by decisions regarding which studies to include. These examples demonstrate the need for those engaged in meta-analysis to carefully select studies for inclusion so as to maximize the validity and power of their results.
Another methodological criticism is that meta-analyses will utilize multiple iterations of one study by using different trials published in one study several times or by using subgroups from a single study that are presented in another paper (Davies, 2000). This can muddy the meaning behind the results as that one study is then given undue precedence. However, this can be dealt with statistically through a coding procedure that acknowledges this fact (Glass et al., 1981).

Another methodological criticism is that many published meta-analyses are conducted using outdated techniques and do not satisfactorily account for known sources of bias (Littell et al., 2008). One source of bias relates to the failure of primary studies to account for intervention attrition where study participants discontinue participation in a study. This issue is rarely reported in primary studies and is even less likely to be accounted for in a meta-analysis (Davies, 2000).

The quality of statistical reporting in primary studies is highly variable and difficult to account for in a meta-analysis since primary researchers often fail to report each particular step in their research process (Wolf, 1986; Davies, 2000). Cook et al. (1992) discuss that there are several methods of dealing with issues of inadequate statistical reporting by meta-analysts including: use of external sources to establish validity and reliability of instruments used in primary studies, contacting the primary investigator(s) for clarification, and reporting deficiencies of the data from primary sources. If original studies that are to be included in a meta-analysis were not based on random assignment of study participants to experimental and control groups then causal inferences cannot be made by the meta-analyst (Cooper & Hedges, 1994). This means that conclusions drawn from secondary research may be almost as limited as those made by primary research.
Another criticism of meta-analysis is that it relies overly much on effect sizes as its central measure. Effect size is the measure of the magnitude of the relationship between two variables. This is a term that is understood by researchers but is often misunderstood by practitioners. Thus, the results of meta-analysis may be misinterpreted and misapplied due to inadequate understanding of the measure. This issue, however, is easily overcome by translating the effect size measure into a metric that is more meaningful to practitioners (Littell et al., 2008). Beyond this, however, is the broader criticism that meta-analyses tend to be reported in a staggering array of scales and units with little thought to standardization. This lack of standardization makes interpreting a meta-analysis open to significant bias as practitioners or researchers can be confused or misled by the various statistical measures employed (Feinstein, 1995).

Littell et al. (2008) makes another criticism of meta-analysis in that some newer techniques of meta-analysis have yet to be validated. This lack of validation means that some meta-analytical studies are fundamentally irrelevant as their techniques are improper.

One issue in conducting meta-analysis deals with scales used to measure various variables. While some studies utilize the same scale and can be readily combined in one meta-analysis, many times a meta-analysis will incorporate studies utilizing multiple scales (Glass, McGaw, & Smith, 1981). In order to combine studies using various scales the standardized mean difference is used which is a tabulation of the difference in means between the treatment groups divided by the pooled standard deviation of the measurements. This transformation ensures that all results are measured on the same scale, thus minimizing the so-called “apples and oranges” criticism of meta-analysis. This violation of the fundamental principle of comparing homogenous units is one of the most serious criticisms.
of meta-analysis. Statistically, “6-month-old children, small dogs, large cats, and huge fish can be regarded as a homogeneous group” (Feinstein, 1995, p. 76) even though inclusion of all of these into one aggregated analysis be nothing less than absurd. While meta-analysts claim that pooling large amounts of data from heterogeneous groups improves generalizability, critics maintain that doing so produces “imprecision, confusion, and perhaps delusion (Feinstein, 1995, p. 76).

Gotzsche et al. (2007) caution that the tabulation of standard mean differences entails many difficult calculations and is fraught with potential errors. In their analysis of 27 medical meta-analyses using this technique, they found errors in 10 of them (37%). Thus, it is imperative that meta-analyses that utilize this technique do so with extreme caution in order to avoid arriving at spurious conclusions.

**External validity.**

A key criticism of meta-analysis for education is that meta-analyses tend to have low external validity (Littell et al., 2008; Davies, 2000). Littell et al. (2008) make this criticism as applied to a social work context and it is safe to say that this criticism holds as well for education. While most studies included in a meta-analysis are conducted in tightly controlled university settings, practitioners in the field will use the results of these studies and the university and field settings may be markedly different. In particular, educational research has been criticized for its atomized nature that makes policy prescriptions difficult to make based on research (Davies, 2000). Slavin (1986) discusses the need for meta-analysis to study variables that are applicable in the field. Conducting meta-analyses on variables that are only of interest to academics is of much less use. Since meta-analyses group many studies together, this validity problem is amplified. A key issue in translating meta-analyses to
education is that effect sizes or standard deviations do not readily translate into the scales used by educators. External validity could be improved if more studies conducted in field settings using scales familiar to educators were conducted and included in a meta-analysis.

**Temporally limited utility.**

Another criticism of meta-analysis stems from the fact that meta-analyses are conducted at one particular point in time and thus reflects only the current state of the literature. When new studies on a particular topic are released, then the meta-analysis on those studies is immediately less valid. Thus, there is a need to constantly update meta-analytical research to keep it valid (Littell et al., 2008).

**Quantitative focus.**

Some researchers also take fault with meta-analysis’s focus on only quantitative data. While it is strictly true that meta-analysis cannot incorporate non-numeric data, qualitative data can be used to inform the construction of a meta-analysis and to provide contextual information that may be used to help to interpret the results of the meta-analysis (Littell et al., 2008). However, Davies (2000) indicates that synthesizing high-quality qualitative has garnered increasing attention from researchers in education and other social sciences using tools such as meta-ethnography. The use of qualitative studies can form the basis of contextualizing the results of a meta-analysis and may allow more educational users to access meta-analytic findings (Davies, 2000).

Since one of the key reasons for researchers moving to the more rigorous, quantitative literature review as opposed to the less rigorous, qualitative literature review is to avoid bias, conducting meta-analyses carefully and methodically is critical.

**Academic or philosophical criticisms.**
Another criticism of meta-analysis relates to the academic value of the technique. Many academics deride secondary analyses as derivative or parasitic. It has often been deemed as unworthy of publication and not listed on researchers’ curriculum vitae. As the technique became increasingly established and respected throughout the 1990s, this criticism has been much diminished (Chalmers, Hedges, & Cooper, 2002). Glass (1976) defends the practice thusly:

The man who adds his bit of fact to the total of knowledge has a useful and necessary function. But who would deny that a role by far the greater is played by the original thinker and critic who discerns the broader outlines of the plan, who synthesizes from existing knowledge through detection of the false and illumination of the true relationships of things a theory, a conceptual model, or a hypothesis capable of test. (p. 417)

Despite this eloquent defense, the practice of meta-analysis, and research synthesis more broadly, remains somewhat of a lesser-respected practice. Feinstein (1995) contends, “meta-analytic results of observational research are often acts of politics, not science” (p. 76).

Finally, the most overarching criticism of meta-analysis is that it provides a semblance of objectivity when in fact this is impossible. When meta-analysts use such rigorous techniques in their attempt to account for every variable, it necessarily leads those reading a meta-analysis to believe that the meta-analysis is unquestionably the correct interpretation of the phenomenon being studied (Wolf, 1986). Feinstein (1995) emphasizes the idea that meta-analysis fails to meet the requirements for scientific inquiry as it mixes too many facts together in a manner that is fundamentally flawed. This criticism can only be answered by the continued use of the scientific method to analyze and interpret complex social phenomena.
2.5 Alternatives to Meta-Analysis

The two alternatives to meta-analysis for synthesizing literature are narrative summaries and vote counting, both of which have been described as “haphazard” and “opportunistic” (Petticrew and Roberts, 2006; Davies, 2000) but remain the standard for research synthesis in most fields. A narrative summary, otherwise known as the traditional literature review, describes primary studies and attempts to come to conclusions about which direction the evidence seems to indicate about the research question at hand. This is done through a mostly qualitative, value-laden process that is generally invisible to those reading the literature review. A more quantitative approach to literature synthesis is vote counting, first described by Light and Smith (1971). This is a simple procedure where researchers tally whether studies indicated statistical significance or non-significance in order to impose some degree of quantitative rigor onto the results. The weaknesses of both methods will be discussed below.

**Traditional literature review.**

The traditional literature review has several disadvantages that a meta-analytic approach can ameliorate. Traditional literature reviews, according to Pillemer (1984) have been characterized as

subjective, relying on idiosyncratic judgments about such key issues as which studies to include and how to draw overall conclusions. Studies are considered one at a time, with strengths and weaknesses selectively identified and casually discussed. Since the process is informal, it is not surprising that different reviewers often draw very different conclusions from the same set of studies. (p. 28)

Narrative reviews often make no attempt to generalize findings, but rather identify elements of the various studies in a body of literature in order to base future research. They are generally selective as they do not involve a systematic, rigorous, and exhaustive search of all
of the literature (Davies, 2000). These weaknesses are so abundant in the social sciences, that one team of researchers has commented “If a review purports to be an authoritative summary of what ‘the evidence’ says, then the reader is entitled to demand that this is a comprehensive, objective, and reliable overview, and not a partial review of a convenience sample of the author’s favorite studies” (Petticrew & Roberts, 2006, p. 6). Carefully conducted systematic reviews utilizing meta-analyses offer a transparency not present in traditional, narrative summaries of research findings that supports a scientific method of collecting and reporting results (Littell et al., 2008). These weaknesses of the traditional literature review can be seriously detrimental to the quality of the conclusions drawn from the literature and meta-analysis has the potential to minimize those weaknesses (Littell et al., 2008). There is frequently no attempt to standardize techniques between researchers and the process is often left to be a matter of private judgment, style, and creativity. While it is by no means advisable to enforce a set of rules for research synthesis and stymie the creative forces that generate primary research, it is desirable to promote the greatest degree of clarity, explicitness, and openness possible so that the scientific method can be fruitfully engaged in the social sciences (Glass, McGaw, and Smith, 1981).

An example that illuminates the need for more quantitatively based research synthesizes comes from Cooper and Rosenthal (1980). These researchers had a group of individuals who were at least graduate students or better assess a group of seven studies relating to sex differences and persistence to a task. They divided up the group into a treatment group that received basic training in quantitative research synthesis and another that did not receive such training. The group that did not receive the statistical training incorrectly came to the conclusion that there was no relationship between sex and persistence
nearly 75% of the time while only 31% of the treatment group made the same mistake. It should be pointed out that this was an attempt to integrate only seven studies. This is compounded by the fact that most literature bases are so complex and large that a narrative literature review that accurately synthesizes treatment effects is beyond the mental capacity of most researchers (Bushman & Wells, 2001). Narrative reviews tend to be opportunistic as researchers review only the studies that are readily available (referred to as the file drawer problem) (Rosenthal, 1979; Wolf, 1986; Davies, 2000).

Traditional literature reviews have been criticized on the following points: bias related to previously held ideas; bias towards positive effects; inadequate explanation of differences across studies; inadequate attention paid to study quality; allegiance effects. Each of these is discussed more fully below.

**Previously held ideas.**

Previously held ideas tend to distort individuals’ data processing through a variety of means such as: behavioral confirmation, biased attribution and recall, and biased assimilation (Anderson & Lindsay, 1998). This is due to the manner in which humans utilize heuristics to determine what knowledge is valuable. Tversky & Kahneman (1973) discuss the availability heuristic which is a frequently utilized mechanism that leads individuals to judge the prevalence of an event based not on the actual frequencies of the event but also by other variables relating to their memory such as vividness, recency, and familiarity. This is not related to preconceptions but is rather rooted in properties of the events being studied (Bushman & Wells, 2001). This can be a significant source of bias in traditional literature reviews.
Additionally, the bulk of traditional literature reviews do not take into account differences across studies as explanations of variance in research findings.

**Inadequate exploration of issues relating to study design.**

Most traditional literature reviews take differences in the findings between studies rather than differences in study design as their focus. However, much of the variance between studies may have more to do with study design than with actual variance between populations being studied. The traditional literature review does not examine the differences between study designs and, hence, loses the capacity to truly illuminate the true state of the literature. While the literature may seem to indicate one particular finding, this finding may be more due to differences in study design rather than differences in populations of interest (Wolf, 1986).

Bushman and Wells (2001) hold that conclusions regarding statistical significance and effect size produced via traditional literature reviews should be less trusted than those reached via meta-analysis as traditional literature reviews can be readily biased by variables not related to the research findings. Modern research syntheses in education should include quantitative attempts to summarize the current state of the field (Glass, McGaw, and Smith, 1981). Without these quantitative measures, it becomes very difficult for a researcher to reach reasonable conclusions regarding the state of a body of literature.

**Allegiance effect.**

Another criticism of the traditional literature review is the allegiance effect where researchers who have a vested interest in a particular finding bias the results (Luborsky et al., 1999).

**Vote counting.**
Vote counting is a technique to summarize the literature by simply counting the number of studies that provide answers to the research question at hand using those studies’ tests of statistical significance with no regard to effect sizes (Littell et al., 2008). The category that has the highest count is taken to be the modal finding and is generally believed to be the most effective (Davies, 2000). It is a more sophisticated form of research synthesis though it is weak due to the fact that it tends to conflate study significance and study quality and ignores the importance of effect sizes, study quality, sample size, and moderating effects (Carlton & Strawderman, 1996; Davies, 2000; Glass, McGaw, & Smith, 1981; Light & Smith, 1971). As such, vote counting is rarely utilized in modern academic research.

### 2.6 Effect Size

Effect size is a concept developed from Cohen’s (1988) work on power analysis. The originators of meta-analysis took Cohen’s work and created a new statistical measure, called effect size, that could be used to describe the standardized difference in population means (Carlton & Strawderman, 1996).

Effect size is a far superior method of describing relationships between variables. “[T]here are many sound reasons for completely abandoning such reliance (on statistical significance) in favor of direct estimates of effect-size” (Carlton & Strawderman, 1996, p. 72)

**Diminishing effect size.**

Ecologists have discovered several examples of diminishing effect sizes (Alatalo et al., 1997; Gontard-Danek & Moller, 1999; Simmons et al., 1999; Poulin, 2000). As of yet, a generally agreed-upon interpretation of why effect sizes apparently diminish over time has not emerged. The following are possible explanations. Alatalo et al. (1997) attribute
diminishing effect sizes to changing belief systems. Palmer (2000) attributes the phenomenon to fads. Tregenza and Wedell (1997) attribute it to biased study design. Alatalo et al. (1997) have suggested that submitting findings for publication that support previously held ideas makes it easier to get published. Simmons et al. (1999) suggest that it is easier to publish confirmatory findings during early stages of research in a particular field but it becomes more difficult as a more narrowly critique of that field develops. This may be particularly emphasized in the social sciences where it takes longer to publish non-significant results (Stern & Simes, 1997).

**Potential explanations for phenomenon.**

Researchers who study the phenomenon of diminishing effect sizes cite two primary potential causes: dissemination bias and citation bias. This section discusses these potential explanatory factors in greater detail.

**Dissemination bias.**

Dissemination bias is a broad term encompassing all elements of the dissemination process of a research report which includes bias related to date of publication, language, multiple publication bias, selective reference citation, database index bias, media attributed bias, selective publication bias, familiarity of techniques, and the cost of research reports (Song et al., 2000; Rothstein, Sutton & Bornstein, 2005). This term is an overarching term that takes in many different sorts of biases that are related to the publication and dissemination process (Song et al., 2000). “Dissemination bias occurs when the dissemination profile of a study’s results depends on the direction or strength of its findings” (Song et al., 2000, p. 17). Dissemination bias refers to the notion that a given literature review does not represent a random sampling of all studies in a given field. It is a type of
non-random sampling error similar to that found when conducting primary research (Song et al., 2000).

Both indirect and direct evidence support the existence of dissemination bias (Sohn, 1996). Examples of indirect evidence include disproportionately high percentage of positive findings in journal or larger effect sizes in small studies relative to large studies. Small studies are more vulnerable to dissemination biases as the results of these studies will be more widely spread around the true results owing to greater random error (Begg & Berlin, 1988). Direct evidence includes such things as admissions by investigators and publishers and comparison of results from published and unpublished studies (Song et al., 2000). Rotton et al. (1995) found that the most significant reason given by authors for not submitting their work for publication was the failure to find statistical significance.

The strongest evidence supporting the existence of dissemination bias comes from comparisons between published and unpublished studies (Song et al., 2000). Simes (1986) performed meta-analyses on both published and unpublished studies of a cancer treatment regimen and discovered that the published findings found that the treatment was effective but when the published and unpublished studies were analyzed together, the treatment effect was not found.

There are many specific types of dissemination bias: positive results bias, hot stuff bias, time-lag bias, grey literature bias, full publication bias, place of publication bias, outcome reporting bias, multiple publication bias, language bias, citation bias, database bias, retrieval bias, media attention bias. These forms of bias are prevalent in many disciplines and may account for observed decline in effect sizes.

_Citation bias._
This is a related set of biases known as citation bias, reference bias, or one-sided reference bias that refers to the chance of a study being cited by others depending on the results of that study (Sackett, 1979, Song et al., 2000). The most common form of this is when authors of a published study tend to cite studies that support their position. This effect echoes into future literature reviews as researchers search works cited for guidance in formulating new research questions or informing old ones (Song et al., 2000).

### 2.7 Systematic Review

Meta-analysis falls under the broader category of systematic review, a term used in the medical and behavioral sciences to connote a more rigorously applied literature review technique. Systematic review is a technique by which a body of literature can be synthesized in a meaningful, rigorous manner. The purpose of a systematic review is to assist practitioners of various fields to understand often esoteric, academic peer-reviewed studies and utilize the best possible practices, often referred to as evidence-based or evidence-informed practice (Shlonsky, 2011). A meta-analysis is considered a critical piece of a systematic review (Littell, 2008). Littell (2008) outlines the steps in this process, which are as follows.

First, a detailed plan for the meta-analysis is developed where the objectives and methods of the procedure are outlined. All steps in the process are rigorously recorded so that reviewers can evaluate the process. Then, the researcher specifies the criteria that will be set to include or exclude studies from the meta-analysis. Possibilities include: study designs, populations, interventions, comparisons, and outcome measures. All reasons for including or excluding particular studies are recorded so that the greatest degree of transparency is achieved, thus avoiding one of the potential pitfalls of meta-analysis (Ingham, 2002). Then
the researchers utilize a systematic approach to attempt to find all potentially useful studies. Both published and unpublished studies are searched to the greatest degree possible. There is an attempt to locate what has been termed “grey literature” which are hard to find studies, many of which are unpublished or were presented at minor conferences. This minimizes the so-called “file drawer problem” of researchers quietly filing away research that did not find significant results (Hopewell, McDonald, Clarke, & Egger, 2006; Petticrew & Roberts, 2006; Rosenthal, 1979; Rosenthal, 1994; Rothstein et al., 2004; Rothstein et al., 2005). It is imperative to search unpublished sources (including research in progress) so that the problems relating to publication bias can be avoided (Davies, 2000). After this process is completed, all decisions should be made by two independent raters who work together to form a documented consensus on what studies to include. Data is then extracted from the reports to be used and notes are kept so that reviewers’ decisions are transparent (Higgins & Green, 2005). The quality of studies are systematically reviewed, with particular emphasis placed on those elements of the methods that directly relate to the validity of a study’s conclusions. Generating overall “study-quality” scores is a less-useful way to do this (Shadish & Myers, 2004). Wortman (1994) recommends using Campbell’s threats-to-validity approach. Study findings are then represented as effect sizes and results are synthesized. Results are then reported. The standard reporting rubric has become Moher’s Quality of Reporting of Meta-analyses (QUORUM) system that includes a checklist of items that should be reported and a diagram to aid authors in describing how studies were identified, screened, and selected (Moher et al., 1999)

**The Cochrane and Campbell Collaborations.**
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Two organizations have developed recently to conduct and organize research syntheses. The Cochrane Collaboration focuses on organizing and disseminating research syntheses in the health sciences while the Campbell collaboration focuses on the social sciences (Chalmers, Hedges, & Cooper, 2002).

The Cochrane Collaboration has focused attention on evaluating sources and extent of bias in randomized clinical trials in the health sciences. This group has constructed an instrument called the Cochrane Collaboration Risk of Bias Tool that functions as a measure of methodological quality. This tool allows practitioners to determine if a the recommendations posited by a group of randomized clinical trials is likely to be biased. While some researchers have questioned the rigor of this tool, it serves as an indication that many fields of study are currently searching for ways in which to synthesize research (Armijo-Olivo, 2012).

The Campbell Collaboration has focused its efforts on evaluating systematic reviews in the social sciences. It is a sister organization to the Cochrane Collaboration and focuses its efforts on three areas of social science practice and policy: social welfare, crime and justice, and education. The Campbell Collaboration utilizes standards of methodological rigor and it is considered as a leader in research synthesis and meta-analysis. The editorial board of the Campbell Collaboration conducts extensive and rigorous systematic reviews and meta-analyses in the various fields and then publishes findings on its website, www.campbellcollaboration.org, at no cost (Shlonsky et al., 2011).

The existence of these two organizations points to the perceived need to accurately and reliably synthesize research. Moreover, these organizations have established the strict
and rigorous standards for research synthesis that should serve as guidelines to all researchers utilizing meta-analysis.

Chapter III

Methods

The review of the literature reveals that meta-analysis is widely used in educational research but that there are significant concerns regarding its utility. In particular, the phenomenon of diminishing effect sizes may distort empirically observed reality and lead to the implementation of poorly supported interventions. This study analyzes whether the phenomenon of diminishing effect sizes is observable via analysis of meta-analyses over time in education research.

3.1 Research Consents

No research consents were necessary for this project as no new data was gathered.

3.2 Literature Review Procedure

This study was undertaken using a process similar to that used by Jennions and Moller (2001). This process is outlined in detail in the following sections. There are no significant differences between the Jennions and Moller (2001) process and the one used in
This study. It is hoped that this process, when applied to the social science data analyzed for this project, will elucidate the research question.

This study was conducted in 6 phases: initial study selection, primary literature consideration, literature consolidation, secondary literature consideration, tertiary literature consideration, and data analysis. Each of these steps is further described below.

**Initial study selection.**

First, a set of meta-analyses was selected from the EBSCOHost databases. Meta-analyses will be selected from the years 1970 to 2011. This date range is seen as having the best chance of including the greatest number of meta-analyses possible. Preliminary literature searches bear out this conclusion since database searches yield no meta-analyses prior to 1970. Studies will be included if they: specifically use one or more meta-analyses based on effect sizes, provide a comprehensive list of studies used to generate effect sizes. Then, two sets of analyses will be conducted, one evaluating the studies included in selected meta-analyses and the other evaluating the meta-analyses themselves. The process for conducting this selection is outlined below.

**Primary literature consideration.**

Research databases were selected based on an analysis of databases available at Cleveland State University. This potential source of bias is dealt with in the Discussion section. A database was selected if it was likely it indexed journals of interest to the study. Appendix A details which research databases were utilized for the study.

Then, each database was searched to identify articles that would possibly be included in subsequent phases. Articles were assessed based on title and publication characteristics. Appendix B contains the study selection worksheet for the primary literature consideration.
Studies that met the criteria described in Appendix B were then entered into a spreadsheet for further consideration. This process generated 464 articles that continued on to secondary consideration.

**Literature consolidation.**

All articles identified by the primary literature search were entered into RefWorks, a citation management service. Duplicates were then eliminated. This left 387 studies that would continue to secondary consideration.

All articles were located electronically, photocopied, or requested via inter-library loan. Portable Document Files (PDFs) of all articles were generated. A small set of articles, citations for which are provided in Appendix C, were unable to be found by either extensive database searching or through the assistance of research librarians. Also, due to financial constraints of this project, dissertations were excluded from analysis.

**Secondary literature consideration.**

The abstracts of all 387 articles were considered. For articles to continue onto tertiary consideration, they had to meet the requirements described in Appendix B. This closer survey of literature reduced the total number of articles to 112.

**Tertiary literature consideration.**

The 112 articles that remained after primary and secondary consideration were further narrowed down using study selection criteria outlined in Appendix D. This final winnowing entailed reading each article and determining whether that article provided certain key data elements. In particular, a study had to include sample sizes, publication years, and effect sizes for all studies included in the meta-analysis. Furthermore, studies had to include the year of publication, number of studies included in the meta-analysis, at least one reported
effect size, and the standard deviation for that effect size at the meta-analysis level. Studies that were selected through this process were coded into a spreadsheet using coding forms found in Appendices F and G.

Studies that did not meet these requirements were excluded, as they did not provide an adequate amount of data to further analyze. This resulted in a final set of 23 studies that were analyzed. Descriptive statistics of these studies are shown in Table 1.

Table 1

<table>
<thead>
<tr>
<th>N (Meta-analyses)</th>
<th>N (Effect Sizes)</th>
<th>Year of Publication Range</th>
<th>Mean Year of Publication</th>
<th>Mean Number of Reported Effect Sizes Per Meta-Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>23</td>
<td>60</td>
<td>1984 – 2010</td>
<td>2002.3</td>
<td>42.7</td>
</tr>
</tbody>
</table>

3.3 Statistical Procedure

The final group of studies that were included in this study was then analyzed using a process outlined by Jennions and Moller (2001). This process involves the use of Spearman’s ρ (rho) analyses on four sets of data on two levels.

Analytical levels.

This study was undertaken on two analytical levels. The first set of analyses deals with the effect sizes reported in the studies comprising the meta-analyses identified for inclusion in the study. This will hereafter be known as the “study level” of analysis. The second set of analyses were conducted on the meta-analyses themselves. This is hereafter known as the “meta-analysis level.”

Relationships of interest.
On both the study level and the meta-analysis level, four relationships were analyzed: (i) the relationship between effect size and year of publication; (ii) the relationship between effect size and sample size; (iii) the relationship between standardized effect size and sample size; and (iv) the relationship between effect size and year of publication, after weighting for variation in sampling effort. The first three relationships were conducted using a Spearman’s \( \rho \) (rho) test and were performed in SPSS.

The fourth relationship, between effect size and year of publication, after weighting for variation in sampling effort, was conducted using MetaWin 2.0. This relationship was estimated by creating a random-effects continuous model meta-analysis with year of publication as the independent variable and the inverse of sampling variance as the weighting factor. Random-effects meta-analysis was selected over a fixed – effects model as fixed – effects models become problematic when some studies have very large sample sizes. These studies then dominate the analysis and the results from the studies with smaller sample sizes then are largely ignored (Helfenstein, 2002).

MetaWin 2.0 was used to obtain a one-tailed \( \rho \) – value for year of publication generated by a randomization method with 999 replicates. A one-tailed \( \rho \) – value was chosen because the Jennions and Moller (2001) study used a one-tailed test since they postulated that a declining effect size was more likely. This study employed a one – tailed test because it was initially believed that similar research and publication biases would be in effect in both the natural and social sciences.

The effect size generated by the meta-analysis was converted to a Spearman’s \( \rho \) (rho) value so that all results are reported in a uniform manner. The formula to do this is as follows:
\[ \rho = \sqrt{\frac{d^2}{d^2 + 4}} \]

All Spearman’s \( \rho \) – values were then converted to standard normal deviates (Z-scores) by using the formula:

\[ \rho = \frac{Z^2}{n}. \]

This is done so that all results are normalized thus diminishing the effects of outliers and to allow results to be evaluated using equivalent metrics.
Chapter IV

Results

This study attempted to address the following research question: Do effect sizes in published meta-analyses of educational research tend to diminish over time? The remainder of this chapter explains the results discovered through the process outlined above. Results of these analyses are in Table 2.
Table 2

*Relationships (ρ) between effect size, standardized effect size, year of publication, and sample size*

<table>
<thead>
<tr>
<th>Method of calculation</th>
<th>Year versus effect size</th>
<th>n versus effect size</th>
<th>n versus standard effect</th>
<th>Year versus effect after weighing for sampling variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weighted meta-analysis of datasets</td>
<td>0.105*</td>
<td>-0.073**</td>
<td>-0.073**</td>
<td>0.440*</td>
</tr>
<tr>
<td>Weighted meta-analysis of original meta-analyses</td>
<td>0.317**</td>
<td>-0.148</td>
<td>-0.148</td>
<td>0.333*</td>
</tr>
</tbody>
</table>

* Significant at the <0.001 level
** Significant at the <0.01 level

Table 3 presents the summary results from the meta-analysis used to weight for sample size when determining the relationship between publication year and effect size.

Table 4 provides the descriptive statistics of the meta-analytic model. The effect size (g) generated by the meta – analysis was 0.4756. This effect size was then converted to a Spearman’s ρ.

Note that Cochrane’s Q is the weighted sum of squared differences between individual study effects and the pooled effect across studies. Cochrane’s Q has been criticized for having low power when the number of studies is small (Gavaghan, Moore, McQay, 2000). Thus, Cochrane’s Q has been converted to $I^2$. $I^2$ describes the percentage of variation across studies due to heterogeneity rather than chance (Higgins & Thompson, 2002). The formula for calculating $I^2$ is:
\[
I^2 = 100\% \times \frac{Q - df}{Q}
\]

Table 3

*Meta-analysis summary*

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Value</th>
<th>Standard error</th>
<th>Probability (normalized)</th>
<th>Probability (randomized)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-43.6598</td>
<td>16.6122</td>
<td>0.00858</td>
<td>0.046</td>
</tr>
<tr>
<td>Slope</td>
<td>0.0220</td>
<td>0.0083</td>
<td>0.00789</td>
<td>0.047</td>
</tr>
</tbody>
</table>

Table 4

*Meta-analysis model*

<table>
<thead>
<tr>
<th>Model</th>
<th>df</th>
<th>Q</th>
<th>Probability (Chi-square)</th>
<th>I^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>1</td>
<td>7.0587</td>
<td>0.00789</td>
<td></td>
</tr>
<tr>
<td>Residual</td>
<td>57</td>
<td>65.4534</td>
<td>0.20684</td>
<td>12.91%</td>
</tr>
</tbody>
</table>

The I^2 results indicate that the meta-analysis was well conceptualized and conducted, with 12.91% of the variation due to heterogeneity. Higgins, Thompson, Deeks, and Altman (2003) suggest that this is a low level of heterogeneity, thus favoring the conclusion that the meta-analysis conducted was conducted sufficiently to answer the research question.

Beginning at the study level, these results indicate that there is a statistically significant positive relationship between year of publication and effect size (\( \rho = 0.105, p < 0.001, n = 1167 \)). That is, the more recently the study was conducted, the greater the effect size tends to be. However, there was also a significant relationship between sample size and both effect size and standardized effect size so the relationship was re-assessed after
accounting for sampling variance. Still, however, a statistically significant, positive relationship was observed ($\rho = 0.440, p < 0.001, n = 1167$).

Figure 1 shows a scatterplot of the relationship between publication year and effect size at the study level. Note that effect sizes are reported as Hedge’s $-g$, a commonly used effect size measure. This figure shows a prominent cluster of effect sizes between the years 1980 to 2005 centered around -0.5 to 1.75.

![Figure 1: Publication year compared to effect size (g) at the study level](image)

Figure 2 shows a scatterplot of the relationship between sample size and effect size at the study level. This figure shows that most sample sizes were smaller than 200 and effect sizes were centered around -0.5 to 1.75.
Figure 2: Sample size compared to effect size (g) at the study level

Figure 3 shows a scatterplot of the relationship between sample size and standardized effect sizes at the study level. Effect sizes were standardized using a Z transformation process. This shows that most effect sizes center around 0 and few studies have sample sizes larger than 200.
Figure 3: Sample size compared to standardized effect size (z transformed) at the study level.

Figure 4 shows a scatterplot of the relationship between publication year and effect size at the study level after accounting for sample size using a random-effects continuous model meta-analysis with year of publication as the independent variable and the inverse of sampling variance as the weighting factor. This figure shows that most effect sizes fall between 0.2 and 1.8 and the year of publication tends to be 1985 and 1997.
Figure 4: Year of publication compared to effect size (g) after weighting for sample size at the study level

A similar observation is found at the meta-analysis level. These results indicate that there is a statistically significant positive relationship between year of publication and effect size ($\rho = 0.317, p < 0.009, n = 60$). However, there was not a significant relationship between sample size and both effect size and standardized effect size. Still, however, a statistically significant, positive relationship was observed ($\rho = 0.333, p < 0.001, n = 60$) after accounting for sampling variance.
Figure 6 shows a scatterplot of the relationship between publication year and effect size at the meta-analysis level.

![Scatterplot of publication year vs. effect size](image)

Figure 5: Year of publication compared to effect size (g) at the meta-analysis level

Figure 6 shows a scatterplot of the relationship between sample size and effect size at the meta-analysis level. This figure shows that most effect sizes cluster around 0.5 and most sample sizes were below 40.
Figure 6: Sample size compared to effect size (g) at the meta-analysis level

Figure 7 shows a scatterplot of the relationship between sample size and standardized effect sizes at the meta-analysis level. Effect sizes were standardized using a Z transformation process. This figure shows that effect sizes are clustered around 0 and sample sizes are generally below 30.
Figure 7: Sample size compared to standardized effect size ($Z$ - transformed) at the meta-analysis level

Figure 8 shows a scatterplot of the relationship between publication year and effect size at the meta-analysis level after accounting for sample size using a random-effects continuous model meta-analysis with year of publication as the independent variable and the inverse of sampling variance as the weighting factor. This figure shows how most effect sizes were between 0 and 1.3 and most years of publication tended to be between 1991 and 2005.
Figure 8: Year of publication compared to effect size after weighting for sample size at the meta-analysis level

It is notable that effect sizes increase at both the study and meta-analysis levels. Data were parsed out to show mean effect sizes by decade to allow for simpler understanding of how effect sizes have increased over time. Table 3 shows this descriptive information.

Table 5

<table>
<thead>
<tr>
<th>Decade</th>
<th>N</th>
<th>Mean effect size (g)</th>
<th>Range</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1970s and 1980s</td>
<td>2</td>
<td>0.100</td>
<td>-0.20 – 0.4</td>
<td>0.424</td>
</tr>
<tr>
<td>1990s</td>
<td>21</td>
<td>0.424</td>
<td>-0.09 – 1.61</td>
<td>0.329</td>
</tr>
<tr>
<td>2000s</td>
<td>31</td>
<td>0.509</td>
<td>-0.75 – 1.40</td>
<td>0.506</td>
</tr>
<tr>
<td>2010s</td>
<td>6</td>
<td>0.595</td>
<td>0.33 – 0.91</td>
<td>0.276</td>
</tr>
</tbody>
</table>
Chapter V

Discussion

This study has found that education meta-analyses do not follow the pattern seen in the natural sciences. Effect sizes did not decline. Rather, effect sizes tended to increase over time. This finding bears some consideration. If no statistically significant relationships had been observed between effect sizes and year of publication, then it could be assumed that meta-analysis provides a longitudinally stable measure and a strong argument could have been made for wider use of this analytical technique. However, as measured effect sizes tend to increase over the time period 1970 – 2012, one must conclude one of two things. Either there is some persistent set of biases that are impacting the conduct or publication of educational research or effect sizes are, in fact, increasing over time as the field of education develops into a more complex and sophisticated science and leaves behind educational practices that were ineffective. These two explanations will be the central thrust of this chapter and the chapter will conclude with recommendations for addressing the phenomenon
of increasing effect sizes and limitations of the present study that should temper interpretation of its results.

5.1 Persistent Bias in Educational Research

One explanation for the observed phenomenon of longitudinally increasing effect sizes is publication bias. Chapter two of this study discussed several varieties of publication bias that may impact results from any study that arise through its publication or non-publication. Given the findings of this study, it seems reasonable to conclude that it is possible that some of these forms of bias may be more active than others. In particular, the following forms of publication bias are possible explanations for the findings of this study: positive results bias; hot stuff bias; grey literature bias; and confirmation bias.

Positive results bias.

Positive results bias refers to the tendency of authors to submit and for editors to publish positive or significant research results while ignoring non-significant results (Song et al., 2000). This seems to be a very likely cause of increasing effect sizes. Since researchers generally will find statistically significant results when they are searching for literature to use to conduct meta-analyses, they will find ever-increasing effect sizes across time. Then, as other researchers use published meta-analyses to generate effect sizes for other research, this effect becomes multiplied as researchers duplicate biases from past research.

Hot stuff bias.

Another form of bias that could account for the phenomenon of increasing effect sizes is hot stuff bias. This refers to the phenomenon of journal publishers tending to publish topics that are timely or popular but which may only have relatively weak results (Sackett, 1979). This seems to be a particularly likely form of publication bias in education where fads and
trends dominate pedagogical practice. Often these trends are pushed by textbook publishers looking to profit from a product or politicians who make educational policy with little understanding of educational systems and processes.

Hot stuff bias may account for increasing effect sizes through publishers choosing articles to publish based on what they believe will promote their journal’s readership. Publishers would choose articles that may be methodologically unsound to publish and then these articles are indexed in electronic indexes and used to conduct meta-analyses, thereby creating the appearance of increasing effect sizes over time. When that particular trend ends, no researcher bothers to fully repudiate it or no journal chooses to publish these repudiations so it appears that these effect sizes are significant and increasing over time.

**Grey literature bias.**

Grey literature refers to things such as conference presentations, dissertations, working papers, and other pieces of literature that are difficult to obtain as they are not electronically indexed in any systematic manner (Auger, 1998). Grey literature bias refers to the notion that these pieces of literature tend to show non-significant or statistically weaker results and that excluding these from meta-analyses produces an artificially high effect size (Song et al., 2000). McAuley et al. (1999) sampled 135 meta-analyses, 38 of which included grey literature, found that those meta-analyses that included grey literature showed a diminished effect size of approximately 12%.

Grey literature bias would appear to be a significant problem in the field of educational research where many universities have large numbers of master’s and doctoral students who are producing volumes of research that is never published. While it is difficult to quantify specifically how much research is conducted and never included in any sort of
meta-analysis, it is safe to assume it must be a large amount every year. When one includes classroom research done by practicing teachers, the amount of grey literature skyrockets. While not all of this research would meet methodological criteria for publication or for inclusion in properly conducted meta-analyses, some certainly would. The exclusion of this grey literature could be a significant factor in the observed phenomenon of increasing effect sizes. If established researchers get their statistically significant findings published while student researchers or others who find non-significance do not, then effect sizes would tend to increase over time as no one individual or organization renews earlier findings.

**Confirmation bias.**

Confirmation bias refers to the psychological phenomenon whereby humans tend to subconsciously look for ideas and information that confirms their earlier beliefs. This information tends to be more readily assimilated and utilized than does information that contradicts what an individual believes (Bushman & Wells, 2001).

Confirmation bias seems a likely cause of increasing effect sizes. As researchers look for studies to help them build the case for their study, they will naturally begin by searching for studies that confirm what they already believe. As they find increasing numbers of these studies, it seems that the results of the study are a foregone conclusion. This may lead researchers to discount or ignore studies that may disagree with what they believe is true about a research question. In a meta-analysis, this may take the form of a researcher applying more stringent selection criteria to studies that don’t confirm his or her hypothesis, leading to effect sizes that increase across time.

**A synthesis of biases.**
It should be noted that all of the above forms of bias that were identified as the most likely explanation of the phenomenon of increasing effect sizes are probably related to one another and would be difficult to parse out and account for individually. That is, a researcher may begin a study on a popular topic (hot stuff bias) by unconsciously looking for studies that confirm a hypothesis (confirmation bias), not bothering to delve too deeply into grey literature as it would be very time consuming and frustrating (grey literature bias), and base a meta-analysis on published studies that show statistically significant effects (positive results bias.) This study may be published in a reputable journal where it is electronically indexed and other researchers pick up one or more pieces and conduct their own research (hot stuff bias again) based on the previously found positive effects (positive results bias) and publish their studies. This phenomenon, across time, is one potential accounting for the phenomenon of increasing effect sizes.

**Other biases less likely to explain phenomenon.**

As noted above, there are many other sources of publication bias. However, it is less likely that these sources of bias would be significant factors to explain the phenomenon of increasing effect sizes. Those sources of bias less likely to account for the observed phenomenon are: time – lag bias; full publication bias; place of publication bias; outcome reporting bias; multiple publication bias; language bias; database bias; retrieval bias; and media attention bias.

Time-lag bias would seem to support the phenomenon of longitudinally diminishing effect sizes, as observed by Jennions & Moller (2001). In the natural sciences there may be more of an importance placed on refuting the work of other scholars than is seen in educational research. This would account for diminishing effect sizes over time in the natural
sciences while educational research has the opposite phenomenon as there is less emphasis placed on repeating earlier studies.

Full publication bias and outcome reporting bias are a set of related biases where only partial results of studies are reported. While this may be an issue in educational research, these sources of bias are subsumed under the category of grey literature bias.

Place of publication bias, language bias, database bias, and retrieval bias may all impact effect sizes as they are reported. However, with modern indexing of journal articles, these sources of bias are less likely to account for systemic bias in educational research.

Media attention bias is a subset of hot stuff bias and has been discussed above.

5.2 Increasing Effect Sizes Represent Educational Reality

There is another explanation for the phenomenon of longitudinally increasing effect sizes in educational research. It is possible that effect sizes seem to be increasing because they actually are. This is a hopeful notion that as educational researchers have begun to more rigorously conduct research and educational practitioners have received better training in the utilization of research-based educational techniques, that educational practices have become more effective. This would be supported by the fact that over the past 40 years, which is the timeframe of this study, that many states have implemented tougher teacher training and licensure laws and departments of education at universities have taken a more rigorously quantitative approach. However, when one assesses the outcomes of large-scale assessments of student learning across this time period, no similarly significant gains are apparent. It is beyond the scope of this research project to adequately assess the growth of students in comparison to the perceived growth of teacher effectiveness. However, it does seem less
likely that this is the case and more likely that the correct explanation for the phenomenon of longitudinally increasing effect sizes is publication bias.

5.3 Potential Solutions

If, as this study suggests, effect sizes are in fact increasing over time, then this potentially indicates that there is a problem in the publication process that should be corrected by researchers and publishers. Failure to do so may cause misperceptions regarding the efficacy of a host of educational interventions that may diminish the impact of schooling for students, which is an outcome that is patently undesirable. Below is a set of potential solutions to help alleviate this problem.

First, educational researchers should strive to conduct meta-analyses and other research in the most methodologically sound manner possible. Narrative literature reviews should be only used when a research question is either very limited in scope or is so new that very little literature is available such that it would be possible for a researcher to adequately summarize findings from the literature base without quantitative methods. It may also be useful to provide narrative literature reviews as an element of a meta-analysis. Meta-analytic techniques should be included in most literature reviews and these techniques should follow the guidelines set forth by the Cochrane and Campbell Collaborations. These organizations have initiated programming to assist researchers with developing the most accurate summarizations of literature possible. Following their recommendations globally would create a less biased body of educational literature that would be more useful to practitioners and researchers alike.

The other element that would need to change in order for this phenomenon to be ameliorated is to change how educational research is published. First and foremost, there
must be a journal dedicated to publishing only null or statistically insignificant findings. This journal must be indexed properly in major educational research databases and should draw from as many countries and languages as possible. By doing so, researchers who wish to properly conduct meta-analyses will be able to more readily access these results and then conduct a more methodologically sound and less biased meta-analysis. Additionally, a comprehensive effort should be made to index the wide body of grey literature that is generated globally each year. Conference presentations, dissertations, theses, working papers, action research and other forms of grey literature may provide important insight into research questions and should not be ignored. Moreover, publishers should be conservative when announcing special issues or accepting papers on topics that are very new. While this is difficult to do and may not always be advisable, this would help alleviate the problems associated with hot stuff bias that were described above.

5.4 Limitations of the Present Study

This study has two key limitations that should be discussed. First, the studies included in this study came from a very limited subset of educational studies. Many studies were not included if they did not meet the criteria for inclusion. Hence, a more inclusive literature search may invalidate or temper the results found here. Moreover, due to financial constraints of this project, dissertations were excluded from analysis. This presents an unfortunate source of bias that must have some degree of impact on the results.

Second, it is considered best practice for meta-analysis to be conducted using a team of reviewers who would make decisions regarding which studies to include together. This process creates a less biased result. It is possible that had this research been conducted
utilizing a team of researchers or assistants to help determine which studies should be included that the results of this project may have been different.

5.5 Recommendations for Future Research

This project opens up the possibility of expanding this research question more fully in the future. It would be highly worthwhile to begin a new phase of this project by loosening the literature inclusion criteria so that more studies could be included. Specifically, many studies were excluded since they dealt with university classrooms. These studies should certainly be included in any future research. Also, as discussed in the limitations section above, future research should involve the utilization of at least one other co-researcher to diminish bias inherent in the study selection process. Additionally, parsing out the results of this study may provide interesting points of consideration. For example, is there a difference between studies focusing on the English classroom as opposed to the science classroom? Are there differences between studies focusing on early grades and those focusing on later grades? Other distinctions would be possible and may provide fascinating sub-texts to the larger questions.

Beyond this, however, the larger question remains as to the cause of the observed phenomenon. Is this phenomenon caused by pervasive publication biases that should be immediately addressed and remedied or have effect sizes increased because educators have become better at their jobs over the past 40 years? This causal question is truly vexing and should be a primary focus of future research. In general, publication biases are not widely studied in education and should be a source of concern for the community of educational researchers and for those who utilize that research.
APPENDICES
Appendix A

EBSCOHost (Includes Academic Search Complete, Education Research Complete, ERIC, PsycInfo, Social Sciences Full Text, Education Full Text, Psychology and Behavioral Sciences Collection)

• Searched under subject terms: meta-analysis and education; meta-analysis and teaching; meta-analysis and learning. Dates were restricted to the range 1970 – 2012. Only studies published in English were considered. Only peer – reviewed scholarship was considered.

• Searching under the subjects of meta-analysis and education returned 292 results. Searching under the subjects of meta-analysis and teaching returned 132 results. Searching under the subjects of meta-analysis and learning returned 142 results.

• These results were evaluated. Studies were chosen for further consideration if they:
  o Dealt with some sort of pedagogical intervention or technique aimed at improving a cognitive or academic domain.
  o Dealt with primary or secondary education.
  o Did not deal with assessment
  o Did not deal with policy or school improvement.
  o Did not deal with research methodology concerns.
  o Did not deal with classroom management.
  o Did not deal with physical education, medical education, dental education, driver’s education, music education, arts education, or distance learning. It was felt that these were specialized forms of education that should be considered separately.
• These searches yielded 129 articles that continued on to secondary consideration.

APA PsycNET

• Searched for following terms in all fields: meta-analysis and education; meta-analysis and teaching; meta-analysis and learning. Dates were restricted to the range 1970 – 2012. Only studies published in English were considered. Only peer – reviewed scholarship was considered.

• Searching under the subjects of meta-analysis and education returned 0 results.

• Searching under the subjects of meta-analysis and teaching returned 0 results.

• Searching under the subjects of meta-analysis and learning returned 0 results.

• These results were evaluated using the same criteria as described in the EBSCOHost entry. This process resulted in 0 articles that continued on to the secondary level of consideration.

ArticleFirst

• Searched for following terms in the keyword field: meta-analysis and education; meta-analysis and teaching; meta-analysis and learning. Dates were restricted to the range 1970 – 2012. Only studies published in English were considered. Only peer – reviewed scholarship was considered.

• Searching under the subjects of meta-analysis and education returned 431 results.

• Searching under the subjects of meta-analysis and teaching returned 28 results.

• Searching under the subjects of meta-analysis and learning returned 154 results.
• These results were evaluated using the same criteria as described in the EBSCOHost entry. This process resulted in 88 articles that continued on to the secondary level of consideration.

Dissertation Abstracts

• Searched for following terms in the keyword field: meta-analysis and education; meta-analysis and teaching; meta-analysis and learning. Dates were restricted to the range 1970 – 2012. Only studies published in English were considered.

• Searching under the subjects of meta-analysis and education returned 13 results. Searching under the subjects of meta-analysis and teaching returned 3 results. Searching under the subjects of meta-analysis and learning returned 10 results.

• These results were evaluated using the same criteria as described in the EBSCOHost entry. This process resulted in 12 dissertations that continued on to the secondary level of consideration.

Electronic Journal Center

• Searched for following terms in the keyword field: meta-analysis and education; meta-analysis and teaching; meta-analysis and learning. Dates were restricted to the range 1970 – 2012. Only studies published in English were considered. Only peer-reviewed scholarship was considered.

• Searching under the subjects of meta-analysis and education returned 50 results. Searching under the subjects of meta-analysis and teaching returned 48 results. Searching under the subjects of meta-analysis and learning returned 6 results.
• These results were evaluated using the same criteria as described in the EBSCOHost entry. This process resulted in 22 articles that continued on to the secondary level of consideration.

Electronic Dissertation and Theses Center

• Searched for meta-analysis in the keyword field. This database only allowed for search on one term at a time. Dates were restricted to the range 2001 – 2012. Only studies published in English were considered.
• Search returned 63 results.
• These results were evaluated using the same criteria as described in the EBSCOHost entry. This process resulted in 4 dissertations that continued on to the secondary level of consideration.

Expanded Academic ASAP

• Searched for following terms in the keyword field: meta-analysis and education; meta-analysis and teaching; meta-analysis and learning. Dates were restricted to the range 1970 – 2012. Only studies published in English were considered. Only peer – reviewed scholarship was considered.
• Searching under the subjects of meta-analysis and education returned 330 results.
• Searching under the subjects of meta-analysis and teaching returned 76 results.
• Searching under the subjects of meta-analysis and learning returned 194 results.
• These results were evaluated using the same criteria as described in the EBSCOHost entry. This process resulted in 165 articles that continued on to the secondary level of consideration.

JSTOR

• Searched for following terms in the abstract field: meta-analysis and education; meta-analysis and teaching; meta-analysis and learning. Dates were restricted to the range 1970 – 2012. Only studies published in English were considered. Journal results were restricted to the fields of education and psychology. Only peer-reviewed scholarship was considered.

• Searching under the subjects of meta-analysis and education returned 28 results. Searching under the subjects of meta-analysis and teaching returned 43 results. Searching under the subjects of meta-analysis and learning returned 22 results.

• These results were evaluated using the same criteria as described in the EBSCOHost entry. This process resulted in 44 articles that continued on to the secondary level of consideration.
Appendix B

Instructions: Review the title and publication information for the study. If a negative answer is generated for questions 1 - 6, then exclude these studies from further consideration.

1. Is the study peer-reviewed from an academic journal?
2. Does the study fall in the date range of 1970 – 2012?
3. Is the study published in English?
4. Does the study deal with some sort of pedagogical concern?
5. Is the pedagogical concern in question primarily a cognitive one?
6. Does the study deal solely with subjects from the primary and secondary grade level?

If the answers to questions 7 – 12 have a Yes answer, then exclude these studies from further consideration.

7. Does the study deal with assessment?
8. Does the study deal with policy or school improvement?
9. Does the study deal with theoretical or methodological concerns?
10. Does the study deal with classroom management issues?
11. Does the study use data taken from any of the following specialized educational environments:
   a. Physical Education
   b. Medical Education
   c. Dental Education
d. Driver’s Education

e. Music/ Art Education

f. Distance Education
APPENDIX C
Unobtainable Literature


APPENDIX D
TERTIARY LITERATURE CONSIDERATION FORM

1. Does article provide the following information:
   a. At least one mean or general effect size?
   b. Provide a table or other means of relating the following information taken from the studies that were included in the meta-analysis:
      i. Year of publication
      ii. Sample size
      iii. Effect size

   If the study provides the above information, code it into SPSS.
APPENDIX E
Studies Chosen for Meta - Analysis


APPENDIX F
CODING FORM FOR META-ANALYSIS LEVEL

All of the following information was entered into SPSS about the meta-analyses included in the study.

Identification of Study
1. Study ID: This is a unique identifying number assigned to each study.
2. Type of Source:
   1. Journal
   2. Book
   3. Book Chapter
   4. Doctoral Dissertation
3. Publication Year
4. Sample size (number of studies used in the meta-analysis)
5. Mean effect sizes (this could result in more than one entry for each study)
6. General content area of study:
   1. Special Ed
   2. Language Arts
   3. Math
   4. Technology
   5. ELL/ESL
   6. Blend of two or more of the above categories
   7. Other
7. Type of studies being meta-analyzed:
   1. Experimental
   2. Quasi-experimental
   3. Blend of both experimental and quasi-experimental
APPENDIX G
CODING FORM FOR INDIVIDUAL STUDY LEVEL

1. Study ID
2. Year of publication
3. Sample size
4. Effect size
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