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ON ACTIVE DISTURBANCE REJECTION CONTROL: 
STABILITY ANALYSIS AND APPLICATIONS IN 
DISTURBANCE DECOUPLING CONTROL

QING ZHENG

ABSTRACT

One main contribution of this dissertation is to analyze the stability characteristics of extended state observer (ESO) and active disturbance rejection control (ADRC). In particular, asymptotic stability of the dynamic system that describes the estimation error and the closed-loop system is established where the plant dynamics is completely known. In the face of large dynamic uncertainties, the estimation error, the closed-loop tracking error, and its up to the \((n - 1)\)th order derivatives are shown to be bounded. Furthermore, it is demonstrated that the error upper bounds, in general, monotonously decrease with the observer and control loop bandwidths. The second contribution is to develop a dynamic disturbance decoupling control strategy for square multivariable systems based on ADRC. The proposed method has been successfully applied to chemical process problems and micro-electro-mechanical systems gyroscopes. It is shown that a largely unknown square multivariable system can be readily decoupled by actively estimating and rejecting the effects of both the internal plant dynamics and external disturbances. By requiring little information on the plant model, the intention is to make the new decoupling approach practical.
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CHAPTER I

INTRODUCTION

Most existing control design methods, such as Bode plot method in classical control and $H_2/H_\infty$ control in modern control theory, are based on mathematical description of plant dynamics. However, many physical plants in real world are not only nonlinear and time-varying but also highly uncertain. Accurate mathematical descriptions of physical plants are usually not available in industrial control. This creates a dilemma for control practitioners: the requirement of the plant mathematical model from the theoretical side and the uncertainty of the plant dynamics in practice. Such dilemma caught much attention of many researchers. One solution is robust control, where a small amount of uncertainty in physical plants can be tolerated.

Another dilemma in control system design is how to handle disturbances. In the current modern control framework, disturbance attenuation is one of key control design objectives. A less known solution is to estimate and cancel disturbance directly. To this end, many disturbance estimators, such as unknown input observer (UIO) [1]-[8], disturbance observer (DOB) [9]-[16], perturbation observer (POB) [17]-[20], and extended state observer (ESO) [21]-[27], have been proposed. Based on the ESO,
an active disturbance rejection control (ADRC) algorithm has also been developed [21]-[27]. The ADRC offers a new and inherently robust controller building block that requires very little information of the plant. This control algorithm actively estimates and compensates for the effects of the unknown dynamics and disturbances, forcing an otherwise unknown plant to behave like a nominal one. Such strategy offers an alternative to the prevailing methods. That is, instead of depending on the model of the plant, the controller draws the information needed from the ESO to control the plant. This is achieved by using an ESO to estimate both internal plant dynamics and external disturbances.

In robust control, the stability analysis is mostly based on the small gain theorem, and the results tend to be quite conservative by nature. As to the class of disturbance estimators UIO, DOB, and POB, the rigorous stability proof or convergence is not established, although a few researchers speculated this could be done. Although the ESO and the ADRC have been applied to solve many different kinds of problems, their convergence and stability have not been proven. Furthermore, there is a lack of understanding of the exact relationship between the control system tuning parameters and the performance requirements. In short, we know the ADRC works, but do not know why. In particular, the relationship between the tuning parameters, which include the observer and controller bandwidths, and the observer estimation error and the closed-loop tracking error is unknown. Without rigorous analytical study, the ADRC remains a trial and error method. Therefore the stability and convergence analysis for the ESO and the ADRC is essential.

In this dissertation, one key objective is to provide an analytical insight on why ADRC achieves excellent performance, that is, to mathematically show that both the external disturbance and the plant dynamics can be estimated by ESO. Estimating the unknown parameters in plants has been studied in system identification. Estimating
both the external disturbance and the plant dynamics crosses the boundary between system identification and observer design. Whether the combined effect of plant dynamics and external disturbance can be estimated in real time or not is of great importance, because if the answer is yes, it could mean that the uncertainty problem, the adaptive control problem, and disturbance rejection problem, can all be handled in one single framework.

The mathematical proof of the ESO convergence and the ADRC stability renders the theoretical support of why the ADRC can achieve high disturbance rejection and robustness performance. It also explains why the ADRC has been successfully applied to many applications. In this dissertation, the ADRC is extended to another important class of practical problems, namely the decoupling control for multivariable systems.

The interactions or cross-couplings between the variables are the most significant characteristics with multivariable systems, i.e., systems with multiple inputs and multiple outputs, also known as multiple-input multiple-output (MIMO) systems. With the interactions or cross-couplings present, one input variable may affect all the output variables. In a vibrational micro-electro-mechanical systems (MEMS) gyroscope [28], the quadrature error is caused by coupling in the stiffness term between its drive and sense axes. In the Wood and Berry column example [29], the inputs reflux and vapor flow both affect the two outputs, which are the top and bottom composition. The interactions or cross-couplings among various inputs and outputs of a system make design technologies in multivariable control systems fundamentally different from single-input single-output (SISO) control systems. Given that our understanding of the physics of MIMO systems usually helps us identify the dominant input-output pairs, one design strategy is to disentangle the interactions among various input-output pairs and reduce a multivariable system into a number
of independent SISO systems. This strategy is usually known as decoupling.

Although the interactions are present in most multivariable systems, the control engineers in industry frequently ignore the interactions between variables and design the controller for each loop independently. In most cases, proportional, integral, and derivative (PID) control is preferred. This is not because the control engineers are not aware of the interactions but because the existing methods for solving the problem are difficult for engineers to understand and implement, either due to their mathematical complexity or due to the unavailability of the necessary model information. Therefore, it is important to find an approach that can address the interaction problems and is practical and easy to be implemented in industry. This leads to the second key objective of this research, that is, to develop a new practical decoupling control approach for multivariable systems.

In this dissertation, we first analyze the stability characteristics of the ESO and the associated ADRC, then discuss the proposed disturbance decoupling control (DDC) approach. The organization of the dissertation is as follows. The stability problem of the ADRC and the decoupling problem are formulated in Chapter 2, where the literature survey for disturbance estimators, stability analysis of disturbance estimators, and decoupling control is also given. The idea of the ADRC is introduced and its effectiveness is demonstrated through simulation and hardware tests in Chapter 3. The stability characteristics for the ESO and the ADRC are analyzed in Chapter 4. A novel and practical DDC approach is proposed in Chapter 5. Simulation results obtained on two chemical process problems are shown in Chapter 6. The applications of DDC to MEMS gyroscopes are performed in Chapter 7. Finally, the highlight of the major contributions of this dissertation and the recommendations on possible future research directions that may be pursued based on the insights gained from this research are given in Chapter 8.
CHAPTER II

PROBLEM FORMULATION AND LITERATURE SURVEY

This chapter begins with problem formulation of the ADRC stability analysis and decoupling control, followed by a literature survey on disturbance estimation, stability analysis of disturbance estimators, and decoupling control.

2.1 Problem Formulation

This section discusses what is the problem of the ADRC stability characteristics and why a new decoupling control is needed.

2.1.1 The Problem of ADRC Stability Characteristics

Most physical plants in real world are not just nonlinear and time-varying but also highly uncertain. Control system design for such systems has been the focus of much of the recent developments under the umbrella of robust, adaptive, and nonlinear control. Most of the existing results, however, are obtained presupposing that
a fairly detailed and accurate mathematical model of the plant is available. The small gain theorem based robustness analysis does allow a small amount of uncertainties in plant dynamics, but not anywhere near the magnitude often encountered in practice. As the well-known control theorist Roger Brockett puts it: “If there is no uncertainty in the system, the control, or the environment, feedback control is largely unnecessary” [30]. The assumption that a physical plant, without feedback, behaves rather closely as its mathematical model describes, as the point of departure in control system design, does not reflect either the intent of feedback control, or the physical reality.

The ADRC was proposed as an alternative paradigm to address this fundamental issue [21]. The main difference in the design concept pertains to the question of how much model information is needed. Recognizing the vulnerability of the reliance on accurate mathematical model, there has been a gradual recognition over the years that active disturbance estimation is a viable alternative to an accurate plant model. That is, if the disturbance, representing the discrepancy between the plant and its model, is estimated in real time, then the plant-model mismatch can be effectively compensated for, making the model based design tolerant of a large amount of uncertainties. The focal point is how external disturbance and unknown dynamics can be estimated.

The ADRC is designed to deal with those plants with large amount of uncertainties both in dynamics and external disturbances [22]-[26]. It was further simplified to linear ADRC, using linear ESO in [27], which makes it extremely simple and practical [31]-[32]. Although the ADRC has a wide variety of applications, the stability analysis of the ADRC is scarce in literature. We know the ADRC works, but do not know why. Furthermore, there is a lack of understanding of the exact relationship between the control system tuning parameters and the performance requirements.
Without rigorous analytical study, the ADRC remains a trial and error method. This dissertation specifically addresses these issues. Through analyzing stability characteristics of the ADRC, we want to understand why the ADRC works, i.e., what is the stability characteristics of the ADRC; and how to tune it, i.e., whether there is a relationship between the performance of the ADRC and the bandwidths of the observer and the controller.

2.1.2 The Disturbance Decoupling Control Problem

The decoupling problem for systems with large uncertainties of the internal dynamics and significant unknown external disturbances is very challenging.

Consider a multivariable system

$$\begin{bmatrix} y_1(s) \\ y_2(s) \\ \vdots \\ y_m(s) \end{bmatrix} = \begin{bmatrix} g_{11}(s) & g_{12}(s) & \cdots & g_{1m}(s) \\ g_{21}(s) & g_{22}(s) & \cdots & g_{2m}(s) \\ \vdots & \vdots & \ddots & \vdots \\ g_{m1}(s) & g_{m2}(s) & \cdots & g_{mm}(s) \end{bmatrix} \begin{bmatrix} u_1(s) \\ u_2(s) \\ \vdots \\ u_m(s) \end{bmatrix},$$

(2.1)

with the mathematical model, it can be decoupled to the following system

$$\begin{bmatrix} y_1(s) \\ y_2(s) \\ \vdots \\ y_m(s) \end{bmatrix} = \begin{bmatrix} G_{11}(s) & 0 & \cdots & 0 \\ 0 & G_{22}(s) & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & G_{mm}(s) \end{bmatrix} \begin{bmatrix} u_1(s) \\ u_2(s) \\ \vdots \\ u_m(s) \end{bmatrix}.$$

(2.2)

Since the mathematical model is often unavailable in practice, sometimes it is impossible to obtain the mathematically decoupled form of the system as shown in (2.2). The question is: can we make the system behave as a decoupled system without a mathematical model? In other words, without using the mathematical model to get the mathematical description of the decoupled form for a system, can we make it really operate as a decoupled system?
More generally, Let

$$
\vartheta_1 = \left[ y_1^{(n_1-1)}(t), y_1^{(n_1-2)}(t), \ldots, y_1(t) \right],
$$

$$
\vartheta_2 = \left[ y_2^{(n_2-1)}(t), y_2^{(n_2-2)}(t), \ldots, y_2(t) \right],
$$

$$
\vdots
$$

$$
\vartheta_m = \left[ y_m^{(n_m-1)}(t), y_m^{(n_m-2)}(t), \ldots, y_m(t) \right],
$$

$$
u = \left[ u_1(t), u_2(t), \ldots, u_m(t) \right],
$$

$$
w = \left[ w_1(t), w_2(t), \ldots, w_m(t) \right].
$$

(2.3)

where $y_i$ is the output, $u_i$ is the input, $w_i$ is the external disturbance of the $i^{th}$ loop, $y_i^{(n_i)}$ denotes the $n_i^{th}$ order derivative of $y_i$, $i = 1, 2, \ldots, m$, and $f_i$ represents the combined effect of internal dynamics and external disturbance in the $i^{th}$ loop, including the cross channel interference. Consider the following nonlinear time varying system with unknown dynamics

$$
y_1^{(n_1)} = f_1(\vartheta_1, \vartheta_2, \ldots, \vartheta_m, u, w) + b_{11}u_1
$$

$$
y_2^{(n_2)} = f_2(\vartheta_1, \vartheta_2, \ldots, \vartheta_m, u, w) + b_{22}u_2
$$

$$
\vdots
$$

$$
y_m^{(n_m)} = f_m(\vartheta_1, \vartheta_2, \ldots, \vartheta_m, u, w) + b_{mm}u_m
$$

(2.4)

Note that $i = 1, 2, \ldots, m$.

Without a mathematical model, can we design a control strategy to stabilize the system and make it run as a decoupled system? Can we find a new alternative to the existing decoupling approaches, which are based on the mathematical description of the plant? The new alternative should be conceptually simple and easy to understand, and above all, practical to implement, for real world decoupling problems, in the presence of significant unknown disturbances and unmodeled dynamics.

In this dissertation, we seek a novel and practical approach to DDC that requires very little information of the plant dynamics.
2.2 Literature Review

In this section, an extensive literature review for disturbance estimator, stability analysis of disturbance rejection, and decoupling is conducted.

2.2.1 A Survey of Disturbance Estimation

State observers, also known as estimators, play a central role in modern control theory. Given the input-output data, the values of internal variables of a physical plant, which are often inaccessible instrumentation wise, are made available through state observers. Such information extracted by the state observers proved to be invaluable in control system design, as well as fault detections. Please refer to recent surveys [33, 34].

A presumption in most existing state observer design is that an accurate mathematical model of the plant has been obtained. While this is a common assumption made in academia, it could pose some rather considerable challenges time and cost wise in engineering practice. The sometimes prohibitive cost and limitation associated with obtaining a good mathematical model drove a significant number of researchers and engineers to seek alternatives, such as fuzzy logic control (FLC) and artificial neural network (ANN), but there is more than an inconvenience at stake here. If the primary purpose of employing feedback control is to counter the uncertainties in physical devices so that a precise and consistent behavior can be obtained from a system that consists of devices with inconsistent and only partially known dynamics, why does most of the modern control theory insist on having a precise mathematical model prior to any analysis and design?

The everyday users of feedback control, however, are concerned about if there is a viable alternative, an alternative that does not completely abandon most advances made in modern control theory, as in the case of FLC and ANN, but does away
with the obsession with mathematical model. Some researchers over the years have investigated the problem of real time estimation of the disturbance, i.e. the part of the plant that is not described by the mathematical model. The ingenious idea is that if such discrepancy between the plant and its model can be computed and compensated for in real time, the closed-loop system behavior will not be hinged upon the accuracy of the plant model.

One class of such disturbance estimators is the UIO [1]-[8], where the disturbance is treated as an augmented state of the plant. The state observer is designed to estimate both the original states and the augmented one. The disturbance is then rejected by using its estimated value obtained by the observer. Another class of disturbance estimators is known as the DOB [9]-[16], where the disturbance is estimated by using the inverse of the nominal transfer function of the plant. In addition to the UIO and the DOB, there are also scattered reports of different variations, such as the adaptive robust controller, the adaptive inverse controller, and model-based disturbance attenuation method. Some researchers proposed the POB [17]-[20] to estimate the disturbances in a discrete state space form.

Another important class of such disturbance estimators is the ESO [21]-[27]. The ESO is a state space approach. What sets the ESO apart from the UIO and the DOB is that it is conceived to estimate not only external disturbances but also plant dynamics. Among the disturbance estimators, the ESO requires the least amount of plant information. As one class of such disturbance estimators, the ESO was first proposed by Han in the context of the ADRC [22]-[25]. The ADRC as a new design paradigm was first introduced to the English literature in [26]. The ADRC using nonlinear gains was successfully applied to a complex Stewart platform control problem in [31]. Although the idea is quite imaginative, the nonlinear structure and a large number of tuning parameters, which need to be manually adjusted in
implementation, make its large scale practical applications challenging. Central to this novel design framework is the ability to estimate generalized disturbance (GD) in real time.

The estimation of both unknown dynamics and disturbance has been studied in [35], but it requires the higher order derivatives of the output, which may not be available in practice. The estimation of unknown dynamics can also be achieved by the high gain observer (HGO) [36]-[39], however, the high gain associated with the HGO makes the system too sensitive to noise.

2.2.2 A Survey of Stability Analysis of Disturbance Estimators

All estimators above, including the UIO, the DOB, and the POB, prove to be effective practical solutions. But how fast and in what range the disturbance and unknown dynamics can be estimated are not obvious. In particular, both the UIO and the DOB are originally formulated to estimate the external disturbances but later adopted to estimate the unknown plant dynamics as well, with very little analytical support on how this can be achieved. Even when limited stability analysis was performed, only boundedness of estimation or compensation error was obtained, while the actual bound of the error is largely unknown. Some robust stability analysis, based on small gain theorem, was performed for the UIO and the DOB [14]-[16] but the results tend to be quite conservative by nature and limited to linear and time-invariant plants. For nonlinear plants, only limited results on stability properties are obtained for robot manipulators [10], [13].

In a rare exception, the approach proposed by [35] is designed specifically to estimate both unknown dynamics and disturbance with asymptotic stability of the closed-loop system firmly established. But the practicality method is quickly called
into question as the observer, hence the stability proof, requires the use of higher order derivatives of the output, rendering the system susceptible to noise corruption. In short, for those effective practical solutions, there seems to be a lack of rigorous analysis of the estimation error, especially its bound. But for those methods firmly rooted in mathematical rigor, the utility is often questionable.

The ESO and the associated ADRC can effectively estimate not only external disturbances but also plant dynamics. In addition, the ADRC has been widely used in various problems [32]-[43]. A singular perturbation approach is used to show there exists a small gain to guarantee that the origin of the error dynamics is exponentially stable under strict assumptions [44]. However, the error upper bound and its relationship to the bandwidth are not given, which are the concerns of this dissertation.

As to the HGO, in fact, there is a marked similarity between the HGO and the ESO in terms of how the observer gains are selected, leading some readers to suspect that the ESO is a special case of the HGO. To clarify this issue, the difference between the HGO and the ESO is seen in the following four aspects. 1). The plant and problem formulation are very different. With the HGO, the task is to estimate the states for a class of nonlinear plants as 
\[ y^{(n)}(t) = f(\cdot) + g(\cdot)u^{(m)}(t) + w(t) \]
with a nominal model of \( f_0(\cdot) \) and \( g_0(\cdot) \). On the other hand, in addition to the state estimation, the ESO is specifically designed to estimate the effects of unknown dynamics and external disturbances for a different class of plants, mostly unknown, nonlinear and time-varying: 
\[ y^{(n)}(t) = f(y^{(n-1)}(t), y^{(n-2)}(t), \ldots, y(t), w(t)) + bu(t) = F(t) + bu(t), \]
where \( w \) is an external disturbance and \( F(t) = f(y^{(n-1)}(t), y^{(n-2)}(t), \ldots, y(t), w(t)) \) is to be estimated as an extended state. With \( f(\cdot) \) as a mathematical expression completely unknown, the ADRC is a novel design methodology by which \( f(\cdot) \) is treated as a variable to be estimated and canceled in the control law, thus making
the design largely model independent. 2). The goal and approach used in stability analysis are different. In the HGO, Lyapunov method and singular perturbation are used to derive stability conditions. In the ADRC analysis, we seek the insight on the relationship between the tracking error and the bandwidth, which helps to guide the users in tuning the feedback system in real world applications. In fact, we were able to show, by solving the differential equation of error dynamics, that the estimation error is bounded and, more importantly, monotonously decreases with the observer bandwidth. 3). The assumptions made in the HGO and the ESO are different. The analysis of the HGO is predicated on six different mathematical assumptions that are, though convenient, not necessarily easy to verify in a given physical process. The only assumption in the ESO is that $h = \dot{f}$ is bounded and this, we believe, agrees with most physical systems where the rate of change associated with the highest derivative is physically limited. For example, the jerk generated by a DC motor can be unknown but it is limited by the supply voltage. On the other hand, the assumption that $f(\cdot)$ is Lipschitz in [37] is not necessary in our framework, nor is it valid in the presence of certain external disturbance, such as a ramp disturbance. 4). The conclusions of the HGO and the ESO are different. For the HGO, based on six assumptions, it is shown the state, in its common definition, can be estimated where the tracking error can be made arbitrarily small with the increasing observer gains. With the ESO, we show that not only the state but also the unknown plant dynamics and disturbance, namely $F(t) = f \left( y^{(n-1)}(t), y^{(n-2)}(t), \cdots, y(t), w(t) \right)$, can be estimated with a bounded error. This has simply not been done before and it has enormous practical implications.

### 2.2.3 A Survey of Decoupling Control

Decoupling of linear time invariant (LTI) multivariable systems has drawn researchers’ interest in the past several decades [45]-[73], making it a well established
area. The long research records on decoupling control reveal that this topic has now been well studied, at least for the systems with parameters being exactly known. In sharp contrast to other issues of control theory, the study of decoupling problem for uncertain systems has rarely been reported in the literature. This phenomena is unsatisfactory since parameter perturbation or deviation from their nominal values is inevitable in real plants, especially in industrial process control. Intuitively, strict decoupling is very difficult to achieve due to the presence of plant parameter perturbations. In practice, it is often the case that first design a decoupling controller (decoupler) for the nominal model of the real plant, put the decoupler as the inner loop controller and then on-line tune the outer loop controller to make the overall system performance be roughly satisfied. Reference [74] describes such a procedure. In robot control systems, the calculated torque method combined with gain scheduling also belongs to this approach [75].

Among the many existing decoupling methods, their mathematical complexity or requirements of the specific model information prevent them from prevailing in industry. Robustness, disturbance rejection, and other practical concerns continue to pose serious challenges [45]. In conjunction with decoupling control, the importance of disturbance rejection has been recognized by many researchers. One main stream of disturbance rejection methods for decoupling control is based on the concept of the disturbance estimation, which was outlined in Section 2.2.1. The effectiveness of the existing disturbance rejection methods, such as the UIO, the DOB, and the POB, is limited by the requirement of an accurate mathematical model of the plant. In engineering practice, however, such presumption is hardly warranted as many industrial processes are highly uncertain and are in a perpetual flux. This also explains why currently PID control is still very popular and is the most commonly used control method in practice. It is one target of this research to find a new alternative that is
conceptually simple and easy to understand, and above all, practical to implement, for real world decoupling problems, in the presence of significant unknown disturbances and unmodeled dynamics.

2.3 Summary

Chapter 2 formulates the problems that this dissertation addresses and presents a literature review on disturbance estimation, stability analysis of disturbance estimators, and decoupling control. The problem formulation and the literature survey show that the proposed research in this dissertation is indeed meaningful.
CHAPTER III

ACTIVE DISTURBANCE REJECTION CONTROL

The ADRC is a quite different design philosophy. At its foundation is the recognition that, in the real world, dynamic systems are often highly uncertain, both in terms of the internal dynamics and external disturbances. The magnitude of the uncertainties could make them well beyond the reach of prevailing robust control theories, such as $H_2/H_\infty$. The ADRC offers a solution where the necessary modeling information needed for the feedback control system to function well is obtained through the input-output data of the plant in real time. Consequently, the control system can react promptly to the changes either in the internal dynamics of the plant, or its external disturbances. In the ADRC framework, such disturbance is actively estimated using the ESO and canceled in the control law, in the absence of an accurate mathematical model of the plant.

In this chapter, for simplicity and easy understanding, a third order ADRC is presented for controlling a second order system. This chapter begins with the ESO
design, followed by the ADRC controller design. Section 3.3 shows the simulation and hardware tests to demonstrate the effectiveness of the ESO and the ADRC.

3.1 Extended State Observer

Consider a generally nonlinear time-varying second order dynamic system

\[
\ddot{y}(t) = f(\dot{y}(t), y(t), w(t)) + bu(t).
\] (3.1)

where \(w\) is the external disturbance and \(b\) is a given constant. Here \(f(\dot{y}(t), y(t), w(t))\), or simply denoted as \(f\), represents the nonlinear time-varying dynamics of the plant that is unknown. That is, for this plant, only the order and the parameter \(b\) are given. The ADRC is a unique method designed to tackle this problem. It is centered around estimation of, and compensation for, \(f\). To this end, assuming \(f\) is differentiable and let \(h = \dot{f}\), (3.1) can be written in an augmented state space form

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= x_3 + bu \\
\dot{x}_3 &= h(x, u, w, \dot{w}) \\
y &= x_1
\end{align*}
\] (3.2)

where \(x = [x_1, x_2, x_3]^T\). An ESO of (3.2) will estimate the derivatives of \(y\) and \(f\) since (3.2) is now a state in the extended state model. With \(u\) and \(y\) as inputs, the ESO of (3.2) is given as

\[
\begin{align*}
\dot{\hat{x}}_1 &= \hat{x}_2 + l_1(x_1 - \hat{x}_1) \\
\dot{\hat{x}}_2 &= \hat{x}_3 + l_2(x_1 - \hat{x}_1) + bu \\
\dot{\hat{x}}_3 &= l_3(x_1 - \hat{x}_1),
\end{align*}
\] (3.3)

where \(\hat{x} = [\hat{x}_1, \hat{x}_2, \hat{x}_3]^T\), and \(l_i, i = 1, 2, 3\), are the observer gain parameters to be chosen. The observer gains are chosen such that the characteristic polynomial \(s^3 + \)
\( l_1 s^2 + l_2 s + l_3 \) is Hurwitz. For tuning simplicity, all the observer poles are placed at \(-\omega_o\). It results in the characteristic polynomial of (3.3) to be

\[
\lambda_o(s) = s^3 + l_1 s^2 + l_2 s + l_3 = (s + \omega_o)^3
\]

(3.4)

where \(\omega_o\) is the observer bandwidth and \(L = \begin{bmatrix} 3\omega_o & 3\omega_o^2 & \omega_o^3 \end{bmatrix}^T\).

Generally, the larger the observer bandwidth is, the more accurate the estimation will be. However, a large observer bandwidth will increase noise sensitivity. Therefore a proper observer bandwidth should be selected in a compromise between the tracking performance and the noise tolerance.

### 3.2 Controller Design

Once the observer is designed and well tuned, its outputs will track \(x_1, x_2,\) and \(x_3\) respectively. By canceling the effect of \(f\) using \(\hat{x}_3\), the ADRC actively compensates for \(f\) in real time. The ADRC control law is given by

\[
u = k_1 (r - \hat{x}_1) + k_2 (\dot{r} - \hat{x}_2) - \hat{x}_3 + \ddot{r}
\]

(3.5)

where \(r\) is the reference signal, \(k_1\) and \(k_2\) are the controller gain parameters selected to make \(s^2 + k_2 s + k_1\) Hurwitz. For simplicity, let \(k_1 = \omega_c^2, k_2 = 2\omega_c\), where \(\omega_c\) is the controller bandwidth. The closed-loop system becomes

\[
\ddot{y} = (f - \hat{x}_3) + k_1 (r - \hat{x}_1) + k_2 (\dot{r} - \hat{x}_2) + \ddot{r}.
\]

(3.6)

Note that with a well-designed ESO, the first term in the right hand side (RHS) of (3.6) is negligible and the rest of the terms in the RHS of (3.6) constitute a PD controller with a feedforward gain.

In practice, the controller bandwidth, \(\omega_c\), is tuned based on how fast and steady we want the output to track the set point. A large controller bandwidth generally
increases the response speed but it may push the system to its limit, leading to oscillations or even instability. Thus the controller bandwidth should be adjusted based on the competing requirements of performance and stability margin, together with noise sensitivity. In addition, a large controller bandwidth usually increases the magnitude and rate of change in control signal, and therefore the operation cost. The observer is tuned in a similar way: adjusting its bandwidth, $\omega_o$, for a trade off between tracking performance and noise sensitivity.

The primary reason for this particular parameterization and tuning method is practicality: the observer and feedback gains must be easily tunable by most engineers, who are usually familiar with the concept and implications of bandwidth. It is advantageous that engineers could use a completely new design method without losing the critical insight gained from classical control: frequency response.

The effectiveness of the ESO and the ADRC is shown as below through simulation tests and hardware implementation.

### 3.3 Simulation and Hardware Tests

Two examples are given below for illustration purposes. One is a simulation study applying the ESO and the ADRC to a nonlinear plant to see how they perform with three different levels of knowledge on the plant dynamics. The other is a hardware test showing the effectiveness of ESO and ADRC in a real motion control environment. Section 3.3 has been presented in [76]$^1$.

$^1$©[2007] IEEE.
3.3.1 A Simulation Case Study

Consider the following nonlinear system

\[ \ddot{y} = \dot{y}^3 + y + w + u. \] \hspace{1cm} (3.7)

Rewrite (3.7) as

\[ \ddot{y} = f + bu \] \hspace{1cm} (3.8)

where \( f \) represents the summation of the plant dynamics \( \dot{y}^3 + y \) and the external disturbance \( w \).

Note that for a second order plant, the ESO is of the third order, where \( \hat{x}_3 \) is an estimate of \( f \). With a well-tuned observer, the control law

\[ u = \frac{u_0 + \dot{y} - \dot{\hat{x}}_3}{b}, \] \hspace{1cm} (3.9)

should approximately reduces the original plant (3.8) to a double integral one, i.e.

\[ \ddot{y} \approx u_0. \] \hspace{1cm} (3.10)

With the plant reduced to (3.10), a simple PD controller of the form

\[ u_0 = k_p(r - \hat{x}_1) + k_d(\dot{r} - \dot{\hat{x}}_2) \] \hspace{1cm} (3.11)

is usually sufficient to make the output track \( r \), the desired trajectory, where \( k_p = \omega_c^2 \), \( k_d = 2\omega_c \).

The ESO tracking performance is demonstrated in Figure 1 under three different scenarios: 1) \( f \) is completely unknown; 2) only partial internal dynamics information of the plant is given, i.e. \( f_{\text{partial}} = \dot{y}^3 \); 3) the internal dynamics of the plant \( f_{\text{in}} \) is completely known, i.e. \( f_{\text{in}} = \dot{y}^3 + y \) is given. In this simulation, the tuning parameters are \( \omega_c = 4.5 \text{ rad/sec} \) and \( \omega_o = 20 \text{ rad/sec} \). Figure 1 shows the observer errors for three cases using a step input at \( t = 1 \) second as the excitation and a pulse.
disturbance with the amplitude of ±20, the period of 4 seconds, the pulse width 5% of the period, and the phase delay of 4 seconds. The ADRC performance with different ESOs is shown in Figure 2. From Figure 1 and Figure 2, it can be observed that the observer error decreases as the model information is incorporated into the ESO, and so does the tracking error of the control loop.

![The errors between actual and estimated information](image)

Figure 1: The errors between actual and estimated information. (ESO1: without plant information; ESO2: with partial plant information; ESO3: with complete plant information. Note that ESO2 and ESO3 are almost overlapped.)

### 3.3.2 A Motion Control Hardware Test

Motion control applications can be found in almost every sector of industry, from factory automation and robotics to high-tech computer hard-disk drives. They are used to regulate mechanical motions in terms of position, velocity, and acceleration, and/or to coordinate the motions of multiple axes or machine parts. In this case study, an industrial motion control test bed [77] is used to verify if the plant dynamics can indeed be estimated in real time, as shown in the mathematical analysis.
The experimental setup includes a PC-based control platform and a DC brushless servo system, which is shown in Figure 3. The servo system includes two motors (one as an actuator and the other as the disturbance source), a power amplifier, and an encoder which provides the position measurement. The inertia, friction, and backlash are all adjustable, making it convenient to test the control algorithms. A Pentium 133 MHz PC running in DOS is programmed as the controller. It contains a data acquisition board for digital to analog conversion and a counter board to read the position encoder output in the servo system. The sampling frequency is 1 KHz. The output of the controller is limited to ±3.5 V. The drive system has a dead zone of ±0.5 V. The system is approximated as a second-order plant of the form

$$\ddot{y}(t) = f(y(t), \dot{y}(t), w(t)) + bu(t) \quad (3.12)$$

where $y(t)$ is the position output, $b$ is a constant, $u(t)$ is the control voltage sent to the power amplifier that drives the motor, $w(t)$ is the external disturbance, and
$f(y(t), \dot{y}(t), w(t))$ represents the combined effect of internal dynamics and external disturbances of the plant.

**Figure 3:** A diagram for DC brushless servo system.

How close (3.10) is to a double integral plant will be an indicator of how effective the observer is. Figure 4 shows the output comparison of an ideal double integrator, simulation test and hardware test of the original system (3.12) compensated by (3.9), where $\hat{x}_3$ is obtained from (4.13), with $b_0 = 25$ and $\omega_o = 300$ rad/sec. Note that $b_0$ is the approximate value of $b$ in (3.12). The closeness of the three curves in Figure 4 confirms, beyond doubt, that the ESO is capable of extracting information from the input-output data on the unknown dynamics and disturbances. Moreover, this can be done in such a simple and effective manner that it makes the practical application straightforward.

The ADRC is tested in the Educational Control Products (ECP) motion control test bed with the tuning parameters selected as $\omega_c = 50$ rad/sec and $\omega_o = 100$ rad/sec, where the ESO is employed. As a comparison base, the hardware tests of the ADRC, for the nominal case and the case with the inertia increased by a factor of two and a 15% torque disturbance applied at $t = 2$ seconds, even though the controller parameters $\omega_c$, $\omega_o$ and $b_0$ are kept unchanged, the ADRC demonstrates remarkable consistency in the presence of a significant disturbance and dynamic variation. The performance is shown in Figure 5. Such performance can only be attributed to the
ability of the ESO in obtaining an accurate estimation of the combined effect of plant dynamics and external disturbances in real time.

3.4 Summary

In this chapter, the ideas of the ESO design and the controller design of the ADRC are presented. The simulation and hardware tests shown in Section 3.3 verify the high disturbance rejection and robustness performance of the ESO and the ADRC.
Figure 5: The performance for ECP Model 220 under the control of ADRC.
CHAPTER IV

STABILITY ANALYSIS

The ADRC has been extensively applied to nonlinear time-varying plants that are largely unknown. This chapter concerns with questions: 1) for a physical plant to be controlled, whether or not its internal dynamics and external disturbances can be realistically estimated in real time from its input-output data by the ESO; 2) whether or not there is an assurance for stability of the ADRC. In this chapter, it is shown that, for an $n^{th}$ order plant, the answers to the above questions are indeed yes.

In particular, for the ESO, it is shown that the estimation error 1) converges to the origin asymptotically when the model of the plant is given; 2) is bounded and the error upper bound monotonously decreases with the bandwidth of the observer when the plant model is mostly unknown. For the ADRC, asymptotic stability is established where the plant dynamics is completely known. In the face of large dynamic uncertainties, the tracking error and its up to the $(n - 1)^{st}$ derivatives are shown to be bounded. Furthermore, it is demonstrated that the closed-loop tracking error upper bounds, in general, monotonously decrease with the bandwidths of the controller and the observer.
Note that this is not another parameter estimation algorithm in the framework of adaptive control. It applies to a large class of nonlinear, time-varying processes with unknown dynamics.

This chapter is organized as follows. Section 4.1 analyzes the ESO convergence. Section 4.2 shows the ADRC stability. The chapter ends with a summary in Section 4.3. Note that some contents of this chapter are extracted from [78]¹.

First we want to establish the convergence of the ESO.

### 4.1 Analysis of ESO Error Dynamics

In this section, it is shown that: 1) with given plant dynamics, the dynamic system describing the estimation error is asymptotically stable; 2) with plant dynamics largely unknown, the ESO can estimate the unknown dynamics and disturbances and the estimation error upper bound of the ESO monotonously decreases with the observer bandwidth.

Consider a generally nonlinear time-varying dynamic system with single-input, \( u \), and single-output, \( y \),

\[
y^{(n)}(t) = f(y^{(n-1)}(t), y^{(n-2)}(t), \ldots, y(t), w(t)) + bu(t). \tag{4.1}
\]

where \( w \) is the external disturbance and \( b \) is a given constant. Here \( f(y^{(n-1)}(t), y^{(n-2)}(t), \ldots, y(t), w(t)) \), or simply denoted as \( f \), represents the nonlinear time-varying dynamics of the plant that is unknown. That is, for this plant, only the order and the parameter \( b \) are given. The ADRC is a unique method designed to tackle this problem. It is centered around estimation of, and compensation for, \( f \). To this end, assuming \( f \) is differentiable and let \( h = \dot{f} \), (4.1) can be written in an augmented

¹⃝[2007] IEEE.
state space form

\[ \begin{align*}
\dot{x}_1 &= x_2 \\
& \vdots \\
\dot{x}_{n-1} &= x_n \\
\dot{x}_n &= x_{n+1} + bu \\
\dot{x}_{n+1} &= h(x, u, w, \dot{w}) \\
y &= x_1
\end{align*} \]

(4.2)

where \( x = [x_1, x_2, \cdots, x_{n+1}]^T \in \mathbb{R}^{n+1}, u \in \mathbb{R} \) and \( y \in \mathbb{R} \) are the state, input and output of the system, respectively. It is assumed that the order of the plant and the parameter \( b \) are given. Any state observer of (4.2), will estimate the derivatives of \( y \) and \( f \) since the latter is now a state in the extended state model. Such observers are known as the ESO. The convergence of the estimation error dynamics for the ESO is shown below.

### 4.1.1 Convergence of the ESO with the Given Model of the Plant

First the convergence of the ESO for a system with a given \( h \) is shown. With \( u \) and \( y \) as inputs and the function \( h \) given, the ESO of (4.2) is given as

\[ \begin{align*}
\dot{\hat{x}}_1 &= \hat{x}_2 + l_1 (x_1 - \hat{x}_1) \\
& \vdots \\
\dot{\hat{x}}_{n-1} &= \hat{x}_n + l_{n-1} (x_1 - \hat{x}_1) \\
\dot{\hat{x}}_n &= \hat{x}_{n+1} + l_n (x_1 - \hat{x}_1) + bu \\
\dot{\hat{x}}_{n+1} &= l_{n+1} (x_1 - \hat{x}_1) + h(\hat{x}, u, w, \dot{w})
\end{align*} \]

(4.3)

where \( \hat{x} = [\hat{x}_1, \hat{x}_2, \cdots, \hat{x}_{n+1}]^T \in \mathbb{R}^{n+1}, \) and \( l_i, i = 1, 2, \cdots, n+1, \) are the observer gain parameters to be chosen. In particular, let us consider a special case where the gains...
are chosen as

\[ [l_1, l_2, \cdots, l_{n+1}] = [\omega_o \alpha_1, \omega_o^2 \alpha_2, \cdots, \omega_o^{n+1} \alpha_{n+1}] \]  

(4.4)

with \( \omega_o > 0 \). Here \( \alpha_i, i = 1, 2, \cdots, n+1 \), are selected such that the characteristic polynomial \( s^{n+1} + \alpha_1 s^n + \cdots + \alpha_n s + \alpha_{n+1} \) is Hurwitz. For simplicity, let \( s^{n+1} + \alpha_1 s^n + \cdots + \alpha_n s + \alpha_{n+1} = (s + 1)^{n+1} \) where \( \alpha_i = \frac{(n+1)!}{i!(n+1-i)!}, i = 1, 2, \cdots, n+1 \). Then the characteristic polynomial of (4.3) is

\[ \lambda_o (s) = s^{n+1} + \omega_o \alpha_1 s^n + \cdots + \omega_o^n \alpha_n s + \omega_o^{n+1} \alpha_{n+1} = (s + \omega_o)^n. \]  

(4.5)

and \( \omega_o \), the observer bandwidth, becomes the only tuning parameter of the observer.

Let \( \tilde{x}_i = x_i - \hat{x}_i, i = 1, 2, \cdots, n+1 \). From (4.2) and (4.3), the observer estimation error can be shown as

\[
\begin{align*}
\dot{\tilde{x}}_1 &= \tilde{x}_2 - \omega_o \alpha_1 \tilde{x}_1 \\
& \vdots \\
\dot{\tilde{x}}_{n-1} &= \tilde{x}_n - \omega_o^{n-1} \alpha_{n-1} \tilde{x}_1 \\
\dot{\tilde{x}}_n &= \tilde{x}_{n+1} - \omega_o^n \alpha_n \tilde{x}_1 \\
\dot{\tilde{x}}_{n+1} &= h(x, u, w, \dot{w}) - h(\hat{x}, u, w, \dot{w}) - \omega_o^{n+1} \alpha_{n+1} \tilde{x}_1.
\end{align*}
\]

(4.6)

Now let \( \varepsilon_i = \frac{\tilde{x}_i}{\omega_o^{-1}}, i = 1, 2, \cdots, n+1 \), then (4.6) can be rewritten as

\[ \dot{\varepsilon} = \omega_o A \varepsilon + B \frac{h(x, u, w, \dot{w}) - h(\hat{x}, u, w, \dot{w})}{\omega_o^n} \]  

(4.7)

where

\[
A = \begin{bmatrix}
-\alpha_1 & 1 & 0 & \cdots & 0 \\
-\alpha_2 & 0 & 1 & \cdots & 0 \\
& \vdots & \ddots & \vdots & \vdots \\
-\alpha_n & 0 & \cdots & 0 & 1 \\
-\alpha_{n+1} & 0 & \cdots & 0 & 0
\end{bmatrix}, \quad B = [0 \ 0 \ \cdots \ 0 \ 1]^T.
\]

Here \( A \) is Hurwitz for the \( \alpha_i, i = 1, 2, \cdots, n+1 \), chosen above.
Theorem 1. Assuming $h(x, u, w, \dot{w})$ is globally Lipschitz with respect to $x$, there exists a constant $\omega_o > 0$, such that $\lim_{t \to \infty} \tilde{x}_i(t) = 0, i = 1, 2, \cdots, n + 1$.

Proof. Since $A$ is Hurwitz, there exists a unique positive definite matrix $P$ such that $A^T P + PA = -I$. Choose the Lyapunov function as $V(\varepsilon) = \varepsilon^T P \varepsilon$. Hence
\[
\dot{V}(\varepsilon) = \frac{\partial V(\varepsilon)}{\partial \varepsilon} \dot{\varepsilon} = 2\varepsilon^T P^\varepsilon,
\]
and
\[
\dot{V}(\varepsilon) = 2\varepsilon^T P \dot{\varepsilon}
= 2\varepsilon^T P \left[ \omega_o A \varepsilon + B \frac{h(x, u, w, \dot{w}) - h(\hat{x}, u, w, \dot{w})}{\omega_o} \right]
= \omega_o \varepsilon^T PA \varepsilon + \omega_o \varepsilon^T A^T P \varepsilon + 2\varepsilon^T PB \frac{h(x, u, w, \dot{w}) - h(\hat{x}, u, w, \dot{w})}{\omega_o}
= -\omega_o \|\varepsilon\|^2 + 2\varepsilon^T PB \frac{h(x, u, w, \dot{w}) - h(\hat{x}, u, w, \dot{w})}{\omega_o}.
\] (4.9)

Since the function $h(x, u, w, \dot{w})$ is globally Lipschitz with respect to $x$, that is, there exists a constant $c'$ such that $|h(x, u, w, \dot{w}) - h(\hat{x}, u, w, \dot{w})| \leq c' \|x - \hat{x}\|$ for all $x, \hat{x}, u, w,$ and $\dot{w}$, it follows that
\[
2\varepsilon^T PB \frac{|h(x, u, w, \dot{w}) - h(\hat{x}, u, w, \dot{w})|}{\omega_o} \leq 2\varepsilon^T PB c' \|x - \hat{x}\|.
\] (4.10)

When $\omega_o \geq 1$, one has
\[
\frac{\|x - \hat{x}\|}{\omega_o} = \frac{\|\varepsilon\|}{\omega_o} = \frac{\sqrt{\varepsilon_1^2 + \varepsilon_2^2 + \cdots + \varepsilon_n^2 + \varepsilon_{n+1}^2}}{\omega_o} \leq \|\varepsilon\|.
\]
Therefore, we obtain
\[
2\varepsilon^T PB \frac{|h(x, u, w, \dot{w}) - h(\hat{x}, u, w, \dot{w})|}{\omega_o} \leq 2\varepsilon^T PB c' \|x - \hat{x}\| \leq 2\varepsilon^T PB c' \|\varepsilon\| \leq \|\varepsilon\|^2 + \|PB c'\|^2 \|\varepsilon\|^2 = c \|\varepsilon\|^2
\] (4.11)
where \( c = 1 + \|PBc\|^2 \). From (4.9) and (4.11), one has
\[
\dot{V}(\varepsilon) \leq -(\omega_o - c) \|\varepsilon\|^2.
\] (4.12)

That is, \( \dot{V}(\varepsilon) < 0 \) if \( \omega_o > c \). Therefore, \( \lim_{t \to \infty} \tilde{x}_i(t) = 0, i = 1, 2, \ldots, n + 1, \) for \( \omega_o > c \).

Q.E.D.

In summary, it is proven that, when the plant model is given, the dynamic system describing the estimation error of the ESO (4.3) is asymptotically stable.

### 4.1.2 Convergence of the ESO with Plant Dynamics Largely Unknown

In this section, we consider that the plant dynamics represented by \( f \) is mostly unknown. In this case, the ESO in (4.3) now takes the form of
\[
\begin{align*}
\dot{x}_1 &= \dot{x}_2 + l_1 (x_1 - \hat{x}_1) \\
& \vdots \\
\dot{x}_{n-1} &= \dot{x}_n + l_{n-1} (x_1 - \hat{x}_1) \\
\dot{x}_n &= \dot{x}_{n+1} + l_n (x_1 - \hat{x}_1) + bu \\
\dot{x}_{n+1} &= l_{n+1} (x_1 - \hat{x}_1).
\end{align*}
\] (4.13)

Consequently, the observer estimation error in (4.6) becomes
\[
\begin{align*}
\dot{x}_1 &= \dot{x}_2 - \omega_o \alpha_1 \tilde{x}_1 \\
& \vdots \\
\dot{x}_{n-1} &= \dot{x}_n - \omega_o^{n-1} \alpha_{n-1} \tilde{x}_1 \\
\dot{x}_n &= \dot{x}_{n+1} - \omega_o^n \alpha_n \tilde{x}_1 \\
\dot{x}_{n+1} &= h(x, u, w, \dot{w}) - \omega_o^{n+1} \alpha_{n+1} \tilde{x}_1
\end{align*}
\] (4.14)

and Equation (4.7) is now
\[
\dot{\varepsilon} = \omega_o A\varepsilon + B \frac{h(x, u, w, \dot{w})}{\omega_o^n}.
\] (4.15)
Theorem 2. Assuming \( h(x,u,w,\dot{w}) \) is bounded, there exist a constant \( \sigma_i > 0 \) and a finite \( T_1 > 0 \) such that \( |\dot{x}_i(t)| \leq \sigma_i, i = 1, 2, \cdots, n + 1, \forall t \geq T_1 > 0 \) and \( \omega_o > 0 \). Furthermore, \( \sigma_i = O \left( \frac{1}{\omega_o} \right) \), for some positive integer \( k \).

Proof. Solving (4.15), it follows that

\[
\varepsilon(t) = e^{\omega_oAt} \varepsilon(0) + \int_0^t e^{\omega_oA(t-\tau)} B \frac{h(x(\tau), u, w, \dot{w})}{\omega_o^n} d\tau. \tag{4.16}
\]

Let

\[
p(t) = \int_0^t e^{\omega_oA(t-\tau)} B \frac{h(x(\tau), u, w, \dot{w})}{\omega_o^n} d\tau, \tag{4.17}
\]

since \( h(x(\tau), u, w, \dot{w}) \) is bounded, that is, \( |h(x(\tau), u, w, \dot{w})| \leq \delta \), where \( \delta \) is a positive constant, for \( i = 1, 2, \cdots, n + 1 \), we have

\[
|p_i(t)| \leq \int_0^t \left| e^{\omega_oA(t-\tau)} B \frac{h(x(\tau), u, w, \dot{w})}{\omega_o^n} \right| d\tau
\]

\[
= \frac{\delta}{\omega_o^n} \left| \left[ -(\omega_o A)^{-1} e^{\omega_oA(t-\tau)} \right] B \right|_0^t
\]

\[
= \frac{\delta}{\omega_o^n} \left| \left( A^{-1} B \right)_i + \left( A^{-1} e^{\omega_oA} B \right)_i \right|.
\]

(4.18)

For \( A \) and \( B \) defined in (4.7), \( A^{-1} = \begin{bmatrix} 0 & 0 & 0 & \cdots & -\frac{1}{\alpha_{n+1}} \\ 1 & 0 & 0 & \cdots & -\frac{\alpha_1}{\alpha_{n+1}} \\ 0 & 1 & 0 & \cdots & -\frac{\alpha_2}{\alpha_{n+1}} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 & -\frac{\alpha_n}{\alpha_{n+1}} \end{bmatrix} \).
and

\[
| (A^{-1}B)_i | = \begin{vmatrix}
- \frac{1}{\alpha_{n+1}} \\
- \frac{\alpha_1}{\alpha_{n+1}} \\
\vdots \\
- \frac{\alpha_n}{\alpha_{n+1}}
\end{vmatrix}_i \\
= \begin{cases}
\frac{1}{\alpha_{n+1}} & i = 1 \\
\frac{\alpha_{i-1}}{\alpha_{n+1}} & i = 2, \ldots, n+1
\end{cases} \\
\leq \nu
\]

(4.19)

where \( \nu = \max_{i=2, \ldots, n+1} \left\{ \frac{1}{\alpha_{n+1}} \frac{\alpha_{i-1}}{\alpha_{n+1}} \right\} \). Since \( A \) is Hurwitz, there exists a finite time \( T_1 > 0 \) such that

\[
\left| e^{\omega_o A t} \right|_{ij} \leq \frac{1}{\omega_o^{n+1}}
\]

(4.20)

for all \( t \geq T_1, i, j = 1, 2, \ldots, n+1 \). Hence

\[
\left| e^{\omega_o A t} B \right|_{ij} \leq \frac{1}{\omega_o^{n+1}}
\]

(4.21)

for all \( t \geq T_1, i = 1, 2, \ldots, n+1 \). Note that \( T_1 \) depends on \( \omega_o A \). Let \( A^{-1} = \\
\begin{pmatrix}
\begin{array}{ccc}
s_{1,1} & \cdots & s_{1,n+1} \\
\vdots & \ddots & \vdots \\
s_{n+1,1} & \cdots & s_{n+1,n+1}
\end{array}
\end{pmatrix} \) and \( e^{\omega_o A t} = \\
\begin{pmatrix}
\begin{array}{ccc}
d_{1,1} & \cdots & d_{1,n+1} \\
\vdots & \ddots & \vdots \\
d_{n+1,1} & \cdots & d_{n+1,n+1}
\end{array}
\end{pmatrix} \). One has

\[
\left| (A^{-1} e^{\omega_o A t} B)_i \right| = \left| s_{i,1} d_{1,n+1} + s_{i,2} d_{2,n+1} + \cdots + s_{i,n+1} d_{n+1,n+1} \right| \\
\leq \left| s_{i,1} \right| + \left| s_{i,2} \right| + \cdots + \left| s_{i,n+1} \right| \\
\leq \frac{1}{\omega_o^{n+1}} \left| \frac{\alpha_{i-1}}{\alpha_{n+1}} \right|_{i=1} \\
= \frac{1}{\omega_o^{n+1}} \left( 1 + \frac{\alpha_{i-1}}{\alpha_{n+1}} \right)_{i=2, \ldots, n+1} \\
\leq \frac{\mu}{\omega_o^{n+1}}
\]

(4.22)
for all \( t \geq T_1, \ i = 1, 2, \cdots, n+1 \), where \( \mu = \max_{i=2, \cdots, n+1} \left\{ \frac{1}{\alpha_{n+1}}, 1 + \frac{\alpha_{i-1}}{\alpha_{n+1}} \right\} \). From (4.18), (4.19), and (4.22), we obtain

\[
|p_i(t)| \leq \frac{\delta \nu}{\omega_o^{n+1}} + \frac{\delta \mu}{\omega_o^{2n+2}}
\]  

(4.23)

for all \( t \geq T_1, i = 1, 2, \cdots, n+1 \). Let \( \varepsilon_{\text{sum}}(0) = |\varepsilon_1(0)| + |\varepsilon_2(0)| + \cdots + |\varepsilon_{n+1}(0)| \). It follows that

\[
\left| \left[ e^{\omega_o At} \varepsilon \right](0) \right|_i = |d_{i,1} \varepsilon_1(0) + d_{i,2} \varepsilon_2(0) + \cdots + d_{i,n+1} \varepsilon_{n+1}(0)| \leq \frac{\varepsilon_{\text{sum}}(0)}{\omega_o^{n+1}}
\]  

(4.24)

for all \( t \geq T_1, i = 1, 2, \cdots, n+1 \). From (4.16), one has

\[
|\varepsilon_i(t)| \leq \left| \left[ e^{\omega_o At} \varepsilon \right](0) \right|_i + |p_i(t)|
\]  

(4.25)

Let \( \tilde{x}_{\text{sum}}(0) = |\tilde{x}_1(0)| + |\tilde{x}_2(0)| + \cdots + |\tilde{x}_{n+1}(0)| \). According to \( \varepsilon_i = \frac{\tilde{x}_i}{\omega_o^i} \) and Equations (4.23)-(4.25), we have

\[
\left| \tilde{x}_i(t) \right| \leq \frac{\varepsilon_{\text{sum}}(0)}{\omega_o^{n+1}} \frac{\omega_o^{i-1}}{\omega_o^{i-1}} + \frac{\delta \nu}{\omega_o^{n-i+2}} + \frac{\delta \mu}{\omega_o^{2n-i+3}}
\]  

(4.26)

for all \( t \geq T_1, i = 1, 2, \cdots, n+1 \). Q.E.D.

In summary, it is proven that, in the absence of such model, the estimation error of the ESO (4.13) is bounded and its upper bound monotonously decreases with the observer bandwidth, as shown in (4.26).

The stability characteristics of the ADRC, where the ESO is employed, is analyzed next.
4.2 Stability Characteristics of ADRC

In this section, it is shown that 1) with the given model of the plant, the closed-loop system is asymptotically stable; and 2) with plant dynamics largely unknown, the tracking error and its up to \((n - 1)^{th}\) order derivatives of the ADRC are bounded and their upper bounds monotonously decrease with the observer and controller bandwidths.

Assume that the control design objective is to make the output of the plant in (1) follow a given, bounded, reference signal \(r\), whose derivatives, \(\dot{r}, \ddot{r}, \cdots, r^{(n)}\), are also bounded. Let \([r_1, r_2, \cdots, r_n, r_{n+1}]^T = [r, \dot{r}_1, \cdots, \dot{r}_{n-1}, \dot{r}_n]^T\). Employing the ESO of (4.2) in the form of (4.3) or (4.13), the ADRC control law is given as

\[
u = [k_1 (r_1 - \hat{x}_1) + k_2 (r_2 - \hat{x}_2) + \cdots + k_n (r_n - \hat{x}_n) - \hat{x}_{n+1} + r_{n+1}] / b \quad (4.27)
\]

where \(k_i, i = 1, 2, \cdots, n\), are the controller gain parameters selected to make \(s^n + k_n s^{n-1} + \cdots + k_1\) Hurwitz. The system (4.1) becomes

\[y^{(n)}(t) = (f - \dot{x}_{n+1}) + k_1 (r_1 - \hat{x}_1) + k_2 (r_2 - \hat{x}_2) + \cdots + k_n (r_n - \hat{x}_n) + r_{n+1}. \quad (4.28)
\]

Note that with a well-designed ESO, the first term in the right hand side (RHS) of (4.28) is negligible and the rest of the terms in the RHS of (4.28) constitutes a generalized PD controller with a feedforward term. It generally works very well in applications but the issues to be addressed are: 1) the stability of the closed-loop system (4.28) and (4.3); and 2) the bound of the tracking error.

4.2.1 Convergence of the ADRC with the Given Model of the Plant

Consider

\[\dot{\eta}(t) = N \eta(t) + g(t), \quad (4.29)\]
where \( \eta(t) = [\eta_1(t), \eta_2(t), \ldots, \eta_n(t)]^T \in \mathbb{R}^n \), 
\( g(t) = [g_1(t), g_2(t), \ldots, g_n(t)]^T \in \mathbb{R}^n \),
and \( N \) is an \( n \times n \) matrix.

**Lemma 1.** If \( N \) is Hurwitz and \( \lim_{t \to \infty} \|g(t)\| = 0 \), then \( \lim_{t \to \infty} \|\eta(t)\| = 0 \).

**Proof.** In (4.29), since \( \lim_{t \to \infty} \|g(t)\| = 0 \), then for any \( \phi > 0 \), there is a finite time \( T_2 > 0 \) such that \( \|g(t)\| \leq \phi \) for all \( t \geq T_2 \). The response of (4.29) can be written as

\[
\eta(t) = e^{Nt}\eta(0) + \int_0^t e^{N(t-\tau)}g(\tau)\,d\tau. \tag{4.30}
\]

When \( t \geq T_2 \), we have

\[
\|\eta(t)\| = \left\| e^{Nt}\eta(0) + \int_0^{T_2} e^{N(t-\tau)}g(\tau)\,d\tau + \int_{T_2}^t e^{N(t-\tau)}g(\tau)\,d\tau \right\|
\leq \left\| e^{Nt}\eta(0) \right\| + \left\| e^{Nt} \right\| \left\| \int_0^{T_2} e^{-N\tau}g(\tau)\,d\tau \right\| + \int_{T_2}^t \left\| e^{N(t-\tau)} \right\| \phi \,d\tau. \tag{4.31}
\]

Now consider the third term of right hand side of (4.31). For \( N \), there is nonsingular matrix \( J \) and block diagonal matrix \( \Lambda = \text{block diag} \{ \Lambda_1, \ldots, \Lambda_m \} \) such that

\[
N = J\Lambda J^{-1} \tag{4.32}
\]

and each \( \Lambda_i \) has a single eigenvalue \( \lambda_i \) with its algebraic multiplicities being \( q_i \). Suppose \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_m \). Let \( q = \max\{q_1, q_2, \ldots, q_m\} \). Let us choose \( \|\cdot\|_1 \) or \( \|\cdot\|_{\infty} \) for the matrix norm. It follows that [79]

\[
\left\| e^{\Lambda(t-\tau)} \right\| \leq e^{\lambda_1(t-\tau)} \sum_{k=0}^{q-1} c_k (t-\tau)^k, \quad \forall t \geq \tau, \tag{4.33}
\]

where \( c_k \) are positive constants. Note that

\[
\left\| e^{N(t-\tau)} \right\| = \left\| J e^{\Lambda(t-\tau)} J^{-1} \right\|
\leq \|J\| \left\| e^{\Lambda(t-\tau)} \right\| \|J^{-1}\|. \tag{4.34}
\]
Hence we have

$$
\|\eta(t)\| \leq \|e^{Nt}\eta(0)\| + \|e^{Nt}\| \left| \int_0^{T_2} e^{-N\tau} g(\tau) d\tau \right| + \phi \|J\| \|J^{-1}\| \int_{T_2}^L \|e^{N(t-\tau)}\| d\tau
$$

$$
\leq \|e^{Nt}\eta(0)\| + \|e^{Nt}\| \left| \int_0^{T_2} e^{-N\tau} g(\tau) d\tau \right|
$$

$$
+ \phi \|J\| \|J^{-1}\| \sum_{k=0}^{q-1} c_k \int_{T_2}^t e^{\lambda_1(t-\tau)} (t-\tau)^k d\tau
$$

$$
= \|e^{Nt}\eta(0)\| + \|e^{Nt}\| \left| \int_0^{T_2} e^{-N\tau} g(\tau) d\tau \right|
$$

$$
+ e^{\lambda_1(t-T_2)} \phi \|J\| \|J^{-1}\| \sum_{k=0}^{q-1} c_k \frac{1}{\lambda_1^{k+1}} \sum_{j=0}^k (-1)^j \frac{k!}{(k-j)!} [\lambda_1 (t - T_2)]^{k-j} + \phi \|J\| \|J^{-1}\| \sum_{k=0}^{q-1} c_k \frac{(-1)^k k!}{\lambda_1^{k+1}}. \quad (4.35)
$$

From (4.35), it can be seen that

$$
\lim_{t \to \infty} \|e^{Nt}\eta(0)\| = 0
$$

$$
\lim_{t \to \infty} \|e^{Nt}\| \left| \int_0^{T_2} e^{-N\tau} g(\tau) d\tau \right| = 0
$$

$$
\lim_{t \to \infty} \left\{ e^{\lambda_1(t-T_2)} \phi \|J\| \|J^{-1}\| \sum_{k=0}^{q-1} c_k \frac{1}{\lambda_1^{k+1}} \sum_{j=0}^k (-1)^j \frac{k!}{(k-j)!} [\lambda_1 (t - T_2)]^{k-j} \right\} = 0. \quad (4.36)
$$

Therefore there exists $T_3 > T_2$ such that

$$
\|e^{Nt}\eta(0)\| \leq \phi, \forall t \geq T_3,
$$

$$
\|e^{Nt}\| \left| \int_0^{T_2} e^{-N\tau} g(\tau) d\tau \right| \leq \phi, \forall t \geq T_3,
$$

$$
e^{\lambda_1(t-T_2)} \phi \|J\| \|J^{-1}\| \left\{ \sum_{k=0}^{q-1} c_k \frac{1}{\lambda_1^{k+1}} \sum_{j=0}^k (-1)^j \frac{k!}{(k-j)!} [\lambda_1 (t - T_2)]^{k-j} \right\} \leq \phi, \forall t \geq T_3. \quad (4.37)
$$
Let $c'' = \|J\| \|J^{-1}\| \sum_{k=0}^{q-1} c_k \frac{(-1)^k k!}{k^{k+1}}$. Then we have

$$\|\eta(t)\| \leq (c'' + 3) \phi, \forall t \geq T_3.$$  \hfill (4.38)

Since $\phi$ can be arbitrarily small, it can be concluded that $\lim_{t \to \infty} \|\eta(t)\| = 0$.

**Theorem 3.** Assuming $h(x, u, w, \dot{w})$ is globally Lipschitz with respect to $x$, there exist constants $\omega_o > 0$ and $\omega_c > 0$, such that the closed-loop system (4.28) and (4.3) is asymptotically stable.

**Proof.** Define $e_i = r_i - x_i$, $i = 1, 2, \cdots, n$. From (4.27), one has

$$u = \left[ k_1 (r_1 - \dot{x}_1) + \cdots + k_n (r_n - \dot{x}_n) - \dot{x}_{n+1} + r_{n+1} \right] / b$$

$$= \left\{ k_1 [r_1 - (x_1 - \dot{x}_1)] + \cdots + k_n [r_n - (x_n - \dot{x}_n)] - (x_{n+1} - \dot{x}_{n+1}) + r_{n+1} \right\} / b$$

$$= \left[ k_1 (e_1 + \dot{x}_1) + \cdots + k_n (e_n + \dot{x}_n) - (x_{n+1} - \dot{x}_{n+1}) + r_{n+1} \right] / b. \hfill (4.39)$$

It follows that

$$\dot{e}_1 = \dot{r}_1 - \dot{x}_1 = r_2 - x_2 = e_2,$$

$$\vdots$$

$$\dot{e}_{n-1} = \dot{r}_{n-1} - \dot{x}_{n-1} = r_n - x_n = e_n,$$

$$\dot{e}_n = \dot{r}_n - \dot{x}_n = r_{n+1} - (x_{n+1} + bu)$$

$$= r_{n+1} - x_{n+1} - [k_1 (e_1 + \dot{x}_1) + \cdots + k_n (e_n + \dot{x}_n) - (x_{n+1} - \dot{x}_{n+1}) + r_{n+1}]$$

$$= -k_1 (e_1 + \dot{x}_1) - \cdots - k_n (e_n + \dot{x}_n) - \dot{x}_{n+1}.$$  \hfill (4.40)

Let $e = [e_1, e_2, \cdots, e_n]^T \in \mathbb{R}^n, \ddot{x} = [\ddot{x}_1, \ddot{x}_2, \cdots, \ddot{x}_{n+1}]^T \in \mathbb{R}^{n+1}$, then

$$\dot{e}(t) = Ae(e(t)) + A_\ddot{x} \ddot{x}(t), \hfill (4.41)$$

where $A_e = \begin{bmatrix} 0 & 1 & 0 & \cdots & 0 \\ 0 & 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 0 & 1 \\ -k_1 & -k_2 & \cdots & -k_{n-1} & -k_n \end{bmatrix}$ and $A_\ddot{x} = \begin{bmatrix} 0 & 0 & \cdots & 0 & 0 \\ 0 & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 0 & 0 \\ -k_1 & -k_2 & \cdots & -k_{n-1} & -k_n \end{bmatrix}$. \hfill \Box
Since $k_i, i = 1, 2, \cdots, n$, are selected such that the characteristic polynomial $s^n + k_n s^{n-1} + \cdots + k_1$ is Hurwitz, $A_e$ is Hurwitz. For tuning simplicity, we just let $s^n + k_n s^{n-1} + \cdots + k_1 = (s + \omega_c)^n$ where $\omega_c > 0$ and $k_i = \frac{n!}{(n-i)!i!} \omega^{n+1-i}_c, i = 1, 2, \cdots, n$. This makes $\omega_c$, which is the controller bandwidth, the only tuning parameter to be adjusted for the controller.

From Theorem 1, $\lim_{t \to \infty} \|A_{\tilde{x}}(t)\| = 0$ if $h(x, u, w, \dot{w})$ is globally Lipschitz with respect to $x$. Since $A_e$ is Hurwitz, according to Theorem 1 and Lemma 1, it can be concluded that: assuming $h(x, u, w, \dot{w})$ is globally Lipschitz with respect to $x$, there exist constants $\omega_o > 0$ and $\omega_c > 0$, such that $\lim_{t \to \infty} e_i(t) = 0, i = 1, 2, \cdots, n$. Q.E.D.

From the above, it is shown that, with the given model of the plant, the closed-loop system (4.28) and (4.3) is asymptotically stable.

### 4.2.2 Convergence of the ADRC with Plant Dynamics Largely Unknown

Now we consider the case where the plant dynamics is largely unknown and the ESO in the form of (4.13) is used instead.

**Theorem 4.** Assuming $h(x, u, w, \dot{w})$ is bounded, there exist a constant $\rho_i > 0$ and a finite time $T_5 > 0$ such that $|e_i(t)| \leq \rho_i, i = 1, 2, \cdots, n, \forall t \geq T_5 > 0, \omega_o > 0$, and $\omega_c > 0$. Furthermore, $\rho_i = O\left(\frac{1}{\omega_c^j}\right)$ for some positive integer $j$.

**Proof.** Solving (4.41), we have

$$e(t) = e^{A_e t} e(0) + \int_0^t e^{A_e (t-\tau)} A_{\tilde{x}}(\tau) d\tau. \quad (4.42)$$

According to (4.41) and Theorem 2, one has

$$\begin{align*}
[A_{\tilde{x}}(\tau)]_{i=1, \cdots, n-1} &= 0 \\
|[A_{\tilde{x}}(\tau)]_n| &= | -k_1 \tilde{x}_1(\tau) - \cdots - k_n \tilde{x}_n(\tau) - \tilde{x}_{n+1}(\tau) | \\
&\leq k_{\text{sum}} \sigma_i = \gamma, \forall t \geq T_1
\end{align*} \quad (4.43)$$
where \( k_{\text{sum}} = 1 + \sum_{i=1}^{n} k_i \). Similar to Theorem 3, choose \( k_i = \frac{n!}{(i-1)!(n+1-i)!} \omega_c^{n+1-i} \), \( i = 1, 2, \cdots, n \), such that \( A_e \) is Hurwitz. Define \( \Psi = [0 \ 0 \ \cdots \ 0 \ \gamma]^T \). Let \( \varphi(t) = \int_{0}^{t} e^{A_e(t-\tau)A \hat{x}}(\tau) \ d\tau \). It follows that

\[
|\varphi_i(t)| = \int_{0}^{t} [e^{A_e(t-\tau)A \hat{x}}(\tau)]_i \ d\tau \\
\leq \int_{0}^{t} [e^{A_e(t-\tau)\Psi}]_i \ d\tau \\
= \left\{ \left[-A_e^{-1} e^{A_e(t-\tau)}\right]_0^t \Psi \right\}_i \\
\leq \left| (A_e^{-1}\Psi)_i \right| + \left| (A_e^{-1}e^{A_e t}\Psi)_i \right|.
\]

(4.44)

For \( A_e \) defined in (4.41), \( A_e^{-1} = \begin{bmatrix} -\frac{k_2}{k_1} & -\frac{k_3}{k_1} & \cdots & -\frac{k_n}{k_1} & -\frac{1}{k_1} \\
1 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 0 \end{bmatrix} \), and

\[
|A_e^{-1}\Psi|_1 = \frac{\gamma}{k_1} = \frac{\gamma}{\omega_c} \\
|A_e^{-1}\Psi|_{i=2,\cdots,n} = 0
\]

(4.45)

Since \( A_e \) is Hurwitz, there exists a finite time \( T_4 > 0 \) such that

\[
\left| e^{A_e t} \right|_{ij} \leq \frac{1}{\omega_c^{n+1}}
\]

(4.46)

for all \( t \geq T_4 \), \( i, j = 1, 2, \cdots, n \). Note that \( T_4 \) depends on \( A_e \). Let \( T_5 = \max \{T_1, T_4\} \).

It follows that

\[
\left| (e^{A_e t}\Psi)_i \right| \leq \frac{\gamma}{\omega_c^{n+1}}
\]

(4.47)

for all \( t \geq T_5 \), \( i = 1, 2, \cdots, n \), and

\[
\left| (A_e^{-1}e^{A_e t}\Psi)_i \right| \leq \begin{vmatrix} 1 + \sum_{i=2}^{n} k_i & \gamma \\
\frac{\omega_c^n}{\omega_c^{n+1}} & \frac{\omega_c^n}{\omega_c^{n+1}} \\
\frac{\gamma}{\omega_c^{n+1}} & \frac{\gamma}{\omega_c^{n+1}} \end{vmatrix}_{i=1}^{i=2,\cdots,n}
\]

(4.48)
for all \( t \geq T_5 \). From (4.44), (4.45), and (4.48), we obtain

\[
|\varphi_i(t)| \leq \left| (A_{e}^{-1}\Psi)_{i} \right| + \left| (A_{e}^{-1}e^{A_{e}t}\Psi)_{i} \right| \\
\leq \left\{ \begin{array}{l}
\gamma \left( \frac{1}{\omega_{c}^{n}} + \frac{1}{\omega_{c}^{n}} + \frac{n}{\omega_{c}^{n+1}} \right) \\
\left( \frac{1}{\omega_{c}^{n+1}} \right)_{i=1}^{\gamma} 
\end{array} \right. \quad (4.49)
\]

for all \( t \geq T_5 \). Let \( e^{A_{e}t} = \begin{bmatrix} o_{11} & \cdots & o_{1n} \\
\vdots & \ddots & \vdots \\
o_{n1} & \cdots & o_{nn} \end{bmatrix} \) and \( e_{\text{sum}}(0) = |e_{1}(0)| + |e_{2}(0)| + \cdots + |e_{n}(0)| \). It follows that

\[
\left| \left[ e^{A_{e}t}\epsilon(0) \right]_{i} \right| = |o_{11}e_{1}(0) + o_{12}e_{2}(0) + \cdots + o_{in}e_{n}(0)| \\
\leq \frac{e_{\text{sum}}(0)}{\omega_{c}^{n+1}} \quad (4.50)
\]

for all \( t \geq T_5, \ i = 1, 2, \cdots, n \). From (4.42), one has

\[
|e_{i}(t)| \leq \left| \left[ e^{A_{e}t}\epsilon(0) \right]_{i} \right| + |\varphi_i(t)|. \quad (4.51)
\]

According to (4.43), (4.49)-(4.51), we have

\[
|e_{i}(t)| \leq \left\{ \begin{array}{l}
\frac{e_{\text{sum}}(0)}{\omega_{c}^{n+1}} + \frac{k_{\text{sum}}\sigma_{i}}{\omega_{c}^{n}} + \frac{\left( 1 + \sum_{i=2}^{n} k_{i} \right) \times k_{\text{sum}}\sigma_{i}}{\omega_{c}^{2n+1}} \\
\left( \frac{e_{\text{sum}}(0)}{\omega_{c}^{n+1}} + k_{\text{sum}}\sigma_{i} \right)_{i=1}^{\rho_{i}} 
\end{array} \right. \quad (4.52)
\]

for all \( t \geq T_5, \ i = 1, 2, \cdots, n \), where \( \rho = \max \left\{ \frac{e_{\text{sum}}(0)}{\omega_{c}^{n+1}} + \frac{k_{\text{sum}}\sigma_{i}}{\omega_{c}^{n}} + \frac{\left( 1 + \sum_{i=2}^{n} k_{i} \right) \times k_{\text{sum}}\sigma_{i}}{\omega_{c}^{2n+1}} \right\} \). Q.E.D.

From the above, it is shown that, with plant dynamics largely unknown, the tracking error and its up to the \((n-1)^{\text{st}}\) order derivatives of the ADRC are bounded
and their upper bounds monotonously decrease with the observer and controller bandwidths.

### 4.3 Summary

The main result in this chapter is the analysis of the stability characteristics of the ESO, and the associated state feedback system ADRC. Both design scenarios, with and without a detailed mathematical model of the plant, are considered. It is shown that the asymptotic stability is assured for the dynamic system describing the estimation error and the closed-loop system in the former and boundedness of the errors in the later. Furthermore, it is demonstrated that the error upper bounds monotonously decrease with the observer and controller bandwidths.
CHAPTER V

A PRACTICAL APPROACH TO DISTURBANCE DECOUPLING CONTROL

In this chapter, a novel disturbance rejection based approach is proposed where the cross-couplings between control loops as well as external disturbances are treated as “disturbance,” estimated in real time and rejected. This DDC strategy is rooted in the novel control method ADRC. Using the ESO as the observer, the new method requires very little information of the plant dynamics. The original concept of active disturbance rejection was proposed by Han [22]. The recently proposed new parameterization and tuning method greatly simplified the implementation of ADRC and made the design transparent to practicing engineers. More importantly, with the parameterized ADRC, it becomes a viable candidate for decoupling control.

As first shown in [81] for aircraft flight control and then in [82] for the jet engine problem, the ADRC is a natural solution to decoupling control problems in the presence of large uncertainties. In [81] and [82], the approach that they used still
needs the accurate matrix of the coefficients of the control signal, which is still demanding. Compared to the above problems, the dynamics of some industrial systems, such as chemical processes and MEMS gyroscopes, is even more nonlinear with less information available on how each input affects various outputs, which is needed to be known in the method used in [81, 82]. To address such challenges, an ADRC based DDC approach is proposed. With little modeling information assumed, namely the predetermined input-output paring, the decoupling problem is reformulated as that of disturbance rejection, where disturbance is defined as the cross channel interference. The effect of one input to all other outputs that it is not paired with is viewed as a disturbance to be rejected. In the ADRC framework, such disturbance is actively estimated using the ESO and canceled in the control law, in the absence of an accurate mathematical model of the plant.

The chapter is organized as follows. How a disturbance decoupling problem can be reformulated and solved as a disturbance rejection problem is shown in Section 5.1. The multi-loop ESO is shown in Section 5.2, followed by the disturbance decoupling controller design. Note that this chapter and the next chapter are the expanded version of [80].

5.1 Reformulation of Decoupling Control Problem

The ADRC is a relatively new control design concept. In this chapter, the ADRC based DDC approach is proposed to address the decoupling problem for systems with large uncertainties of the internal dynamics and significant unknown ex-
ternal disturbances. Let
\[ \vartheta_1 = \left[ y_1^{(n_1-1)}(t), y_1^{(n_1-2)}(t), \cdots, y_1(t) \right], \]
\[ \vartheta_2 = \left[ y_2^{(n_2-1)}(t), y_2^{(n_2-2)}(t), \cdots, y_2(t) \right], \]
\[ \vdots \]
\[ \vartheta_m = \left[ y_m^{(n_m-1)}(t), y_m^{(n_m-2)}(t), \cdots, y_m(t) \right], \]
\[ u = [u_1(t), u_2(t), \cdots, u_m(t)]. \]

Consider a system formed by a set of coupled input-output equations with predetermined input-output parings

\[ y_1^{(n_1)} = f_1(\vartheta_1, \vartheta_2, \cdots, \vartheta_m, u_2, u_3, \cdots, u_m, w_1) + b_{11}u_1 \]
\[ y_2^{(n_2)} = f_2(\vartheta_1, \vartheta_2, \cdots, \vartheta_m, u_1, u_3, \cdots, u_m, w_2) + b_{22}u_2 \]
\[ \vdots \]
\[ y_m^{(n_m)} = f_m(\vartheta_1, \vartheta_2, \cdots, \vartheta_m, u_1, u_2, \cdots, u_{m-1}, w_m) + b_{mm}u_m \]

where \( y_i \) is the output, \( u_i \) is the input, \( w_i \) is the external disturbances of the \( i^{th} \) loop, respectively, \( y_i^{(n_i)} \) denotes the \( n_i^{th} \) order derivative of \( y_i, i = 1, 2, \cdots, m \), and \( f_i \) represents the combined effect of internal dynamics and external disturbances in the \( i^{th} \) loop, including the cross channel interference. Note that \( i = 1, 2, \cdots, m \) in the following. In (5.2), we assume that the numbers of inputs and outputs are the same; the orders \( n_i \) and the approximate values of \( b_{ii} \) are given.

A presumption in most existing decoupling control approaches is that an accurate mathematical model of the plant has been obtained. This could pose some rather considerable time and cost challenges in engineering practice. This is where the ADRC concept comes in. The idea is: if there is a viable alternative that allows us to realistically estimate \( f_i \) from input-output data, then the accurate mathematical description of \( f_i \) might not be required. It is the aim of this chapter to establish that the ESO is indeed a suitable solution for this task.
5.2 Multi-Loop Extended State Observer

Instead of identifying the plant dynamics off-line, we propose to estimate the combined effect of plant dynamics and external disturbance in real time. The idea is introduced as follows.

The square multivariable system (5.2) is an $m$-loop system. An ADRC based SISO controller is designed for each loop independently. Consider the $i^{th}$ loop in (5.2)

$$y_i^{(n_i)} = f_i + b_{ii} u_i. \quad (5.3)$$

Let $x_{1,i} = y_i, x_{2,i} = \dot{y}_i, \ldots, x_{n_i,i} = y_i^{(n_i-1)}$ and $x_{n_i+1,i} = f_i$, which is added as an extended state. Assuming $f_i$ is differentiable, define

$$h_i = \frac{df_i}{dt} = \dot{f}_i. \quad (5.4)$$

Then (5.3) can also be represented in state space form as

$$\dot{x}_{1,i} = x_{2,i}, \quad \vdots \quad \dot{x}_{n_i-1,i} = x_{n_i,i} - l_{n_i,i} (x_{1,i} - \hat{x}_{1,i}),$$

$$\dot{x}_{n_i,i} = x_{n_i+1,i} + b_{ii} u_i, \quad \dot{x}_{n_i+1,i} = h_i$$

$$y_i = x_{1,i} \quad (5.5)$$

where $x_i = [x_{1,i}, x_{2,i}, \ldots, x_{n_i+1,i}]^T \in \mathbb{R}^{n_i+1}, \ u_i \in \mathbb{R}$, and $y_i \in \mathbb{R}$. An ESO for (5.5) is designed as

$$\dot{\hat{x}}_{1,i} = \hat{x}_{2,i} + l_{1,i} (x_{1,i} - \hat{x}_{1,i}), \quad \vdots \quad \dot{\hat{x}}_{n_i-1,i} = \hat{x}_{n_i,i} + l_{n_i-1,i} (x_{1,i} - \hat{x}_{1,i}),$$

$$\dot{\hat{x}}_{n_i,i} = \hat{x}_{n_i+1,i} + l_{n_i,i} (x_{1,i} - \hat{x}_{1,i}) + b_{ii} u_i,$$

$$\dot{\hat{x}}_{n_i+1,i} = l_{n_i+1,i} (x_{1,i} - \hat{x}_{1,i}). \quad (5.6)$$
where $\hat{x}_i = [\hat{x}_{1,i}, \hat{x}_{2,i}, \ldots, \hat{x}_{n+1,i}]^T \in \mathbb{R}^{n+1}$ and $[l_{1,i}, l_{2,i}, \ldots, l_{n,i}, l_{n+1,i}]^T$ are the observer gain parameters to be chosen. In particular, let us consider a special case where the gains are chosen as

$$[l_{1,i}, l_{2,i}, \ldots, l_{n,i}, l_{n+1,i}]^T = [\omega_{o,i}, \alpha_1, \omega_{o,i}, \alpha_2, \ldots, \omega_{o,i}, \alpha_{n+1}]^T$$

(5.7)

with $\omega_{o,i} > 0$. Here $\alpha_{j,i}, j = 1, 2, \ldots, n_i + 1$ are chosen such that $s^{n_i+1} + \alpha_{1,i} s^{n_i} + \cdots + \alpha_{n+1,i} s + \alpha_{n+1,i} = (s + 1)^{n_i+1}$ is Hurwitz. For simplicity, we just let $s^{n_i+1} + \alpha_{1,i} s^{n_i} + \cdots + \alpha_{n+1,i} s + \alpha_{n+1,i} = (s + 1)^{n_i+1}$. It results in the characteristic polynomial of (5.6) to be

$$\lambda_{o,i}(s) = s^{n_i+1} + \omega_{o,i} \alpha_{1,i} s^{n_i} + \cdots + \omega_{o,i} \alpha_{n+1,i} = (s + \omega_{o,i})^{n_i+1}.$$  

(5.8)

This makes $\omega_{o,i}$, which is the observer bandwidth of the $i^{th}$ loop, the only tuning parameter for the $i^{th}$ loop observer and the implementation process much simplified, compared to other observers. Generally, the larger the observer bandwidth, the more accurate the estimation. However, a large observer bandwidth will increase noise sensitivity. Therefore a proper observer bandwidth should be selected in a compromise between tracking performance and the noise tolerance.

### 5.3 Dynamic Disturbance Decoupling

With a well-tuned observer, the observer states will closely track the states of the augmented plant. By canceling the effect of $f_i$ using $\hat{f}_i$, i.e., $\hat{x}_{n+1,i}$, the ADRC actively compensates for $f_i$ in real time. The control law of the $i^{th}$ loop is designed as follows. The ADRC control law is given by

$$u_i = k_{1,i}(r_i - \hat{x}_{1,i}) + \cdots + k_{n,i}(r_i^{(n-1)} - \hat{x}_{n,i}) - \hat{x}_{n+1,i} + r_i^{(n_i)}$$

(5.9)
where \( r_i \) is the desired trajectory, and \( k_{j,i}, j = 1, 2, \ldots, n_i \) are the controller gain parameters. The closed-loop system becomes

\[
y_i^{(n_i)} = (f_i - \hat{x}_{n_i+1,i}) + k_{1,i}(r_i - \hat{x}_{1,i}) + \cdots + k_{n_i,i}(r_i^{(n_i-1)} - \hat{x}_{n_i,i}) + r_i^{(n_i)}. \tag{5.10}
\]

Note that with a well-designed ESO, the first term in the right hand side (RHS) of (5.10) is negligible and the rest of the terms in the RHS of (5.10) constitute a PD controller with a feedforward term. Here \( k_{j,i}, j = 1, 2, \ldots, n_i \) are the controller gain parameters selected to make \( s^{n_i} + k_{n_i,i}s^{n_i-1} + \cdots + k_{1,i} \) Hurwitz. To further reduce the tuning parameters, all the controller poles are placed at \(-\omega_{c,i}\). Then the approximate closed-loop characteristic polynomial becomes

\[
\lambda_{c,i}(s) = s^{n_i} + k_{n_i,i}s^{n_i-1} + \cdots + k_{1,i} = (s + \omega_{c,i})^{n_i} \tag{5.11}
\]

where \( k_{j,i} = \frac{n_i!}{(n_i+j-1)!} \omega_{c,i}^{n_i+1-j}, j = 1, 2, \ldots, n_i \). This makes \( \omega_{c,i} \), which is the controller bandwidth, the only tuning parameter for the \( i^{th} \) loop controller. The controller bandwidth is selected based on how fast and steady we want the output to track the set point. A large controller bandwidth generally increases the response speed but, pushed to the limit, it also could make the system oscillatory, or even unstable. Thus the controller bandwidth is tuned based on the competing requirements of performance and stability margin, together with noise sensitivity as well. In addition, a large controller bandwidth usually increases the magnitude and rate of change in control signal, and therefore the operation cost.

The primary reason for the above particular way of selecting \( \alpha_{j,i} \) and \( k_{j,i} \) is practicality: the observer and feedback gains must be easily tunable by the users. Another reason for such parameterization is that it reduces tuning to adjusting parameters that are familiar to engineers: bandwidth. It is advantageous that engineers could use a completely new design method without losing the critical insight gained from classical control: frequency response.
The proposed DDC approach renders a new alternative for decoupling control problems. The second key contribution of this dissertation is to present that the decoupling problems can be reformulated as a disturbance rejection one, without an elaborate plant model. In fact, the only information required is the orders of the subsystems associated with each input-output pair and the values of the corresponding input gains. Even when $b_{ii}$ are unknown, the DDC method can still be implemented with the approximate $b_{ii}$ as the tuning parameters [27]-[43]. Being able to deal with multivariable systems that have different orders for different input-output pairings is another advantage of the proposed method. Overall, the DDC is a conceptually simple and easy to understand, and above all, practical solution for real world decoupling problems, where there is a large amount of uncertainties.

Since one loop of the DDC takes the coupling terms from other loops as disturbance, the stability analysis of ADRC presented in Chapter 4 also applies to the DDC. The stability analysis for the DDC has been presented in [80] and is omitted here to avoid redundancy.

5.4 Summary

In this chapter, a novel disturbance decoupling control method is proposed for a class of square multivariable systems of various orders. This is one of the main contributions of this dissertation. It is based on a novel disturbance rejection concept and it does not require an accurate mathematical model. The proposed DDC method is easy to understand and to implement, making it an appealing solution for practitioners. In addition, the parameter tuning guidance is given for the proposed DDC.
In this chapter, two chemical process problems are investigated to show the effectiveness of the proposed DDC approach. The first example shows a linear multivariable system case, which is a refinery distillation column. The second one shows the nonlinear multivariable system case, which is a continuous stirred tank reactor (CSTR).

6.1 A Linear Multivariable System

A square multivariable system with two inputs and two outputs is illustrated how a linear MIMO system can be controlled by the proposed DDC framework. Distillation columns are very commonly used separation equipment in chemical and process industries. Figure 6 shows a simplified scheme of distillation column. A stream of mixture enters the column in the middle and two products exit. The light product is drawn from the top and the heavy product is obtained from the bottom.
The objective of the controller is to keep the purity of light product $y_1$ and the purity of heavy product $y_2$ at their desired values by manipulating the reflux flow rate $u_1$ and steam flow rate $u_2$. Generally, the feed flow rate is fixed. In case that the upstream process changes, the feed flow rate may have a disturbance. The Wood-Berry model of a pilot-scale distillation column [29] with delay set to zero is considered, which is shown as below:

$$
\begin{bmatrix}
y_1(s)
y_2(s)
\end{bmatrix} = \begin{bmatrix}
\frac{K_{11}}{T_{11}s+1} & \frac{K_{12}}{T_{12}s+1} \\
\frac{K_{21}}{T_{21}s+1} & \frac{K_{22}}{T_{22}s+1}
\end{bmatrix} \begin{bmatrix}
u_1(s)
u_2(s)
\end{bmatrix}
$$

(6.1)

where $K_{11} = 12.8$, $K_{12} = -18.9$, $K_{21} = 6.6$, $K_{22} = -19.4$, $T_{11} = 16.7$, $T_{12} = 21$, $T_{21} = 10.9$, $T_{22} = 14.4$. The system (6.1) can be represented as

$$
\begin{cases}
\dot{y}_1(t) = f_1 + \frac{K_{11}}{T_{11}T_{12}}u_1(t) \\
\dot{y}_2(t) = f_2 + \frac{K_{22}}{T_{21}T_{22}}u_2(t)
\end{cases}
$$

(6.2)

which is the form of (5.2). Note $f_1$ and $f_2$ account for all other factors except $u_1$ and $u_2$ in loop 1 and loop 2 respectively.
6.1.1 Setpoint Tracking and Disturbance Rejection Performance

Let setpoints: \( r_1 = 0, r_2 = 1 \). Unmeasured disturbances are added into the system as follows: \( t = 0, d_1 = 0; t = 50, D(s) = \begin{bmatrix} \frac{K_{d1}}{T_{d1}s+1} & d_2 \\ \frac{K_{d2}}{T_{d2}s+1} & d_2 \end{bmatrix} \), \( t = 100, d_3 = 0 \) where \( K_{d1} = 3.8, K_{d2} = 4.9, T_{d1} = 14.9, T_{d2} = 13.2, d_2 = 0.735 \). The comparisons of disturbance rejection performance between the proposed DDC approach and the model predictive control (MPC) for Loop 1 and Loop 2 of the distillation column are shown in Figure 7 and Figure 8 respectively. Their respective design or tuning parameters are as below. The DDC parameters: \( \omega_{c1} = \omega_{c2} = 0.2, \omega_{o1} = \omega_{o2} = 3, b_{0,11} = 0.8, b_{0,22} = -1.4 \). Note that \( b_{0,11} \) and \( b_{0,22} \) are the approximate values of \( b_{11} \) and \( b_{22} \) in (6.2). The MPC parameters: model horizon: 120, sampling rate: 1 min, prediction horizon: 90, control move horizon: 30, output weightings: [1 1], and control weightings: [0.1, 0.1]. Figure 7 and Figure 8 show that the DDC achieves better performance than the MPC in disturbance rejection.

Figure 7: The comparison of disturbance rejection performance between the DDC and the MPC for Loop 1 of the distillation column.
6.1.2 Control Signal Selection

In practice, it is sometimes difficult to decide which control signal should be chosen for one specific loop in the absence of the plant model information. With the proposed DDC approach, this turns out not to be a problem. Consider the system

\[
\begin{align*}
\dot{y}_1 &= f_1 + b_{11}u_1 + b_{12}u_2 \\
\dot{y}_2 &= f_2 + b_{21}u_1 + b_{22}u_2
\end{align*}
\]  

(6.3)

with \(b_{12} = 5b_{11}\), \(b_{21} = 5b_{22}\), \(u_1\) is the control signal of Loop 1, and \(u_2\) is the control signal of Loop 2. That is, a clearly wrong choice was made regarding which input is the primary control signal for each loop. The output performance and control signal with the DDC are shown in Figure 9. It can be observed that the control signals for both loops become steep, but the systems can still be controlled to quickly go to the steady state.
6.2 A Nonlinear Multivariable System

The continuous stirred tank reactor (CSTR) is widely used in chemical and process industries. Due to its highly nonlinear nature, it is a very important benchmark problem in process control. The system studied here is a CSTR with an irreversible exothermic first order reaction \( A \rightarrow B \), which exhibits highly nonlinear characteristics [85]. Figure 10 shows the CSTR diagram. A pure stream of species A enters a constant volume reactor and a well-mixed stream of species A and B exit the reactor. The control objective is to keep the reactor concentration \( C_A \) and the reactor \( T \) temperature at their desired settings. The manipulated variables are the reactant feed flow rate \( F_{in} \) and the coolant water mass rate at the inlet \( F_w \).

According to the reactant mass balance, reactor energy balance and the cooling jacket energy balance, a dynamic model of the plant is obtained. The plant model
can be written into a standard nonlinear system representation as the following [87]:

\[
\dot{x} = \begin{bmatrix}
-rx_1 & -V \Delta H r x_1 + UA(x_3 - x_2) \\
0 & V \rho C_p
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix}
+ \begin{bmatrix}
\frac{C_{A,in} - x_1}{V} & 0 \\
0 & \frac{T_{in} - x_2}{V} & 0 & \frac{T_w - x_3}{V_j \rho_w}
\end{bmatrix}
\begin{bmatrix}
u_1 \\
u_2
\end{bmatrix}
\]

(6.4)

where

\[
\begin{align*}
\dot{y}_1 &= C_{A,in} - x_1 \\
\dot{y}_2 &= x_2
\end{align*}
\]

and

\[
\begin{align*}
x &= [x_1, x_2, x_3]^T = [C_A, T, T_j]^T, \\
u &= [u_1, u_2]^T = [F_{in}, F_w]^T.
\end{align*}
\]

The description of variables for this CSTR model is given in [87], which is also listed in Table I.

The output responses of CSTR under the control of the DDC are shown in Figure 11. The control signals of CSTR are shown in Figure 12. The tracking error of CSTR is shown in Figure 13. The design parameters for the DDC are:

\[
b_{0,11} = -0.5, b_{0,22} = -0.03.
\]

Note that \(b_{0,11}\) and \(b_{0,22}\) are the approximate values of \(b_{11}\)
Table I: Description of Variables for the CSTR Model [87]

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{in}$</td>
<td></td>
<td>kg s$^{-1}$</td>
<td>The reactant feed flow rate</td>
</tr>
<tr>
<td>$F_{out}$</td>
<td></td>
<td>kg s$^{-1}$</td>
<td>The outlet flow rate</td>
</tr>
<tr>
<td>$V$</td>
<td>1</td>
<td>m$^3$</td>
<td>The volume of the tank reactor</td>
</tr>
<tr>
<td>$c_A$</td>
<td></td>
<td>kg/m$^3$</td>
<td>The concentration of species A inside the tank</td>
</tr>
<tr>
<td>$c_{A,in}$</td>
<td>866</td>
<td>kg/m$^3$</td>
<td>The concentration of species A at the feed</td>
</tr>
<tr>
<td>$c_{A,out}$</td>
<td></td>
<td>kg/m$^3$</td>
<td>The concentration of species A at the outlet</td>
</tr>
<tr>
<td>$k_0$</td>
<td>4.10$^8$</td>
<td>s$^{-1}$</td>
<td>Arrhenius rate constant</td>
</tr>
<tr>
<td>$E$</td>
<td>6.14</td>
<td>Jmol$^{-1}$K$^{-1}$</td>
<td>Activation energy</td>
</tr>
<tr>
<td>$R$</td>
<td>8.314</td>
<td>Jmol$^{-1}$K$^{-1}$</td>
<td>Gas law constant</td>
</tr>
<tr>
<td>$T$</td>
<td></td>
<td>K</td>
<td>Reactor temperature</td>
</tr>
<tr>
<td>$\rho$</td>
<td>866</td>
<td>kgm$^{-3}$</td>
<td>Density of the reactant</td>
</tr>
<tr>
<td>$C_p$</td>
<td>1.791</td>
<td>Jkg$^{-1}$K$^{-1}$</td>
<td>Specific heat capacity of species A and B</td>
</tr>
<tr>
<td>$T_{in}$</td>
<td>293</td>
<td>K</td>
<td>Temperature of the inlet stream</td>
</tr>
<tr>
<td>$U$</td>
<td>30</td>
<td>Wm$^{-2}$K$^{-1}$</td>
<td>Overall heat transfer coefficient</td>
</tr>
<tr>
<td>$A$</td>
<td>50</td>
<td>m$^2$</td>
<td>Heat transfer area</td>
</tr>
<tr>
<td>$\Delta H$</td>
<td>$-140$</td>
<td>Jkg$^{-1}$</td>
<td>Heat of reaction</td>
</tr>
<tr>
<td>$T_j$</td>
<td></td>
<td>K</td>
<td>Temperature of the cooling jacket</td>
</tr>
<tr>
<td>$V_j$</td>
<td>0.2</td>
<td>m$^3$</td>
<td>Volume of the cooling jacket</td>
</tr>
<tr>
<td>$\rho_w$</td>
<td>998</td>
<td>kgm$^{-3}$</td>
<td>Density of the water</td>
</tr>
<tr>
<td>$C_{pw}$</td>
<td>4.181</td>
<td>Jkg$^{-1}$K$^{-1}$</td>
<td>Specific heat capacity of water</td>
</tr>
<tr>
<td>$F_w$</td>
<td></td>
<td>kgs$^{-1}$</td>
<td>Coolant water mass rate at the inlet and the outlet</td>
</tr>
<tr>
<td>$T_w$</td>
<td>290</td>
<td>K</td>
<td>Coolant water temperature at the jacket inlet</td>
</tr>
</tbody>
</table>
and $b_{22}$ in (6.4). The two sets of tuning parameters for the DDC are: $\omega_{c1} = \omega_{c2} = 0.2, \omega_{o1} = \omega_{o2} = 0.03$. In addition, a reasonable amount of noise is added to the measurement in simulation. Compared to the signals, the noises are amount to about 1% and 0.1% in the two loops, respectively. The simulation results demonstrate that the nonlinear system is well controlled in the presence of cross-couplings and noises. The performance shows the effects of different controller and observer bandwidths. The larger observer bandwidths result in more accurate estimation, but it also leads to more sensitivity to noises. The larger controller bandwidths make the response faster, with a more jittery control signal.

![Figure 11: The output response of CSTR under the control of the DDC.](image)

### 6.3 Summary

In this chapter, the proposed DDC method is applied to chemical process problems. Simulation results are quite promising. Excellent performance is attained in two case studies involving both the linear and nonlinear multivariable plants with significant uncertainties.
Figure 12: The control signals of CSTR.

Figure 13: The tracking error of CSTR.
CHAPTER VII

CONTROL AND RATE ESTIMATION
OF MEMS GYROSCOPES

There are two major control problems associated with vibrational MEMS gyroscopes: to control two vibrating modes (or axes) of the gyroscope, and to estimate a time-varying rotation rate. This chapter demonstrates how the DDC addresses these problems in the presences of the natural frequency mismatch between the two axes, mechanical-thermal noises, quadrature errors, and parameter variations. A demodulation approach based on the estimated dynamics of the system by the ESO is proposed to estimate the rotation rate. The simulation results on a Z-axis MEMS gyroscope show that the controller is very effective by driving the output of the drive axis to a desired trajectory, forcing the vibration of the sense axis to zero for a force-to-rebalance operation and precisely estimating the rotation rate.

This chapter is organized as follows. Section 7.1 introduces the background of MEMS gyroscopes. Section 7.2 describes the dynamics of MEMS gyroscopes. Section 7.3 presents how to apply the DDC to MEMS gyroscope control. Section 7.4
demonstrates how the time-varying rotation rate of MEMS gyroscopes is estimated using demodulation technique. Section 7.5 shows the simulation results. Finally, Section 7.6 summarizes this chapter. Note that Section 7.1 - Section 7.6 are extracted from [86]\(^1\).

### 7.1 Introduction to MEMS Gyroscopes

MEMS gyroscopes are inertial rate sensors batch fabricated on crystal silicon or polysilicon [88]. The operating principle of the MEMS gyroscopes is based on the energy transfer from driving mode to sensing mode of the gyroscopes caused by Coriolis acceleration. When the gyroscope is subject to a rotation rate, the response of the sensing mode provides the information of the rotation rate. With the advancement of MEMS technology, MEMS gyroscopes have been applied to automobiles for roll-over sensing and skid control, consumer electronics (for example, image stabilizations of cameras), GPS assisted inertial navigation, industry, aerospace, and so on [89]. However, fabrication imperfections and environmental variations produce undesirable coupling terms, unknown disturbances, input and measurement noises, frequency mismatch between two vibrating modes, and parameter variations which greatly degrade the performance of the gyroscopes. As a consequence, a control system is essential to improve the performance and stability of MEMS gyroscopes. Advanced control technologies should focus on exploiting the inherent structures of the vibratory MEMS gyroscopes, so as to achieve disturbance attenuation and performance robustness against modeling uncertainties.

Since the 1990’s, there has been a limited amount of research on the control designs of MEMS gyroscopes. Most of the reported control approaches [90]-[96] assume constant rotation rates. However, in reality, the rotation rate is time varying.

\(^1\)©[2007] IEEE.
Little research is reported to estimate time-varying rotation rates. The design of the adaptive controller reported in [28] is based on the known states of the system dynamics. However, the velocity outputs of the two axes are unknown in practice. Furthermore, the multiple tuning parameters also make the adaptive controller very difficult to implement in real world situation. The controller in [97] assumes that the mechanical coupling terms are zeros. Actually the fabrication imperfections result in damping and stiffness coupling terms, which cause wrong measurement of the rotation rate. Hence, dealing with such time-varying uncertain dynamics of MEMS gyroscopes makes the control problem challenging and critically important. Since the system dynamics are only partially known, a solution that is insensitive to the uncertainties in system dynamics and is able to accurately determine the rotation rate is needed. In addition, the control solution should be practical and easy to implement.

In this chapter, the DDC is applied to control the MEMS gyroscope. In particular, the multi-loop ESO provides an estimate of the combination of the external disturbances and plant dynamics, which has modeling errors and structure uncertainties due to the unknown time varying rotation rate and the unknown quadrature error terms arising from mechanical imperfections. In addition, with the accurate estimate of the plant dynamics, an input time-varying rotation rate is accurately estimated with the demodulation technique.

7.2 Dynamics of MEMS Gyroscopes

We assume there is no coupling in the damping for both the drive and sense axes [94]. We allow for the frequency mismatch between the two axes. The governing
equations of the Z-Axis MEMS gyroscope [91] are represented by

\begin{align}
\ddot{x} + 2\zeta\omega_n\dot{x} + \omega_n^2x + \omega_{xy}y - 2\Omega\dot{y} &= \frac{K}{m}u_d(t) \\
\ddot{y} + 2\zeta_y\omega_y\dot{y} + \omega_y^2y + \omega_{xy}x + 2\Omega\dot{x} &= \frac{K}{m}u_s(t)
\end{align}

(7.1)

where \(x(t)\) and \(y(t)\) are drive axis and sense axis outputs respectively, \(\omega_n\) and \(\omega_y\) are natural frequencies of the drive and sense axes, \(\zeta\) and \(\zeta_y\) are damping coefficients, \(u_d\) and \(u_s\) are control inputs for the drive and sense axes, \(m\) is the proof mass, \(2\Omega\dot{x}\) and \(2\Omega\dot{y}\) are Coriolis accelerations, \(\Omega\) is an unknown time-varying rotation rate, \(\omega_{xy}\) and \(\omega_{xy}\) are constant unknown quadrature error terms caused by stiffness couplings between two axes, and \(K\) is a constant that accounts for sensor, actuator, and amplifier gains. Note that there is a more elaborate model for MEMS gyroscopes [99], which should be used for controlling MEMS gyroscopes with time-varying rotation rate. The results obtained here is from a preliminary simulation with a simplified model.

Rotation sensing is achieved by forcing the drive axis into a fixed amplitude vibration, and measuring the displacement \(y(t)\) of sense axis. We apply force-to-rebalance mode of operation onto the sense axis because of the general success of nulling-the-output approach in precise sensing applications [90]. In this mode, the output amplitude of the sense axis is continuously monitored and driven to zero, and the control signal becomes a part of measurement of rotation rate. Therefore our control tasks are to drive the drive axis to the desired trajectory with specified amplitude and resonant frequency, to force the output of the sense axis to zero, and to estimate the rotation rate in the presence of noises.

### 7.3 DDC for MEMS Gyroscopes

The existing control approaches for MEMS gyroscopes employ various methods to derive the accurate model of the plant. However, in practice, it is very challenging
to achieve precise model information. Especially for MEMS gyroscopes, the factors such as the mechanical-thermal noise, the measurement noise, the unknown time varying rotation rate, and the unknown quadrature error terms, bring modeling errors and structural uncertainties in the system. The mechanical imperfection and environmental variations also introduce the parameter variations to the model of MEMS gyroscopes. DDC is a natural fit for the MEMS gyroscope control due to its inherent disturbance rejection characteristics. How the idea of DDC can be applied to MEMS gyroscopes is briefly presented as follows.

The MEMS gyroscope can be understood as a coupled second-order system. The system (7.1) can be rewritten as

\[
\ddot{x} = -(2\zeta_n \dot{x} + \omega_n^2 x + \omega_{xy} y - 2\Omega \dot{y}) + b_x u_d \\
\ddot{y} = -(2\zeta_y \dot{y} + \omega_y^2 y + \omega_{xy} x + 2\Omega \dot{x}) + b_y u_s
\]

(7.2)

where \( b_x = b_y = \frac{K}{m} \).

Define

\[
f_x = -(2\zeta_n \dot{x} + \omega_n^2 x + \omega_{xy} y - 2\Omega \dot{y}) \\
f_y = -(2\zeta_y \dot{y} + \omega_y^2 y + \omega_{xy} x + 2\Omega \dot{x})
\]

(7.3)

where \( f_x \) and \( f_y \) are referred to as the generalized disturbance, or disturbance, because they represent both the unknown internal dynamics and the external disturbances of the drive and sense axes respectively. The couplings between the two axes are also taken as disturbances to each axis. Substituting (7.3) into (7.2), the system (7.2) becomes

\[
\ddot{x} = f_x + b_x u_d \tag{a} \\
\ddot{y} = f_y + b_y u_s. \tag{b}
\]

(7.4)

The basic idea of the DDC is to obtain the estimated \( \hat{f}_x \) and \( \hat{f}_y \), i.e., \( \hat{f}_x \) and \( \hat{f}_y \), and to compensate for them in the control law in real time. Note that the control designs of the drive and sense axes are the same and they are implemented in parallel.
For clarity, the concept of the DDC is explained with the control of the sense axis in the following. Let \( \xi_{y1} = y \), \( \xi_{y2} = \dot{y} \), \( \xi_{y3} = f_y \) and \( \xi_y = [\xi_{y1}, \xi_{y2}, \xi_{y3}]^T \). Assuming \( f_y \) is differentiable and the derivative of \( f_y \) (\( h_y = \dot{f}_y \)) is bounded, the state space form of (7.4b) is

\[
\begin{align*}
\dot{\xi}_{y1} &= \xi_{y2} \\
\dot{\xi}_{y2} &= \xi_{y3} + b_y u_s \\
\dot{\xi}_{y3} &= h_y \\
y &= \xi_{y1}.
\end{align*}
\]  

(7.5)

An ESO for (7.5) is designed as

\[
\begin{align*}
\dot{\hat{\xi}}_{y1} &= \hat{\xi}_{y2} + l_{y1} \left( \xi_{y1} - \hat{\xi}_{y1} \right) \\
\dot{\hat{\xi}}_{y2} &= \hat{\xi}_{y3} + l_{y2} \left( \xi_{y1} - \hat{\xi}_{y1} \right) + b_y u_s \\
\dot{\hat{\xi}}_{y3} &= l_{y3} \left( \xi_{y1} - \hat{\xi}_{y1} \right) \\
\hat{y} &= \hat{\xi}_{y1}
\end{align*}
\]

(7.6)

where \( L_y = [l_{y1}, l_{y2}, l_{y3}]^T \) is the observer gain. The observer gains are chosen such that the characteristic polynomial \( s^3 + l_{y1}s^2 + l_{y2}s + l_{y3} \) is Hurwitz. For tuning simplicity, all the observer poles are placed at \(-\omega_{oy}\). It results in the characteristic polynomial of (7.6) to be

\[
\lambda_{oy}(s) = s^3 + l_{y1}s^2 + l_{y2}s + l_{y3} = (s + \omega_{oy})^3
\]

(7.7)

where \( \omega_{oy} \) is the observer bandwidth of the sense axis and \( l_{y1} = 3\omega_{oy}, l_{y2} = 3\omega_{oy}^2, l_{y3} = \omega_{oy}^3 \). This makes \( \omega_{oy} \) the only tuning parameter for the observer. Thus the implementation process of the observer is much simplified.

Once the observer is designed and well tuned, its outputs will track \( y, \dot{y}, f_y \) respectively. By canceling the effect of \( f_y \) using \( \hat{\xi}_{y3} \), the DDC actively compensates for \( f_y \) in real time. The control law is designed as follows. First, the control law

\[
u_s = \frac{u_0 - \hat{\xi}_{y3}}{b_y}
\]

(7.8)
approximately reduces the original plant (7.4b) to

\[ \dot{y} \approx u_0 \] (7.9)

which is a much simple control problem to deal with. A simple controller can be designed as

\[ u_0 = k_{y_1}(y - \hat{\xi}_{y_1}) + k_{y_2}(\dot{y} - \hat{\xi}_{y_2}) + \ddot{r}_y \] (7.10)

where \( r_y \) is the desired trajectory of the sense axis. Note that a feedforward mechanism is employed in (7.10) for the purpose of reducing the tracking error. The controller gains are selected so that the closed-loop characteristic polynomial \( s^2 + k_{y_2}s + k_{y_1} \) is Hurwitz. For tuning simplicity, all the controller poles are placed at \(-\omega_{cy}\). Then the approximate closed-loop characteristic polynomial is

\[ \lambda_{yg}(s) = s^2 + k_{y_2}s + k_{y_1} = (s + \omega_{cy})^2 \] (7.11)

where \( k_{y_1} = \omega_{cy}^2 \), \( k_{y_2} = 2\omega_{cy} \). This makes \( \omega_{cy} \), the controller bandwidth, the only tuning parameter for the controller of the sense axis.

### 7.4 Rotation Rate Estimation

Considering the sense axis of the MEMS gyroscope system, both Coriolis acceleration and quadrature error terms are amplitude modulated signals centered at the resonant frequency of the drive axis. The only distinguishing characteristic between the two signals is that they have a relative phase shift of 90°. Therefore we can take advantage of this characteristic to separate the undesired quadrature errors from the useful Coriolis acceleration through the demodulation technique.

Applying the ESO (7.6) and the control law (7.8) and (7.10) to the MEMS gyroscope, we can drive the output of the drive axis \( x \) to the desired trajectory \( r_x \) with ideal amplitude and resonant frequency, force the output of sense axis \( y \) to zero,
and accurately estimate the states of the drive and sense axes. Based on the accurate state estimation and the good tracking of the drive and sense axes, the rotation rate is determined. The block diagram of the ADRC for the sense axis control and rate estimation is shown in Figure 14, where a demodulation block is used for the estimation of rotation rate. In Figure 14, $N_y$ represents the mechanical-thermal noise input to the sense axis and $N_m$ represents the measurement noise (position noise) at the output of the sense axis [94].

The desired trajectory of the drive axis is $r_x = A \cos(\omega t)$. With the ideal tracking of the ADRC, we have $x = r_x = A \cos(\omega t)$, and $\dot{x} = -A\omega \sin(\omega t)$. From (7.3), we have

$$\omega_{xy} x + 2\Omega \dot{x} = -(f_y + 2\zeta_y \omega_y \dot{y} + \omega_y^2 y).$$  

(7.12)

Let $q = \omega_{xy} x + 2\Omega \dot{x}$. It is assumed that the rotation rate is a sinusoidal signal [94], and $\Omega = \Omega_0 \sin(2\pi f_{\text{rate}} t)$ where $\Omega_0$ and $2\pi f_{\text{rate}}$ are amplitude and angular frequency.
of the rate. Then we have

\[ q \sin(\omega t) = (\omega_{xy}x + 2{\Omega}\dot{x})\sin(\omega t) = \omega_{xy}A \cos(\omega t)\sin(\omega t) - 2{\Omega}A\omega \sin^2(\omega t) = \frac{\omega_{xy}A}{2} \sin(2\omega t) - \frac{2{\Omega}A\omega}{2} \sin^2(\omega t) = \frac{1}{2} \omega_{xy}A \sin(2\omega t) + \frac{{\Omega}A\omega}{2} \cos(2\omega t) - {\Omega}A\omega \]

(7.13)

where \( \omega \gg 2\pi f_{\text{rate}} \) in the MEMS gyroscopes. In (7.13), the high frequency signals \( \frac{1}{2}\omega_{xy}A\sin(2\omega t) \) and \( \Omega A\omega \cos(2\omega t) \) will be filtered out through a low pass filter (LPF).

Therefore the rotation rate \( \Omega \) can be demodulated from the signal \( q \) by multiplying \( \sin(\omega t) \) and dividing by a gain introduced from modulation/demodulation, and filtering the resultant signal with a LPF, that is

\[ \Omega = F_{\text{LPF}} \left( \frac{-q \sin(\omega t)}{A\omega} \right) \]

(7.14)

where \( F_{\text{LPF}}(.) \) represents the function of the LPF. With the information of the ESO, according to (7.12), the signal \( q \) in (7.14) can be estimated as follows

\[ \hat{q} = -\left( \hat{f}_y + 2\zeta_y\omega_y \hat{\xi}_y + \omega_y^2 \hat{\xi}_y \right). \]

(7.15)

The rotation rate can be estimated by

\[ \hat{\Omega} = F_{\text{LPF}} \left( \frac{-\hat{q} \cdot \sin(\omega t)}{A\omega} \right). \]

(7.16)

The transfer function of the low-pass filter is chosen as

\[ G_{\text{LPF}}(s) = \frac{1}{(\tau s + 1)^2} \]

(7.17)

where \( \tau \) is the time constant of the filter.

7.5 Simulation Results

A control system based on the DDC is designed and simulated on a model of the Berkeley Z-axis gyroscope [98]. The key parameters are \( \omega_n = 81681.4 \) rad/sec,
K=0.8338, $\omega_y = 80864.6$ rad/sec, $\zeta = 4.5455 \times 10^{-5}, \zeta_y = 3.125 \times 10^{-4}, \omega_{xy} = 6000$ rad$^2$/sec$^2$, and $m = 2 \times 10^{-9}$ kg. The design parameters $b_x = b_y = \frac{K}{m} = 4.169 \times 10^8$.

The actual rotation rate is assumed to be a sinusoidal signal $\Omega = 0.1 \sin(2\pi f_{rate}t)$ and $f_{rate} = 50$ Hz. The reference signal for the drive axis is $r_x = A \cos(\omega t)$, where $\omega = 84194.7$ rad/sec. Typically $A = 10^{-6}$ m. We use $A = 50$ in "simulation units" to represent this [90]. The reference signal of the sense axis is $r_y = 0$. In the simulation, the mechanical-thermal noise is added to the drive axis, and the mechanical-thermal noise as well as the measurement noise is added to the sense axis. The PSD of mechanical-thermal noise for the drive axis is $2.4 \times 10^{-28}$ N$^2$sec, and the one for the sense axis is $1.63 \times 10^{-27}$ N$^2$sec. The PSD of measurement noise for the sense axis is $1.49 \times 10^{-27}$ N$^2$sec [94]. The controller and observer parameters for the drive axis are: $\omega_{cx} = 4.95 \times 10^5$ rad/sec, $\omega_{ox} = 2.45 \times 10^6$ rad/sec. The controller and observer parameters for the sense axis are: $\omega_{cy} = 5 \times 10^5$ rad/sec, $\omega_{oy} = 2 \times 10^7$ rad/sec. The time constant of LPF is $\tau = 6.7 \times 10^{-5}$ sec.

The output of the drive axis under the control of the DDC is shown in Figure 15. After approximate 1 ms, the amplitude of the drive axis is maintained at 50 as desired, and the frequency of the drive axis is driven to the resonant frequency $\omega$ as expected. The output of the sense axis under the control of the DDC is shown in Figure 16. The stabilized output is around 0.01% of the uncontrolled amplitude of $y$, which shows that the sense axis is driven to almost zero. The rotation rate estimation at $f_{rate} = 50$ Hz is shown in Figure 17. The control signals of the drive and sense axes are shown in Figure 18. It is implemented through FPGA. The estimated rotation rate can track the actual rotation rate after approximate 2.5 ms and the steady-state peak error is about 1% of the actual rotation rate magnitude. Compared to the performance that was obtained by using the adaptive control in [92], this demonstrates that a fast and accurate estimation of the rotation rate is achieved.
To further investigate the robustness of DDC against parameter variations, the system parameters are changed as follows: the natural frequency of the drive axis $\omega_n$ is increased by 10%, the natural frequency of the sense axis $\omega_y$ is increased by 20%, and the magnitude of the quadrature error term is increased by 20%. With the plant parameter variations, the output of the drive axis, the output of the sense axis, and the rotation rate estimation are shown in Figs. 19-21, respectively. Note that the tuning parameters of the DDC and the rate frequency are not changed. The rotation rate estimations at $f_{\text{rate}} = 100$ Hz and $f_{\text{rate}} = 200$ Hz are shown in Figure 22 and Figure 23 respectively, without changing the parameters of the DDC and the LPF. With $f_{\text{rate}} = 100$ Hz and $f_{\text{rate}} = 200$ Hz, the estimated rotation rates can track the actual rotation rate after approximate 2.5 ms and the steady state peak errors are about 1% of the amplitude of actual rotation rate. Compared to the performance that was obtained by using the adaptive control in [92], the above simulation shows the strong robustness of the DDC.

The simulation and hardware implementation results for MEMS gyroscope
control with the discrete ADRC are presented in [100, 101].

7.6 Summary

In this chapter, the DDC approach is used to control the drive and sense axes of a vibrational MEMS gyroscope. Based on the accurate estimation of the internal plant dynamics and external disturbances of the multi-loop ESO, a demodulation technique is used to estimate the time-varying rotation rate. Since the DDC does not require an accurate mathematical model of the plant, it is very effective for controlling the MEMS gyroscope and estimating the time-varying rotation rate in the presence of noises and parameter variations. Compared to the performance that was obtained by using the adaptive control in [92], the simulation results demonstrated the high tracking performance and robustness of the DDC, as well as the fast and accurate estimation of the input time-varying rotation rate. Since most MEMS sensors have similar control problems to MEMS gyroscopes, i.e. precise amplitude and frequency
control, disturbance rejection, and minimizing the effects of fabrication imperfection, the DDC provides a new solution to the problems. The applications of the DDC are expected to be broadened to other MEMS sensors such as micro-accelerometers and pressure sensors.

Figure 17: The rotation rate estimation at $f_{\text{rate}} = 50$ Hz.
Figure 18: The control signals of the drive and sense axes.

Figure 19: The output of the drive axis with parameter variations.
Figure 20: The output of the sense axis with parameter variations.

Figure 21: The rotation rate estimation at $f_{\text{rate}} = 50$ Hz with parameter variations.
Figure 22: The rotation rate estimation at $f_{\text{rate}} = 100$ Hz.

Figure 23: The rotation rate estimation at $f_{\text{rate}} = 200$ Hz.
CHAPTER VIII

CONCLUDING REMARKS

8.1 Findings and Conclusions

One main result in this dissertation is the analysis of the convergence and the stability characteristics of the ESO and the associated compensation system, ADRC. It is demonstrated that, for a large class of physical processes, both the unknown plant dynamics and external disturbances can be estimated using the unique state observer, ESO. Both design scenarios, with and without a detailed mathematical model of the plant, are considered. It is shown that the asymptotic stability is assured for the dynamic system describing the estimation error and the closed-loop system when the plant mathematical model is given. For the other case, i.e., without a mathematical model of the plant, it is shown that the observer estimation error, the closed-loop tracking error, and its up to the \((n-1)^{st}\) order derivatives are shown to be bounded. Furthermore, it is demonstrated that the observer estimation error upper bound monotonously decreases with the observer bandwidth and the closed-loop tracking error upper bound monotonously decreases with the bandwidths of the
observer and the controller. The results in this dissertation solidify the foundation for the alternative control design paradigm, ADRC, one that is not bound by the prevailing notion that an accurate mathematical description of the physical process is required. The analytical study is furthered supported by both the simulation and experimental results, showing that the plant dynamics and disturbance can be realistically estimated in real time based on the plant input-output data and some limited knowledge of the plant structure and order.

The other main contribution of this dissertation is the formulation of the DDC approach for a class of square multivariable systems of various orders, based on the disturbance rejection nature of the ADRC. It does not require an accurate mathematical model. The proposed DDC method is easy to understand and to implement, making it an appealing solution for practitioners. Because of the simplicity of the proposed DDC for implementation, it has been successfully simulated in chemical processes and MEMS gyroscopes. Simulation results are quite promising. Through comparing the DDC performance with MPC performance in chemical process problems and adaptive control performance in MEMS gyroscopes, DDC achieves high performance in tracking, disturbance rejection, and robustness in the chemical processes and MEMS gyroscopes involving both the linear and nonlinear multivariable plants with significant uncertainties.

8.2 Remarks on Future Research

Based on the work of this dissertation, further investigation could be divided into theoretical part and application part.

From the theoretical side, future research could be to focus on the following directions. First, the stability analysis of the ADRC has some assumptions for the two cases: with the plant model information and without the plant model information.
With relaxing the limitation of the stability analysis in this dissertation, what conclusions will be obtained for the stability characteristics of the ESO and the ADRC?

Second, the coefficient of the control signal and the order of the system in the current ADRC framework still need to be known in order to design the control system. What can be achieved for the control system design without the above information? In other words, what approach can be developed for systems with time-varying coefficients of control signals and/or systems without order information? Third, the DDC is proposed for square multivariable systems without time delay. How to develop a new approach to design the control system for non-square multivariable systems and/or for MIMO systems with time delay, under the ADRC framework?

From the application side, future investigation could be conducted with the following possible directions. The DDC is a very practical approach and has not been widely applied to real systems. The applications of the DDC to large scale systems are very interesting. For example, energy and environmental control issues are currently one society’s main concern. The DDC is a good approach to energy and environmental control problems, since it is hard to provide a mathematical model.

These are interesting topics that could be further investigated.
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